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ABSTRACT

The purpose of this work is to propose an anonymization model. It is used
to address privacy violation issues in datasets that have multiple sensitive
attributes. To achieve privacy preservation constraints and maintain data
utilities, the sensitive attributes of datasets are grouped to be nominal and
continuous attributes. With the nominal sensitive attribute, the data util-
ity and privacy are maintained by the confidence of data re-identification.
With another data type, the continuous data, the data utility and privacy
are maintained by the data bounding. The proposed model is evaluated
by using extensive experiments. The experimental results indicate that the
proposed model is more effective and efficient than the compared models.
Moreover, the datasets satisfy the privacy preservation constraints of the
proposed model, which can guarantee the confidence and bounding of data
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1. INTRODUCTION

The issue of violating the user’s privacy in datasets
is serious when datasets are released for utilizing out-
side the scope of the data-collecting organizations.
To address this issue, there are the privacy preser-
vation models to be proposed such as k-Anonymity
[1][2][3], 1-Diversity [4][5][6][7], t-Closeness [8][9],
Anatomy [10][11][12][13], (k, e)-Anonymous [14][15],
(o, k)-Anonymity [16], LKC-Privacy [17][18], ag-
gregate query frameworks [19], differential privacy
[20][21][22], privacy preservation in video streaming
[31], and privacy in image steganography-based copy-
right and image trading systems [32].

An example of privacy preservation is based on k-
Anonymity [1]. We assume that Table 1 is a specified
dataset that will be released for utilizing outside the
scope of data collecting organizations. We suppose
that the value of k is set to be 2, i.e., k = 2. For
privacy preservation, the attributes of datasets are
grouped to be quasi-identifier attributes (i.e., Age and
Sex attributes) and a sensitive attribute (i.e., Disease
attribute). Moreover, the unique quasi-identifier val-
ues are generalized by their less specific values to be
at least 2 indistinguishable tuples. Therefore, a data
version of Table 1 is satisfied by 2-Anonymity con-

straints to be shown in Table 2.

Aside from data generalization, the datasets can
be satisfied by k-Anonymity constraints through data
suppression. For example, let Table 1 be the specified
dataset. We give the value of k to be 2. Therefore,
a data version of Table 1 is satisfied by 2-Anonymity
constraints that are based on using data suppression,
it is shown in Table 3.

Table 1: An example of raw datasets.

# Age Sex Disease
t1 52 Male Flu

to 51 Male Fever
t3 52 Male HIV
7 54 Male Cancer
ts 56 Female Fever
te 55 Female Fever
t7 55 Female HIV

Table 2: A data version of Table 1 is satisfied by
2-Anonymity from using data generalization.

f Age Sex Disease
t1 50-51 Male Flu
to 50-51 Male Fever
ts 52-54 Male HIV
ta 52-54 Male Cancer
ts 55-56 Female Fever
te 55-56 Female Fever
ty 55-56 Female HIV

1.2:34The authors are with the School of Renewable Energy, Maejo University, Sansai, Chiangmai, Thailand, Email:
surapon_r@mju.ac.th, k.sasujit@yahoo.com, nigranghd@gmail.com and noppamas@mju.ac.th

ICorresponding author: surapon _r@mju.ac.th



430 ECTI TRANSACTIONS ON COMPUTER AND INFORMATION TECHNOLOGY VOL.19, NO.3 July 2025

With Tables 2 and 3, we can see that they lose
some meaning of data utility. For example, only 55
as the age of users in Table 3 can be retained. More-
over, we observe that Table 2 has some counterfeit
query conditions. An example of counterfeit query
conditions in Table 2 is the query condition for a 53-
year-old that is shown in QUERY 1.

QUERY 1: SELECT Disease FROM Table 2
WHERE Age = 53;

Furthermore, when we only focus on the tuples t5,
tg, and t7; of Table 2, we cannot ensure how many
tuples are 55 years old. Therefore, we can conclude
that although data suppression and data generaliza-
tion can be used to address privacy violation issues in
datasets, they still have data utility issues that must
be improved. Moreover, in [4], the authors further
demonstrate that k-Anonymity has a serious vulner-
ability that must be considered. That is, the pri-
vacy violation issues in datasets are when the sensi-
tive value is non-variety. For example, with Table 4,
we can see that although the adversary cannot ensure
that a tuple is what the target user’s profile tuple is
in this table, he/she can infer that the disease of the
target user in Table 4 is HIV.

Table 3: A data version of Table 1 is satisfied by
2-Anonymity from using data suppression.

Age Sex Disease
t1 Male Flu
to Male Fever
ts Male HIV
t4 Cancer
t5 Fever
te 55 Female Fever
tr 55 Female HIV

Table 4: A data version of Table 1 is satisfied by
2-Anonymity from using data suppression.

Age Sex Disease
t3 52-54 Male HIV
ty 55-56 Female HIV

vation model, aside from distorting the unique quasi-
identifier values, the number of distinct sensitive val-
ues is further considered in privacy preservation con-
straints. That is, every group of distorted quasi-
identifier values must be related to at least 1 distinct
sensitive values. For this reason, the datasets are
satisfied by 1-Diversity constraints, which can guar-
antee that all possible query conditions always have
at least 1 distinct sensitive values that are satisfied.
Thus, they seemingly have no concerns about privacy
violation issues. Unfortunately, in [8], the authors
show that 1-Diversity still has a serious vulnerabil-
ity that must be improved, i.e., the privacy viola-
tion issue from considering the distance of sensitive
values. For example, the specified group of the dis-
torted quasi-identifier values only relates to Gonor-
rhoea, Chlamydia, Syphilis, and HIV. In this situa-
tion, the adversary can infer that the data owner of
these tuples has venereal diseases. To rid this vul-
nerability of 1-Diversity, t-Closeness [8] is proposed.
The privacy preservation idea of t-Closeness is that
the sensitive values of each distorted quasi-identifier
group must have a distance that is at least t. In
addition, aside from data suppression and generaliza-
tion, the datasets can be satisfied by k-Anonymity,
I-Diversity, and t-Closeness constraints from using
the added noise values [25][26]. However, these pri-
vacy preservation models have data utility issues that
must be addressed. To address these issues, Anatomy
[10][11][12][13] is proposed. With this privacy preser-
vation model, datasets can satisfy privacy preserva-
tion constraints after their tuples are partitioned by
1 and anonymized to be the quasi-identifier and sen-
sitive tables.

Table 6: A data version of the quasi-identifier table
of Table 1, where [ = 2.

f Age Sex PID

ty 52 Male 1

to 51 Male

ts 52 Male 2
ty 54 Male

ts 56 Female 3
te 55 Female

t7 55 Female

Table 7: A data version of the sensitive table of
Table 1, where | = 2.

Table 5: A partitioned data version of Table 1,
where [ = 2.
Age Sex Disease PID

t1 52 Male Flu 1

to 51 Male Fever

ts 52 Male HIV 2

ty 54 Male Cancer

ts 56 Female Fever 3

te 55 Female Fever

ty 55 Female HIV

To address privacy violation issues in datasets
by considering the non-variety sensitive value, 1-
Diversity [4] is proposed. With this privacy preser-

f Disease PID

t1 Flu 1

to Fever

t3 HIV 2

ty Cancer

ts Fever 3

te Fever

tr HIV
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Table 8: An example of datasets that have multiple
sensitive attributes.

Table 11: A 2-Diversity data version of Table 8 by
maintaining the data utility of the Sex attribute as
much as possible.

Age Sex Disease Income
t1 52 Male Flu 12000
to 51 Male Fever 14000
t3 52 Male HIV 23000
ty 54 Male Cancer 15000
ts 56 Female Fever 22000
te 55 Female Fever 25000
tr 55 Female HIV 13000

i Age Sex Disease Income
tq 50-54 Male Flu 12000
to 50-54 Male Fever 14000
t3 50-54 Male HIV 23000
ty 50-54 Male Cancer 15000
ts 55-56 Female Fever 22000
te 55-56 Female Fever 25000
t7 55-56 Female HIV 13000

An example of privacy preservation in datasets
based on Anatomy. Let Table 1 be the specified
dataset, and the value of 1is 2. Thus, a partitioned
data version of Table 1 is shown in Table 5, and a data
version of the quasi-identifier and sensitive tables is
shown in Tables 6 and 7, respectively. These anato-
mized tables can be utilized by joining their defined
partition identifiers (PID), and they can guarantee
that every possible query condition always obtains
at least 1 distinctly satisfied sensitive values. More-
over, these tables do not have any counterfeit query
conditions. Therefore, we can conclude that the pri-
vacy preservation is based on Anatomy constraints;
it can maintain the data utility of datasets to be bet-
ter than the privacy preservation that is based on k-
Anonymity, I-Diversity, and t-Closeness constraints.

To the best of our knowledge about k-Anonymity,
I-Diversity, t-Closeness, and Anatomy, it is insuffi-
cient to address privacy violation issues in datasets
with multiple sensitive attributes [33], e.g., the
dataset is shown in Table 8.

Table 9: A 2-Diversity data version of Table 8 by
maintaining the data utility of the Disease attribute
as much as possible.

Table 12: A 2-Diversity data version of Table 8 by
maintaining the data utility of the Age attribute as
much as possible.

i Age Sex Disease Income
ty 50-52 Male Flu 12000
to 50-52 Male Fever 14000
ts 50-52 Male HIV 23000
ta 54-56 * Cancer 15000
ts 54-56 * Fever 22000
tg 55 Female Fever 25000
tr 55 Female HIV 13000

i Age Sex Disease Income
ty 51-52 Male Flu 12000
to 51-52 Male Fever 14000
t3 52-54 Male HIV 23000
ty 52-54 Male Cancer 15000
ts 55-56 Female Fever 22000
te 55-56 Female Fever 25000
t7 55-56 Female HIV 13000

Table 10: A 2-Diversity data version of Table 8 by
maintaining the data utility of the Income attribute
as much as possible.

f Age Sex Disease Income
ty 50-55 * Flu 12000
tr 50-55 * HIV 13000
to 51-54 Male Fever 14000
ty 51-54 Male Cancer 15000
t3 52-56 * HIV 23000
ts 52-56 * Fever 22000
te 52-56 * Fever 25000

To address privacy violation issues in datasets with
multiple sensitive attributes, the privacy preservation
model is proposed in [19], [29], [30], [31], and [33]. It is
extended from k-Anonymity, I-Diversity, t-Closeness,
or Anatomy. For this reason, it also has various
data utility issues that must be improved. Moreover,
we found that these privacy preservation models are
highly complex with data transformation.

An example of data utility issues in datasets that
have multiple sensitive attributes with 1-Diversity.
We give Table 8 to be the specified dataset. The
value of 1 is 2. Thus, Tables 9, 10, 11, and 12 can be
the 2-Diversity data version of Table 8. However, we
can see that these tables have different levels of data
meaning in terms of data utilization. That is, Table 9
has the data utility to be more than the others when
the data analyst utilizes Disease. However, when the
data analyst must utilize Income, he/she can see that
Table 10 has the data utility to be more than others.
While Table 11 has the data meaning of Sex to be
more than the others. If the data analyst must uti-
lize Age, he/she can observe that Table 12 has higher
data utility than the others.

From these examples, we can conclude that a spec-
ified dataset and a specified privacy preservation con-
straint have various data versions that can be satis-
fied. Thus, only the high data utility version is de-
sired. To achieve this aim, a new privacy preservation
model is proposed in this work. It will be presented
in Section 3.

2. CONTRIBUTIONS AND PAPER OUT-
LINES

In the previous section (Section 1), we discussed
privacy violation issues that occur when datasets are
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released. Moreover, we demonstrate the vulnera-
bilities of the existing privacy preservation models.
Thus, a stronger privacy preservation model (i.e., the
proposed model) is very needed; it will be proposed
in Section 3. Then, the experimental evaluations can
show the effectiveness and efficiency of the proposed
privacy preservation model (Section 4). Finally, the
conclusion of this work will be discussed in Section 5.

3. THE PROPOSED MODEL

In this section, a new privacy preservation model
for datasets with multiple sensitive attributes is pro-
posed. It aims to address privacy violation issues and
maintain the data utility in datasets.

3.1 Dataset

Let U = {uy,usg,...,u,} be the set of users. Let
QI = {qi1,qis,...,qis} be the set of quasi-identifier
attributes. Let S = {s1,82,...,8,} be the set of

sensitive attributes. Let DD, and DDj, , where
l1<y<aand 1l < z < b, be the data domain of
qiy € QI and the data domain of s, € S respec-
tively. Let D = {dj,ds,...,d,} be the raw dataset
that collects n user profile tuples such that D is mul-
tiset. Every d; € D, where 1 < i < n, represents the
profile tuple of u; € U. That is, d; is constructed by
QI'US?, where QI* C QI and S* C S, such that QI*
and S? are the set of u;’s quasi-identifier and sensi-
tive attributes, respectively. Let D[QI] and D[S] be
the data projection of QI and S of D respectively.
Let D[d;] be the data projection of d; of D. Also, let
d;[QI] and d;[S] be the data projection of QI and S
of d; € D, respectively.

3.2 Continuous sensitive value

Let DD,, be the data domain of s, € S such that
it is a set of continuous values, e.g., it is based on nu-
meric and datetime. Let SA,, C s, be the set of spec-
ified sensitive values from s,. Let MAX(SA;, ) rep-
resent the maximum value (the upper bound value)
of SA,,. Let MIN(SA;,) represent the minimum
value (the lower bound value) of SAs . Thus, the
range of SA;, can be represented by [MAX(SA;,),
MIN(SAs,)]. Let ERR(SAs,) denote an error mea-
sure defined on SA,_,i.e., E(SA,,) = MAX(SA,,)—
MIN(SAg,). More value of F(SA;,) means a larger
range or more different values of SA,, . This prop-
erty of SA, can be used to address privacy violation
issues in SA,,. That is, let R;, € I'" be the privacy
preservation constraint. SA;, does not have any pri-
vacy violation issues when E(SA;,) is equal to or
greater than R, ), i.e., E(SAs,) > R,,. In addition,
the higher value of R, leads to a high level of privacy
preservation in SA;, .

The privacy and utility goals of continuous sensi-
tive values are that when they are released to uti-
lize outside the scope of data-collecting organiza-

tions, they can guarantee the range of data errors and
data re-identifications to be at least M AX (SA;,) —
MIN(SAs,).

3.3 Nominal sensitive value

Let DD, be the data domain of s, € S such that
it is a set of nominal values, e.g., it is based on text
and string. Let SPpp, C DDs, be the set of pro-
tected sensitive values for s,. Let SA,, C s, be the
set of specified sensitive values from s,. More cardi-
nality of SA,, (i.e., |SAs,|) is more possible sensitive
values in SA,,. Thus, the ability or error of data re-
identification for SA,, can be denoted by E(SA;,),
ie., E(SAs,) = |SAs,|. With this property of SA,_,
it can be used to address privacy violation issues in
SAs,. That is, let Cs, € I'T be the privacy preserva-
tion constraint. Let SPsa, C SAs, be the protected
sensitive values that are available in SA,_ . Therefore,

SAs, does not have any privacy violation issues when

SP s
% < (s, . In addition, the lower value of Cj,

leads to a high level of privacy preservation in SA;_.

The privacy goal of nominal sensitive values is that
when they are released to utilize outside the scope of
data-collecting organizations, they can guarantee the
confidence of data re-identification to be at most Cf, .

3.4 The optimal partition of continuous sen-
sitive values

Let fpcs(D[QIIUD[s.], Rs, : D[QIUD]s,] —R,,
PAR;_ be the function for partitioning D[QI|UD][s,],
where s, € S, to be PAR,_, That is, s, is a contin-
uous sensitive attribute of D, and PAR;, is in the
form of PAR,, = {par! ,par? ,...,parZ } such that
every partition par] € PAR,,, where par] , where
1 < j < z, must be satisfied by the limitations as
follows.
B Each partition pargz, where 1 < j < 2, is con-
structed by the defined partition identifier j and
the tuples T' C D[QI] U D[s,].

B E(par] [s,]) is equal to or greater than R,_, i.c.,
MAX (par] [s.]) — MIN(pard, |s,]) < R.,),

B MAX (par] [s.]) < MIN(par] [s,])

W U, part, = DIQIU D,

W j_, par], =&, and

B >, E(par] [s,]) is minimized.

3.5 The optimal partition of nominal sensitive
values

Let fPNs(D[QI] U D[SI],CSI) D[QI] U
Dl[s;] —¢c,, PAR,, be the function for partitioning
DIQIJU D[s,], where s, € S, to be PAR,_ such that
55 is a nominal sensitive attribute of D, and PAR; is
also in the form of PAR,, ={par! ,par? ,... ,parZ }
such that every partition pargm € PAR,,, where
pargz, where 1 < j < z, must be satisfied by the
limitations as follows.
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B Each partition pargm, where 1 < j < z, is con-
structed by the defined partition identifier j and
the tuples T C D[QI] U D[s,].

B E(par] [s,]) is lesser or equal to than Cy,, i.e.,

ISP i |

pars, [sz]
— - Sz 7T L
[par, [sz]| < G

W U, par}, = D[QI]U Dls.).
[ | ﬂ;zlpargz =@, and
| ZJZ‘:1 E(par] [s;]) is minimized.

3.6 Data anonymization

Let PAR,, be the partitioned data version of
each s, € S of D, where 1 < z < b
That is, if the data domain of s, is continu-
ous values, every partition pargz € PAR,, is
satisfied by R, . DBut if the data domain of
Sy 18 nominal values, every partition pargx €
PARs,) is satisfied by C,,. Let fano(PARs,) :
PAR,;, — PAR, U ATT_NAME,, be the func-
tion for anonymizing PAR,, to be indistinguish-
able, where ATT_NAME;,_ is the attribute name.
That is, pargz [qil],par(sw)j [qia], . .. ,pargx [qia], and
parl [s,] are anonymized by i, qib, ..., qi,, and
sl respectively such that g¢if,qi5,...,qi,, and s,
are multisets that represent the values that are
available in parf;m [qil],pargz [qia], . .. ,pargm [qis], and
pargw [Sw] respectively. Let fReleased (fAno(PARsl>7
fAnO(PAR52)7 SERE) fAno(PARsb):fAno(PARsl)v fAno
(PARs,),..., fano(PARs,) — D’ be the function
for constructing the released data version D’ of D,
where D' = fAno(PARsl) U fAno(PARsz) U...uU

fAno(PARsb)-

For example, let Table 8 be the specified dataset.
Let the value of Rijcome and Cpigease be 3000 and 0.5,
respectively. Given that HIV and Cancer are pro-
tected sensitive values. With these given instances,
both sub-data versions of Table 8 must be considered
to satisfy the given privacy preservation constraints,
i.e., Tables 13 and 14. With Table 13, the data do-
main of the sensitive attribute, Income, is continu-
ous values. For this reason, every partition must be
satisfied by the data limitations that are defined in
Section 3.4 with Rincome=3000. Thus, a partitioned
data version of Table 13 is shown in Table 15. With
Table 14, the data domain of the sensitive attribute,
Disease, is nominal values. For this reason, every par-
tition must be satisfied by the data limitations that
are defined in Section 3.5 with Cpjsease=0.5. Thus, a
partitioned data version of Table 14 is shown in Ta-
ble 16. For privacy preservation, the values of each
attribute are available in each partition of Tables 15
and 16 to be indistinguishable from their set, which
is based on a multiset. Therefore, a released data
version of Table 8 is satisfied by the proposed privacy
preservation constraints that are proposed in Section
3.6 with Rincome=3000 and Cpjgease=0.5 to be shown
in Table 17. With Table 17, we can see that the abil-
ity of data re-identification for every income of each
partition is in the range between its lower and upper
bounds. The confidence of data re-identification for
every protected disease in every partition of this ta-
ble is at most 0.5 (50%). Moreover, we can see that
Table 17 does not have any counterfeit query condi-
tions, and it does not have the issue about multiple
released tables that must be considered when the re-
leased tables are utilized.

Table 15: A data partition version of Table 13 is
satisfied by Ripcome = 3000.

Table 13: The data version of Table 8 with the
Income_attribute.

Age Sex Income

52 Male 12000

51 Male 14000

52 Male 23000

54 Male 15000

56 Female 22000

55 Female 25000

55 Female 13000
Table 14: The data version of Table 8 with the
Disease_attribute.

Age Sex Disease

52 Male Flu

51 Male Fever

52 Male HIV

54 Male Cancer

56 Female Fever

55 Female Fever

55 Female HIV

Age Sex Income
52 Male 12000
55 Female 13000
51 Male 14000
54 Male 15000
56 Female 22000
52 Male 23000
55 Female 25000

Table 16: A data partition version of Table 13 is

Satisﬁed by CDisease: 0.5.

Age Sex Disease

52 Male Flu

52 Male HIV
51 Male Fever
55 Female HIV
54 Male Cancer
56 Female Fever
55 Female Fever
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Algorithm 1 The proposed anonymization algorithm

Require: D, SPDDS(” g ooay SPDD»-,,, ’ CS'

Ensure: D’;
while z =1 to b do
Temp < D[QI] U Dlsg,|;
while |Temp| > 0 do

pars, < PARTITION(Temp), where E(pars, ) is minimized;
SPPH,._\_(I — parg, [sq,] N SPDD,,, -

if (|SPpar., |/Ipars, [sq,]]) < Ce,,

Temp < Temp — pars,_;
D" < D"Upars,_; »
end if
end while
end while
while 2z =1 to b do
Temp < D[QI] U D[sp, ]
Temp +— ASCENDING(Temp);
while [T'emp| > 0 do

" then

pars « PARTITION (Temp), where E(pars ) is minimized;
Px Px

if (MAX (pars,_[s:]) — MIN(pars, [s2])) > R

Temp « Temp — pars,_;
D' < D' U pars, ;
end if
end while
end while
return D’;

then

Spa

Table 17: A data version of Table 8 is satisfied by
the proposed privacy preservation constraints, where
R[ncome:3000 and CDisease: 0.5.

Age Sex Sensitive Sensitive
values attributes
{52, {Male, {12000, Income
55,51, | Female} | 13000, 14000,
54} 15000}
{52, {Male, {22000, Income
55, 56} | Female} 23000,
25000}
{52} Male {Flu, HIV} Disease
{51, {Male, {HIV, Disease
55} Female} Cancer}
{55, {Female} {Fever} Disease
56}

3.7 The proposed algorithm

In this section, we propose an algorithm that can
be used for transforming D to become D’ to sat-
isfy the proposed privacy preservation constraints.
With the proposed algorithm, its inputs are the spec-
ified dataset D, the set of protected sensitive values
SPDDSq1 ey SPDDS% . The nominal privacy preser-
vation constraints Cs, ..., qub, and the continuous
privacy preservation constraints R, ... ’Rsm' The
output of the proposed algorithm is D’ that is satis-
fied by Cs, ..., Cs, s R R

) M Sqy s TUSpy oyttt TSy,
For privacy preservation, each nominal sensitive

attribute is first transformed to satisty Cs, , ..., CS%
by the steps as follows.

At first, the sub-data version of D for each nomi-
nal sensitive attribute s, , where 1 < x <'b, is con-
structed. It is collected by TEMP. Then, the tuples
of TEMP are iterated and partitioned by Cs,~such
that each partition must have E(pars, ) to be min-
imized. Moreover, the tuples of pars, are removed
from TEMP. Finally, pars, is collected by D'

Another processor of the proposed privacy preser-
vation algorithm is the processor for transforming
each continuous sensitive attribute s,,, where 1 <
x < b, to satisfy Rs, by the steps as follows.

In the first step, the sub-data version of D for each
continuous sensitive attribute s, , where 1 <z < b, is
constructed. It is also collected by TEMP. Then, the
tuples of TEMP are re-sorted by the values of s,
in ascending order. Then, the tuples of TEMP are
iterated and partitioned by R, ~such that each par-
tition must have E(pars, ) that is minimized. More-
over, the tuples of pars, are removed from TEMP.
Finally, pars, is collected by D’. Finally, D" is satis-
fied by C Cs. , R R to be returned

PR P y sy,

by the algorithm.

Spyrt e

In addition, with the complexity of the proposed
privacy preservation algorithm, it can be separated
into three parts, i.e., the cost of partitioning the nu-
meric sensitive values, partitioning the nominal sen-
sitive values, and constructing the released data ver-
sion (merging the constructed partitions of every sen-
sitive attribute). Let NuS € S and NoS € S, where
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NuSUNoS = S and NuSNNoS = ¢, be the numeric
and nominal sensitive attributes of D, respectively.
With the numeric sensitive attribute, the tuples of
D are first sorted in ascending order with s,. The
cost of data ordering is |D|log|D| because the sort-
ing processor of the proposed algorithm is based on
merge sort [34]. After that, the sorted tuples are par-
titioned by R;,_, i.e., the different ranges between the
lower bound and the upper bound of each partition
must be less than or equal to R, . For this reason,
all tuples in the temporary are considered in each it-
eration, and only one tuple is chosen to insert into
an appropriate partition and removed from the tem-
porary. Thus, the number of tuples in the iteration
under consideration is always one row greater than
the next iteration. Therefore, the cost of partitioning
all numeric sensitive attributes is shown in Equation
1.

O(NuS) = |NuS|-[D[* - (|D| = 1) -log |D| (1)

With nominal sensitive attributes, their cost is
based on three factors, i.e., the number of protected
sensitive attributes, the number of tuples in D, and
the size of NoS. That is, the desired partition of ev-
ery protected sensitive value in each attribute is con-
structed from its appropriate non-protected sensitive
values. Also, only one tuple is inserted into a proper
partition with each iteration after that it is removed
from the temporary, so, the number of tuples in the
iteration under consideration is also one row greater
than the next iteration. Therefore, the cost of par-
titioning all nominal sensitive attributes is shown in
Equation 2.

O(NoS) = |NoS| - (|D| = |SPppl) - (ID| = [SPpp| 1) (2)

Another cost of the proposed algorithm, the cost of
constructing the released data version, is merging the
constructed partitions of every sensitive attribute. It
can be defined by Equation 3.

IS|
O(PAR(D)) = |PAR,,|, where s, € S (3)

r=1

Therefore, the cost of constructing D’ can be de-
fined from O(NuS), O(NoS), and O(PAR(D)),
Equation 4.

O(D') = O(NuS) + O(NoS) + O(PAR(D))  (4)

4. EXPERIMENT

In this section, the experiments for evaluating the
efficiency and effectiveness of the proposed model

are discussed by comparing with “l-Diversity [4]”,
“Anatomy [10]”, “k-Anonymity and l-Diversity [32]”,
“IPL L 1P%)-Privacy [19]”.

4.1 Experimental setup

The experiments are proposed to evaluate the
efficiency and effectiveness of the proposed model.
They are built on four Intel(R) Xeon(R) Gold 5318H
CPUs @2.50GHz 2.49 GHz with 512 GB memory and
18.1TB M.2 NVMe HDD running on the Window
Server 2022 Standard 64 bit. The proposed exper-
iments are built and executed on Visual Studio 2022
with Cff and MS SQL Server 2022. Moreover, they are
further based on Adult dataset which is available at
the UCI Machine Learning Repository. This dataset
is constructed from 32561 tuples such that every tu-
ple consists of 14 attributes that are Age, Workclass,
Fnlwgt, Education, Education-num, Marital-status,
Occupation, Relationship, Race, Sex, Capital-gain,
Capital-loss, Hours-per-week, and Native-country.
To conduct the experiments effectively, all user pro-
file tuples include the missing values, “7”; they are
removed. Thus, the experimental dataset only in-
cludes 1428 user profile tuples. Moreover, the data
is available in the attributes that are Native-country,
Workclass, Fnlwgt, Education-num, Marital-status,
Capital-gain, Hours-per-week, it is also removed.
Given Age, Sex, Race, Education, are the quasi-
identifiers, and Occupation, Marital-status, and Cap-
italloss are the sensitive attributes. With the Oc-
cupation, we give Exec-managerial, Prof-specialty,
Machine-op-inspect, and Armed-Forces to be the
protected sensitive values. While Divorced, Sepa-
rated, Married-spouse-absent are the protected sen-
sitive values in Marital-status. The experimental
dataset information is shown in Table 19.

4.2 Experimental result and discussion

4.2.1 Effectiveness

In this section, the experiments can evaluate the
effectiveness of the proposed model to be discussed.
With the proposed model and its compared models,
the—y are based on data partitions or equivalence
classes. Thus, the penalty cost of datasets can be de-
fined by the discernibility metric (DM) that is shown
in Equation 5. In addition, the privacy preservation
model (e.g., the proposed model) is based on multi-
ple data versions of the specified dataset. The penalty
cost can be defined by the global discernibility met-
ric (GDM) as shown in Equation 6. More scores of
Equations 1 and 2 lead to more penalty costs in the
dataset.

|PAR,, |

> lparl |® ()

Jj=1

DM(PAR,,) =
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Table 18:
dataset.

Attribute name ‘ Description
Quasi-identifier attributes

The information of the experimental

Age Continuous

Sex Female, Male

Race White, Asian-Pac-Islander,
Amer-Indian-Eskimo, Other, Black

Education Bachelors, Some-college, 11th,

HS-grad, Prof-school, Assoc-acdm,
Assoc-voc, 9th, 7Tth-8th, 12th, Masters,
1st-4th, 10th, Doctorate, 5th-6th,
Preschool

United-States, Cambodia, England,
Puerto-Rico, Canada, Germany,
Outlying-US (Guam-USVI-etc), India,
Japan, Greece, South, China, Cuba,
Iran, Honduras, Philippines, Italy,
Poland, Jamaica, Vietnam, Mexico,
Portugal, Ireland, France,
Dominican-Republic, Laos, Ecuador,
Taiwan, Haiti, Columbia, Hungary,
Guatemala, Nicaragua, Scotland,
Thailand, Yugoslavia, El-Salvador,
Trinadad& Tobago, Peru, Hong,
Holand-Netherlands

Native-country

Sensitive attribute
Occupation

Tech-support, Craft-repair,
Other-service, Sales,
Exec-managerial, Prof-specialty,
Handlers-cleaners,
Machine-op-inspect, Adm-clerical,
Farming-fishing, Transport-moving,
Priv-house-serv, Protective-serv,
Armed-Forces

Married-civ-spouse, Divorced,
Never-married, Separated, Widowed,
Married-spouse-absent,
Married-AF-spouse

Continuous

Marital-status

Capital-loss

b
GDM(PARs,, PAR,,,..., PAR,,) = ZDM(PARSUE) (6)

=1

In the first experiment, we propose to evaluate the
number of quasi-identifier attributes that can influ-
ence the size of partitions and equivalence classes.
For the experiment, all quasi-identifier attributes are
available in the experimental dataset by varying from
1 to 5 attributes. However, only Occupation is the
sensitive attribute. The value of 1 for I-Diversity and
Anatomy is 2. With k-Anonymity and l-Diversity,
the value of k and 1 is 2. The value of IP*, ... 1°* for
. ,1P*)-Privacy is 2. With yjr proposed model,
we give the value of Cogcupation for the proposed
model to be 0.5.

With the experimental results that are shown in
Figure 1, we can see that the number of quasi-
identifier attributes directly influences the penalty
cost of DM and GDM, i.e., the number of quasi-
identifier attributes directly affects the size of par-
titions and equivalence classes. In addition, the ex-
periments further show that the proposed model and

u |-Diversity
B Anatomy
k-Anonymity and l-Diversity
u (Ipl,..,Ipn)-Privacy
u The proposed model without the eprotected sensitive values
u The proposed model with the protected sensitive values
8000
7000
6000
E 5000
Q4000

= 3000
22000
1000
0

1 2 3 4 5

The number of quasi-identifier attributes

Fig.1: The effectiveness is based on the number of
quasi-identifier attributes.

® k-Anonymity and I-Diversity

(Ipl,...Ipn)-Privacy
u The proposed model without the protected sensitive values
® The proposed model with the protected sensitive values

20000
15000

10000

5000 I I
. (] | (] |
I 2

The number of sensitive attributes

DM\GDM

3

Fig.2: The effectiveness is based on the number of
sensitive attributes.

Anatomy have less effect on the penalty cost of DM
and GDM than other models. That is, the datasets
can satisfy the proposed privacy preservation con-
straints and Anatomy constraints by using their mul-
tiset of original values. Moreover, the experimental
results show that the proposed model is based on con-
sidering the set of protected sensitive values; they
have the penalty cost of DM and GDM to be more
than the datasets without considering the set of pro-
tected sensitive values. That is because the set of
protected sensitive values directly affects the size of
partitions and equivalence classes, but we found that
they have little effect.

In the second experiment, we evaluate the num-
ber of sensitive attributes that can influence the size
of partitions and equivalence classes. In addition, 1-
Diversity and Anatomy are not considered in this ex-
periment because they do not propose to address pri-
vacy violation issues in datasets that have multiple
sensitive attributes. For the experiment, all quasi-
identifier attributes are available in the experimental
dataset. The number of sensitive attributes varies
from 1 to 3. The value of k and 1 for k-Anonymity
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and 1-Diversity is 2. The value of IP',... 1% for
(Y, ..., 1P*)-Privacy is also 2. With the proposed
model, we give the confidence of data re-identification
for all nominal sensitive attributes to be 0.5, and the
value of Rcapital 10ss 18 100.

8000
7000
6000

= 5000

[=]

Q4000

=

23000
2000
1000

0
0.2 0.4 0.6 0.8 1
C

Fig.3: The effectiveness is based on the confidence
of data re-identifications.

With the experimental results that are shown in
Figure 2, we can conclude that the number of sensi-
tive attributes also more influences the penalty cost
of DM and GDM, i.e., the number of sensitive at-
tributes directly influences the size of partitions and
equivalence classes. Moreover, we can see that the
penalty cost of DM and GDM of k-Anonymity and
I-Diversity constraints and Anatomy constraints are
the same because they are both extended versions
of l-Diversity. Moreover, the experimental results
show that the proposed model is less affected than
the compared models. That is because each sen-
sitive attribute of datasets is independently consid-
ered to satisfy privacy preservation constraints with
the proposed model. Also, the experimental results
show that the proposed model is based on consider-
ing the set of protected sensitive values; they have
the penalty cost of DM and GDM to be more than
the datasets without considering the set of protected
sensitive values. That is because the set of protected
sensitive values directly affects the size of partitions
and equivalence classes, but we found that they have
little effect.

In the third experiment, we evaluate the effect of
the confidence of data re-identifications that can in-
fluence the penalty cost of DM and GDM. For the
experiment, all quasi-identifier attributes are avail-
able in the experimental dataset. However, only
Occupation is the sensitive attribute. The value of
Coccupation Vvaries from 0.2 to 1.0. With the ex-
perimental results that are shown in Figure 3, we
can see that a higher value of Coccupation leads to
a smaller size of partitions. The cause of the smaller
size of partitions is that when increasing the value
of Coccupation, it is the number of protected sensitive

DM/GDM

100 200 300 400 500 600
R

Fig.4: The effectiveness is based on the range of
data bounding.

u |-Diversity
Anatomy
u k-Anonymity and l-Diversity
u (Ipl,...Ipn)-Privacy
u The proposed model without the protected sensitive values
u The proposed model with the protected sensitive values
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(=]
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Fig.5: The efficiency is based on the number of
quasi-identifier attributes.

values that affect the number of sensitive values that
are available in each partition of the datasets.

In the fourth experiment, we evaluate the effect
of the range of data bounding that can influence the
penalty cost of DM and GDM. For the experiment,
all quasi-identifier attributes are available in the ex-
perimental dataset. However, only Capital-loss is the
sensitive attribute. The value of Rcapital 10ss varies
from 100 to 600. With the experimental results that
are shown in Figure 4, we can see that more value of
Rcapital 10ss leads to a larger size of partitions. The
cause of the larger size of partitions is when increas-
ing the value of Rcapital 10ss, Which is the number of
sensitive values that are available in each partition of
the datasets.

4.2.2 Efficiency

In the fifth experiment, we propose to show the effi-
ciency, the execution time, of the proposed model and
its compared models that are used for transforming
datasets to satisfy privacy preservation constraints
such that it is based on the number of quasi-identifier
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attributes. In addition, this experiment is set up to
be the same as the first experiment. With the ex-
perimental results that are shown in Figure 5, we
can see that the number of quasi-identifier attributes
has more influence on the execution time for trans-
forming datasets to satisfy privacy preservation con-
straints, i.e., more quasi-identifier attributes lead to
using more execution time for transforming datasets
to satisfy privacy preservation constraints. Moreover,
we can see that the compared models use the execu-
tion time for transforming datasets to be more than
the proposed model. The cause of using more execu-
tion time of the compared models is that the search
space for considering the tuples into an appropriate
partition and equivalence class of datasets increases
when the number of quasi-identifier attributes is in-
creased. Moreover, with l-Diversity, k-Anonymity
and l-Diversity, and (lpl, ..., 1P")-Privacy, they fur-
ther have the execution time about ascertaining an
appropriate less specific value for generalizing the
specified group of unique quasi-identifier values to
be indistinguishable. The reason why the number
of quasi-identifier attributes has little effect on the
execution time of the proposed model is that the pro-
posed model partitions the tuples of datasets by only
considering the sensitive values.

In the sixth experiment, we propose to show the
execution time of the proposed model and its com-
pared models that are used to transform datasets for
satisfying privacy preservation constraints such that
it is based on the number of sensitive attributes. In
addition, this experiment is set up to be the same
as the second experiment. With the experimental
results that are shown in Figure 6, we see that the
number of sensitive attributes also has more influ-
ence on the execution time for transforming datasets
to satisfy privacy preservation constraints, i.e., more
sensitive attributes lead to using more execution time
for transforming datasets to satisfy privacy preserva-
tion constraints. The cause of more using the execu-
tion time is when the number of sensitive attributes
that are increased, all experimental models are pri-
vacy preservation models that are based on consid-
ering the number of distinct sensitive values. More-
over, we further see that the number of sensitive val-
ues is more influence on the execution time of the
compared models than the proposed model. That
is because aside from the number of distinct sen-
sitive values, the compared models have the execu-
tion time for ascertaining an appropriate less specific
value for generalizing the specified group of unique
quasi-identifier values to be indistinguishable. More-
over, with k-Anonymity and 1-Diversity, it further has
a parameter (i.e., k) that must be considered in its
privacy preservation constraints. For this reason, k-
Anonymity and 1-Diversity uses the execution time to
be more than other experimental models. Also, the
reason why the proposed model is more efficient than

other experimental models, it is that the proposed
model does not have any execution time for ascertain-
ing an appropriate less specific value for generalizing
the specified group of unique quasi-identifier values
to be indistinguishable.

® k-Anonymity and l-Diversity
(IpL,...lpn)-Privacy
u The proposed model without the protected sensitive values
® The proposed model with the protected sensitive values
450
400
350
» 300

gzso
£200
=
150
100
50
1 9 3

The number of sensitive attributes

Fig.6: The efficiency is based on the number of sen-
sitive attributes.
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Fig.7: The efficiency is based on the confidence of
data re-identifications.

In the seventh experiment, we propose to show the
execution time of the proposed model that is used
for transforming datasets to satisfy privacy preserva-
tion constraints such that it is based on the confi-
dence of data re-identification. In addition, this ex-
periment is set up to be the same as the third ex-
periment. With the experimental results that are
shown in Figure 7, we see that more confidence of
data re-identification leads to less execution time for
transforming datasets to satisfy the privacy preser-
vation constraints of the proposed model. The cause
of less execution time with more confidence of data
re-identification is the size of partitions and the num-
ber of considered protection-sensitive values. More
confidence of data re-identification leads to a smaller
number of protected sensitive values that must be
considered in each partition of datasets, or a smaller
search space for considering the proper tuples into the
appropriate partition of datasets.
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Fig.8: The efficiency is based on the range of data
bounding.

In the final experiment, we propose to show the
execution time of the proposed model that is used
for transforming datasets to satisfy privacy preserva-
tion constraints, such that it is based on the data
bounding. In addition, this experiment is set up to
be the same as the fourth experiment. With the ex-
perimental results that are shown in Figure 8, we see
that when the value of data bounding is increased,
the execution time for transforming the datasets to
the satisfaction of privacy preservation constraints
also increases. That is because the value of data
bounding also influences the search space for consid-
ering the proper tuples into the appropriate parti-
tion of datasets, i.e., a higher value of data bounding
often leads to a larger search space for considering
the proper tuples into the appropriate partition of
datasets.

5. CONCLUSION

In this work, we illustrate the limitations of the
existing privacy preservation models, i.e., they still
have privacy violation issues and data utility issues
that must be improved. To address these vulnera-
bilities of these models, a new privacy preservation
model is proposed in this work, such that it is based
on the confidence of data re-identification and the
data bounding. That is, before datasets are released,
their tuples are partitioned by the confidence of data
re-identification and the data bounding. The confi-
dence of data re-identification is the privacy preserva-
tion constraint for the non-sensitive attributes. The
data bounding is the confidence range of data re-
identification for the continuous sensitive attributes.
From the experimental results, they indicate that the
proposed model is an effective and efficient privacy
preservation model, i.e., it is more effective and effi-
cient than the compared models. Moreover, datasets
are satisfied by the privacy preservation constraint of
the proposed model, which can guarantee the confi-
dence and data bounding of data re-identification.
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