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ABSTRACT

transform them into spectrograms, and label them by genre. Then, we uti-
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1.

INTRODUCTION loud sound effects, while romantic movies may have
softer music and more melodic dialogue.

Deep learning has emerged as a powerful tool for

audio classification tasks in recent years, with ap-
plications ranging from speech recognition to music
genre classification. This study explores the poten-
tial of deep learning for classifying movie genres based
on audio information extracted from movie trailers.
Automatically classifying movie genres has several
practical applications, including content-based rec-
ommendation systems, organization of large movie
databases, and targeted advertising.

Traditionally, genre classification has relied on tex-
tual information, such as plot summaries, cast lists,
and user reviews. However, audio information, par-
ticularly the soundtrack and dialogue, can also pro-
vide valuable cues for genre classification. For exam-
ple, action movies often feature fast-paced music and

This study investigates the potential of lever-
aging pre-trained deep-learning models for classi-
fying movie genres solely from audio information,
specifically using spectrograms derived from movie
trailers. We hypothesize that the acoustic char-
acteristics captured in spectrograms offer valuable
cues for genre identification. To establish base-
line performance for this approach, we evaluate and
compare nine distinct pre-trained CNN architec-
tures available in MATLAB—MobileNet-v2, ResNet-
18, DenseNet-201, Places365-GoogleNet, VGG-16,
VGG-19, Inception-ResNet-v2, Inception-v3, and
NASANet-Mobile—on their ability to classify trail-
ers into five genres: action, romance, drama, comedy,
and thriller.
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Our findings reveal that this spectrogram-based
method is effective. The VGG-16 architecture
demonstrated the highest classification accuracy
(86.27%) and F1l-score (86.69%) among the evaluated
models, indicating its particular suitability for this
task.

The subsequent sections of this paper are as fol-
lows: Section 2 provides the literature review. Sec-
tion 3 outlines the methodology. Section 4 presents
the results and discussion. Finally, section 5 con-
cludes this work by summarizing the key findings, dis-
cussing limitations, and proposing future directions
for research and development in this area.

2. LITERATURE REVIEW

Despite the progress made in analyzing movie con-
tent through text and visuals, the potential of audio
information for genre classification remains largely
untapped. FExisting research has primarily focused
on textual analysis of synopses, scripts, reviews, or
visual analysis of posters and keyframes. While some
studies have explored limited aspects of audio, such
as identifying specific sound effects or analyzing dia-
logue sentiment, a comprehensive exploration of au-
dio features for genre classification is lacking; we fur-
ther address this gap by proposing a novel approach
based on spectrogram analysis of movie trailers in the
next section. In this section, we investigate recent ad-
vancements in movie genre classification.

In [1], the paper surveys various methods for au-
tomatically detecting movie genres from trailers. It
discusses low-level features such as color, lighting,
and motion and high-level features such as plot and
characters. The paper also explores using different
machine learning algorithms, including convolutional
neural networks (CNNs) and support vector machines
(SVMs). The paper concludes that no perfect method
for movie genre detection exists, but combining dif-
ferent methods may be the most effective approach.

In [2], the work investigates the application of ma-
chine learning to automatically identify movie genres
from synopses, a critical task for efficiently convey-
ing a film’s essence to potential viewers. Leverag-
ing movie data from Kaggle and Rotten Tomatoes,
the work evaluates the performance of two supervised
learning models (k-NN and SVM) and two deep learn-
ing models (CNN and RNN). The work also further
explores the impact of removing proper nouns on clas-
sification accuracy. Results demonstrate the superi-
ority of RNN with LSTM layers for analyzing the tex-
tual data in movie synopses, achieving an accuracy of
80.5%. The research provides valuable insights into
selecting appropriate machine-learning models based
on textual movie descriptions for genre classification.

In [3], the study addresses the challenging task
of automatically classifying movie genres using deep
learning analysis of poster images. The paper ex-
plained the importance of genre classification for

aiding viewer decision-making; the study proposes
a computerized framework that leverages low-level
(e.g., color, edge) and high-level (e.g., object detec-
tion, shape) image features. A multi-layered convo-
lutional neural network (CNN) is trained on a large
dataset of movie posters to extract relevant features
and classify genres. The work achieves an accuracy of
91.15%, demonstrating the effectiveness of CNNs for
this task. However, further improvements are needed
in other performance metrics, such as F1-score, preci-
sion, hamming loss, and zero-one loss, which indicate
challenges in achieving balanced and precise genre
classification.

In [4], the study addresses the challenge of mul-
tilabel movie genre classification, where a film can
belong to multiple genres simultaneously. The study
proposes a novel method combining problem transfor-
mation techniques, text vectorization, and traditional
machine learning classifiers to improve efficiency and
reduce computational resources compared to recent
neural network approaches. Specifically, the study
also explores binary relevance (BR) and label pow-
erset (LP) for transforming the multilabel problem,
Count Vectorizer (CV) and TF-IDF for text repre-
sentation, and classifiers such as Logistic Regression,
Multinomial Naive Bayes, K-Nearest Neighbour, and
Support Vector Classifier. Through extensive exper-
iments on an IMDb dataset with 27 movie genres,
the study evaluates 16 different combinations using
k-fold cross-validation. Results demonstrate that the
combination of label powerset, TF-IDF, and Support
Vector Classifier achieves the best performance with
an accuracy of 0.95 and an F'1-score of 0.86, offering a
highly effective and efficient solution for movie genre
classification.

In [5], the work investigates the effectiveness of
transfer learning for multilabel movie genre classifi-
cation using poster images. Six state-of-the-art pre-
trained models—VGG16, ResNet, DenseNet, Incep-
tion, MobileNet, and ConvNeXt—are employed and
fine-tuned for this task. This work obtained movie
posters from the Internet Movie Database (IMDB)
and divided the dataset using an iterative stratifica-
tion technique to ensure a balanced representation
of genres. The paper also evaluated the performance
across various metrics, including accuracy, loss, Ham-
ming loss, F1-score, precision, and AUC. Results indi-
cate that the modified DenseNet architecture achieves
the highest accuracy at 90%, closely followed by the
ConvNeXt model. The work highlights the potential
of transfer learning for multilabel classification and
the effectiveness of iterative stratification for handling
unbalanced datasets. Future work will explore incor-
porating natural language processing and ensemble
methods to enhance classification performance.

In [6], the study addresses the challenge of reclassi-

fying large, diverse datasets, often obtained through
web scraping, to improve the performance of ma-
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chine learning models. This paper recognized the im-
pact of dataset quality on model effectiveness, and a
threshold-based algorithm for effective stop-word re-
moval is proposed. The method utilizes an unsuper-
vised classification technique (K-means) to accurately
categorize user reviews from the IMDb dataset into
their most suitable genres, creating a well-balanced
dataset. The analysis highlights the influence of text
vectorization methods on cluster generation and the
impact of word embedding and stop-word removal
on categorization accuracy. The proposed method
analyses the presence and frequency of potential stop
words within reviews across different genres, remov-
ing those exceeding a predefined threshold. The ap-
proach achieves over 80% genre mapping success com-
pared to traditional methods. Employing mini-batch
K-means for cluster formation further enhances re-
view reclassification. Combining the proposed stop
word removal method with TF-IDF effectively cat-
egorizes sparsely labeled data into meaningful clus-
ters. The resulting reclassified and balanced datasets
demonstrate significant improvement, achieving 94%
accuracy compared to the original dataset.

In [7], the paper introduces a novel method for
movie genre classification that leverages a diverse set
of pre-trained models to extract rich features from
movie trailers. These features encompass visual ele-
ments (scenery, objects, characters, text) and audio
components (speech, music, and sound effects). The
paper trained small, efficient classifier models to fuse
these pre-trained features intelligently. By employing
a transformer model, the approach utilizes all video
and audio frames without temporal pooling, effec-
tively capturing the complex relationships between
elements and avoiding the limitations of traditional
methods that rely on a fixed, small number of frames.
This method effectively fuses features from diverse
tasks and modalities with varying dimensionalities,
temporal lengths, and complex dependencies. It out-
performs state-of-the-art movie genre classification
models regarding precision, recall, and mean average
precision (mAP). The MovieNet dataset’s trained fea-
tures, genre classification code, and models are made
publicly available to encourage further research.

In [8], streaming services increasingly rely on auto-
mated genre classification to optimize content man-
agement and user experiences. The study introduces
a novel deep-learning architecture for accurate and
efficient movie genre classification. The proposed ap-
proach employs an ensemble-gated recurrent unit (en-
sGRU) neural network to analyze video content’s mo-
tion, spatial information, and temporal relationships.
A sophisticated deep neural network incorporating
the ensGRU captures robust video representations
for multi-class movie classification. Evaluations on
benchmark datasets, including the LMTD dataset,
demonstrate the high performance of the ensGRU
model, achieving accurate genre classification by ef-

fectively extracting and learning motion, spatial, and
temporal features. The work performed further vali-
dation using an engine block assembly dataset. The
enhanced architecture significantly improves movie
genre categorization on the LMTD dataset, outper-
forming existing models while requiring less compu-
tational power. The model consistently delivers out-
standing results with an F1 score of 0.9102 and an ac-
curacy rate of 94.4%. Comparative evaluations high-
light the accuracy and effectiveness of the proposed
model in identifying and classifying video genres by
extracting contextual information from video descrip-
tors. Integration of edge processing capabilities en-
ables optimal real-time video processing and analy-
sis, enhancing performance in dynamic media envi-
ronments.

In [9], the study addresses the limitations of exist-
ing video-based movie genre classification methods,
which often overlook language elements and process
entire videos inefficiently. A novel approach, Movie
genre Classification based on Language augmenta-
tlon and shot samPling (Movie-CLIP), is proposed.
Movie-CLIP incorporates a language augmentation
module to recognize language elements from audio,
capturing high-level semantics like storylines and con-
text. Additionally, a shot sampling module selects
representative shots, avoiding unnecessary process-
ing of the entire video. This approach enhances effi-
ciency in movie genre prediction by focusing on key
information. Evaluation on MovieNet and Condensed
Movies datasets demonstrates a 6-9% mean Average
Precision (mAP) improvement over baseline models.
Movie-CLIP also generalizes to scene boundary detec-
tion, achieving a 1.1% Average Precision (AP) im-
provement over the state-of-the-art. This method
effectively addresses the challenges of incorporating
language elements and efficiently processing video
data for accurate movie genre classification. The im-
plementation is publicly available.

In [10], the study explores movie trailer genre
classification using machine learning and spectro-
gram analysis. Spectrograms, which visualize the
frequency content of audio signals over time, are
extracted from movie trailers. Convolutional Neu-
ral Networks (CNNs), effective in image recogni-
tion tasks, are employed to analyze these spectro-
grams and identify genre-specific patterns. The paper
compared the performance against a Random Forest
model. The paper trained the models on a dataset
of movie trailers categorized into five genres: action,
romance, drama, comedy, and thriller. Librosa, a
Python library, is used for audio pre-processing, and
the entire training process is conducted in Python.
This research investigates the potential of combining
machine learning and spectrogram analysis for accu-
rate and efficient movie trailer genre classification.
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Fig.1: Comparing model size, speed, and accuracy for popular CNN pre-trained models [11].

3. METHODS

We selected all baseline models for movie genre
classification from spectrograms using a compara-
tive analysis of pre-trained convolutional neural net-
works (CNNs) provided by MathWorks [11] (figure
1). This analysis, depicted in the referenced graph,
highlights the performance trade-offs between accu-
racy and prediction speed for various CNN archi-
tectures. Considering the need for accurate genre
classification and efficient processing, a balanced ap-
proach was adopted to select baseline models that
demonstrate strong performance across both metrics.
This strategy aimed to identify architectures capable
of effectively capturing discriminative features from
spectrograms while maintaining reasonable computa-
tional efficiency for practical applications.

Considering the trade-off between accuracy and
prediction speed, as depicted in the graph refer-
enced, we selected nine distinct CNN architectures for
this study: MobileNet-v2, ResNet-18, DenseNet-201,
Places365-GoogLeNet, VGG-16, VGG-19, Inception-
ResNet-v2, Inception-v3, and NASANet-Mobile.

1) Data preparation:

Movie trailers were sourced from IMDDb, specif-
ically targeting trailers released between 2020 and
2022 with ratings above 6.0. The dataset was care-
fully balanced to include 200 trailers from the five
represented genres: action, romance, drama, comedy,
and thriller. We standardized each trailer to a length
of 15 seconds. The audio tracks were extracted from
these trailers and converted into the .mp3 format.

Librosa, a Python audio and music analysis li-
brary, was used to generate spectrograms from these
audio files—the feature Mel spectrogram function in
Librosa was employed explicitly for this task. Pa-
rameters such as window size and the number of fre-
quency bins were adjusted to capture the most rel-
evant audio characteristics for genre classification.
The generated spectrograms were visually inspected
using Librosa’s display. We used the specshow func-

tion to ensure quality and gain insights into the audio
content. This process transformed the audio data into
Mel spectrogram files, visually representing the sound
frequencies over time. These spectrograms served as
the input features for the machine learning models
used in the genre classification task. We show code
snippets and data-preparing flowcharts in Figure 2-3,
respectively.

Fig.2: The data preparation process for movie genre
classification.

A block diagram illustrating the data preparation
process for movie genre classification. The process
includes sourcing movie trailers from IMDb, filter-
ing and balancing the dataset, standardizing trailer
length, extracting audio, generating Mel spectro-
grams using Librosa, and finally using the spectro-
grams as input features for machine learning models.
The explanation of the code snippet is as follows:

IMDb Movie Trailers: The starting point repre-
sents the raw data source.

e Filter: Trailers are filtered based on the release
date (2020-2022) and IMDb rating (> 6.0).

e Balance: The dataset is balanced to ensure an
equal number of trailers (200) per genre.

e Standardize: Each trailer is standardized to a
length of 15 seconds.

e Extract Audio: The audio track is extracted from



368 ECTI TRANSACTIONS ON COMPUTER AND INFORMATION TECHNOLOGY VOL.19, NO.2 April 2025

each movie trailer.

e .mp3 Audio Files: The extracted audio is saved
in .mp3 format.

e Librosa Mel Spectrogram: This represents using
the Librosa library to generate Mel spectrograms.

e Parameter Tuning: This includes parameters
within the feature Mel spectrogram functions (e.g.,
window size, frequency bins) are adjusted.

e Visual Inspection: Spectrograms are visually in-
spected using display.specshow to ensure quality.

e Mel Spectrogram Files: These are the final out-
puts of the data preparation process, which are used
as input for the machine learning models.

e Machine Learning Models: This is where the pre-
pared data is used for genre classification.

2) Genre Movie Classification using Pre-trained Mod-
els in MATLAB:

The next stage focuses on preparing the pre-
trained model for the task. Spectrogram images are
resized to meet the input requirements of the cho-
sen model. A variety of powerful pre-trained models
can be employed, including MobileNet-v2, ResNet-
18, DenseNet-201, Places365-GoogLeNet, VGG-16,
VGG-19, Inception-ResNet-v2, Inception-v3, and
NASANet-Mobile. Having been trained on vast im-
age datasets, these models come equipped with pre-
learned features that can be highly beneficial for
genre classification. The training process is refined
by setting key parameters like the optimization al-
gorithm (often ‘sgdm’), mini-batch size, and learning
rate, collectively influencing the model’s learning ef-
ficiency and performance.

With the data prepared, we divided the dataset be-
fore the training phase commenced. Specifically, we
use the MATLAB function splitEachLabel (imds,
0.7, 0.1, ‘‘randomized’’); to partition the spec-
trogram dataset (imds) randomly into three distinct
subsets: 70% for training (imdsTrain), 10% for val-
idation (imdsVal), and 20% for testing (imdsTest).
The model then learns from the designated training
data (imdsTrain), and its performance is continu-
ously validated using the validation set (imdsVal).
This iterative process allows for monitoring and ad-
dressing potential issues like overfitting, where the
model performs well on training data but poorly on
unseen validation data, or slow convergence, where
the model takes an excessively long time to learn.
After training, the separate testing set (imdsTest) is
reserved for final evaluation.

Once trained, the model’s classification ability is
tested. A sample image is classified, and the model’s
accuracy is rigorously evaluated using the testing set.
This provides a crucial estimate of how well the model
is expected to perform on new, unseen spectrograms.

Finally, we generated a confusion matrix to under-
stand the model’s performance better. This visualiza-
tion tool clearly shows how accurately the model clas-
sifies different genres and, importantly, reveals any

IMDb Movie Trailers Processing Flowchart
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Fig.3: Flowchart illustrating the data preparation
process for movie genre classification.
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Table 1: Comparison of 9 MATLAB pretrained models.
Detailed comparison
(please refer to the numerical results in Table 2 and the
Model Strengths ‘Weaknesses accuracy and loss functions in the Appendix)
MobileNetV2 Highly efficient, May sacrifice Achieved moderate accuracy (54.55%). Showed good learning and
suitable for mobile | some accuracy for generalization during training but might benefit from further
devices efficiency training. Its general efficiency comes with mid-range accuracy in
this task.
ResNet18 Simpler and faster May have lower Showed lower accuracy (48.37%) but demonstrated effective
than ResNet50 accuracy on learning and good generalization during training. Its relative
complex datasets | simplicity did not capture the spectrogram features as effectively as
deeper models.
DenseNet201 | Strong performance, It can be Yielded moderate accuracy (56.86%) with good generalization
especially for image computationally | observed during training. Its known strength for image classification
classification expensive resulted in a decent performance.
Places365- A variant of the Limit its Achieved high accuracy (81.70%), indicating it learned and
GoogLeNet GoogLeNet performance on generalized well, with the potential for more improvement
architecture, making | tasks like object suggested by the learning curves. Its suitability for scene
it particularly good | detection or image recognition translates well to spectrogram patterns.
at recognizing classification of
different objects, which is
environments and computationally
places intensive.
VGG16 Good balance of Less complex than Delivered the highest accuracy (86.27%) in this study, showing
accuracy and VGG19, effective learning and good generalization. Its architecture provided
efficiency potentially less the best balance for capturing relevant features in this spectrogram
powerful dataset.
VGG19 Powerful feature Computationally Performed surprisingly poorly in accuracy (49.35%) despite
extraction expensive showing effective learning curves. Its greater complexity did not
yield better results here, potentially due to overfitting or the added
layers not capturing more relevant features for this specific task.
Inception- Combines Inception More complex Resulted in moderate accuracy (54.25%), with training curves
ResNet-v2 and ResNet for than InceptionV3 indicating effective learning and generalization. Its sophisticated
better performance architecture performed similarly to MobileNet-v2 and DenseNet-
201.
Inception-V3 Excellent Complex Had lower accuracy (47.60%) despite effective learning and good
performance on architecture generalization during training. Its known suitability for large
large datasets datasets did not translate to top performance here.
NASANet- Efficient and May struggle with Achieved the lowest accuracy (45.10%) and showed clear signs of
Mobile accurate complex patterns | overfitting during training (poor validation accuracy/loss compared
to training), indicating it failed to generalize well on this specific
dataset.

confusion between genres. For instance, the confu-
sion matrix might highlight if the model frequently
misclassifies Action movies as Thriller movies or vice
versa, offering valuable insights for further improve-
ments and refinements to the classification process.

4. RESULTS AND DISCUSSION

This study investigated the effectiveness of uti-
lizing spectrograms, visual representations of au-
dio frequencies, in training deep-learning models
to classify movies into different genres. We em-
ployed a dataset of 1000 spectrograms categorized
into five distinct genres: Action, Comedy, Drama,
Romance, and Thriller. The spectrograms were
treated as images, and a series of 9 pre-trained deep
learning models, specifically MobileNet-v2, ResNet-
18, DenseNet-201, Places365-GoogleNet, VGG-16,
VGG-19, Inception-ResNet-v2, Inception-v3, and
NASANet-Mobile, were trained and evaluated for
their genre classification capabilities.

Selecting the right pre-trained model for spectro-

gram-based movie genre classification requires care-
ful consideration of several factors. A crucial aspect
is balancing the desired accuracy with computational
efficiency. For example, if an application demands a
model that can run smoothly on devices with limited
processing power or memory, MobileNetV2, known
for its efficiency, might be a suitable choice. How-
ever, if achieving the highest possible accuracy is the
primary goal and computational resources are read-
ily available, more complex and powerful models like
VGG19 or InceptionV3 could be preferred.

Furthermore, the size of our dataset plays a sig-
nificant role in model selection. For large datasets,
models like InceptionV3 or DenseNet-201 outperform
other models with their greater capacity to learn com-
plex patterns. Conversely, if an application works
with a smaller dataset, employing simpler models
such as NASANet-Mobile or ResNet18 might be suf-
ficient to avoid overfitting and achieve good perfor-
mance.

Finally, the decision should be guided by the com-
plexity of the classification task. If the genres exhibit
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subtle differences in their spectrograms, requiring the
model to discern intricate patterns, VGG19 or Incep-
tionResNet might be better equipped for the chal-
lenge with their strong feature extraction capabili-
ties. For simpler tasks where the distinctions between
genres are more apparent, less complex models could
prove adequate, offering a good balance of perfor-
mance and efficiency. Table 1 compares the strengths
and weaknesses of our study’s nine pretrained MAT-
LAB models. The accuracy and loss functions for
the 9 MATLAB pre-trained models are presented in
Figures A1l through A9 of the Appendix.

Figure A1l shows the accuracy and loss functions
of MobileNet-v2. The training progress graph indi-
cates a successful learning process. Both training and
validation accuracy increased over time, while train-
ing and validation loss decreased. This suggests that
the model effectively learns and generalizes to new
data without overfitting. Although the model shows
improvement, further training might be beneficial as
the performance curves have not completely flattened
out. The x-axis of the graph represents the number of
training iterations, and we trained the model for 30
epochs, where each epoch is a complete pass through
the training dataset. We also employed a constant
learning rate throughout the training process.

Figure A2 shows the accuracy and loss functions
of ResNet-18. The training progress graph shows a
model that is learning effectively. Training and un-
seen validation data accuracy generally increase while
the corresponding loss values decrease. This indicates
good generalization, as the model’s performance on
new data closely mirrors its performance on the train-
ing data, suggesting it is not simply memorizing the
training examples. The x-axis of the graph repre-
sents training iterations, which are grouped into five
epochs, each marking a complete pass through the
dataset. A constant learning rate was used through-
out the training process, meaning the model adjusted
its internal parameters steadily.

Figure A3 displays the training progress of
DenseNet-201 over five epochs, with each epoch
representing a complete pass through the training
dataset. The blue line illustrates the model’s accu-
racy on the training data, showing a general upward
trend with some fluctuations. The gray line repre-
sents the validation accuracy, which measures perfor-
mance on unseen data. It closely follows the training
accuracy, indicating good generalization and suggest-
ing that the model does not overfit the training data.
The orange line depicts the training loss, quantify-
ing the model’s prediction error. As expected, the
loss decreases over time, reflecting the model’s learn-
ing and improvement. The black dashed line shows
the validation loss, which also decreases and mir-
rors the training loss, further supporting the observa-
tion of good generalization. The x-axis of the graph
represents the training iterations, organized into five

epochs marked by vertical lines. A constant learn-
ing rate was used throughout the training process,
meaning the model adjusted its internal parameters
consistently.

Figure A4 illustrates the training progress of a
Place365-GoogLeNet model. The top graph shows
accuracy, with the blue line representing training ac-
curacy and the grey line representing validation ac-
curacy on unseen data. Both generally increase, in-
dicating the model is learning and generalizing well.
The bottom graph shows loss, with the orange line
representing training loss and the black dashed line
representing validation loss. Both decreases, suggest-
ing the model is improving and not just memoriz-
ing the training data. The x-axis represents train-
ing iterations, with vertical grid lines likely separat-
ing epochs. While the model progresses, the lack of
complete flattening in the accuracy and loss curves
suggests potential for further improvement with more
training.

Figure A5 illustrates the training progress of a
VGG-16 model, likely over 5 epochs. The blue line,
representing training accuracy, shows a general up-
ward trend with some fluctuations, while the grey
line, depicting validation accuracy, closely follows it.
This suggests the model is learning effectively and
generalizing well to unseen data. The orange line,
representing training loss, consistently decreases, in-
dicating that the model is improving its predictions.
The validation loss, shown by the dashed black line,
mirrors this trend, further supporting the notion of
good generalization. Although the model demon-
strates progress, the accuracy and loss curves have
not completely flattened out, indicating potential for
further improvement with continued training.

Figure A6 shows the training progress of a VGG-
19 model, a deep convolutional neural network with
19 layers. The training and validation accuracy in-
crease over time, while the training and validation
loss decrease. This indicates that the model learns
effectively and generalizes well to unseen data. Al-
though there are fluctuations in accuracy, the overall
trend is positive. VGG-19, with its 19 layers, is a
more complex model than the similar VGG-16 and
often achieves slightly higher accuracy, though it re-
quires more computational resources. The graph sug-
gests that the VGG-19 model is suitable for the task,
demonstrating good performance and generalization.

Figure A7 depicts the successful training of an
Inception-ResNet-v2 model, a sophisticated neural
network suitable for image recognition tasks. It
demonstrates the model’s increasing accuracy and de-
creasing loss over time, indicating effective learning
and generalization to new data. While computation-
ally demanding, Inception-ResNet-v2’s combination
of inception blocks and residual connections allows
for high accuracy and efficient processing, making it
a powerful tool for image-related tasks. The graph
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showcases this potential, with promising results that — Table 8:  Fwvaluation of Pre-trained Models for

suggest further improvement is possible with contin-  Genre Classification from Spectrograms.
ued training. MobileNet-v2
. . Class Precision | Recall | Fl-score
F1g1.1re A8 shows .the training progress of an A ction 05 06153 [0
Inception-v3 model, likely over three epochs. The Comedy | 0.55556 0.41667 | 047619
blue line, representing training accuracy, shows a Drama | 0.76923 0.55556 | 0.64516
clear upward trend with some fluctuations, indicat- IT{EfE:ICQ 82‘ 5 8'225 8'?25?
ing that the model is learning and improving its per- Acouracy | : 0EI5E
formance on the training data. The grey line, de- ResNet-18
picting validation accuracy, closely follows this trend, Class Precision | Recall | Fl-score
. . L. Action 0.5357 0.5769 0.5556
suggesting the model is generalizing well to unseen Comedy | 0.5333 03333 | 04103
data and not overfitting. The orange line, repre- Drama | 0.4884 0.6 0.5385
senting training loss, steadily decreases, reflecting the Romance | 0.3947 04545 | 04225
dels i . bility 4 K ¢ di Thriller | 0.5172 0.4286 | 0.4688
model’s increasing ability to make accurate predic- Accuracy 04537
tions. The black dashed line, showing validation loss, DenseNet-201
mirrors this decrease, further supporting the observa- Class Precision | Recall | Fl-score
tion of good generalization. Overall, the graph illus- Action | 0.7619 061338 | 0.68085
good g ALI0n. ’ grap Comedy | 0.66667 | 0.25 | 0.36364
trates a successful training process where the model Drama 0.4902 0.71429 | 0.5814
is learning effectively and demonstrating promising Romance | 0.45946 0.51515 | 0.48571
~ =4 =4
performance on both seen and unseen data. Thriller ] 0.65714 0.65714 | 0.65714
] o Accuracy 0.5686
Figure A9 shows the training progress of a Places365-GoogLeNet
NASANet-Mobile model. The blue line, represent- Class Precision | Recall | Fl-score
. traini h 1 dt d Action 0.7 1.0 0.83
ing training accuracy, shows a general upward trend, Comedy 0.9 07 05
indicating the model is learning and improving its Drama 0.77 0.97 0.86
performance on the training data. However, the grey Romance | 0.88 0.64 0.74
line, which represents validation accuracy (perfor- Ejﬂi’iy 0-93 0.7 8'2‘1’70
mance on unseen data), remains relatively flat, hov- VGG-16
ering around 40%. This discrepancy suggests that Class Precision | Recall | Fl-score
the model might be overfitting to the training data, Action 0.7931 0.88462 | 0.83636
R . .. . Comedy | 0.92 0.95833 | 0.93878
meaning it’s memorizing the training examples in- Drama 0.93939 0.88571 | 0.91176
stead of learning generalizable patterns. The or- Romance | 0.96154 0.75758 | 0.84746
ange line, depicting training loss, decreases as ex- Xh““er 0.75 0.85714 8-2227
. . . ccuracy .
pected, but the black dashed line shows validation VGG19
loss, plateaus, and a slight increase. This further pro- Class Precision | Recall | Fl-score
cess supports the possibility of overfitting. While the Action 0.8571 0.4615 | 0.6
model shows improvement in the training data, its Comedy | 0.2222 05 0.8077
model Shows 1prov: FalIng g Drama | 0.6316 0.6667 | 0.6486
inability to generalize to new data indicates a need Romance | 0.5 0.1250 | 0.2
for adjustments to the training process, such as using Thriller | 0.6 0.6667 | 0.6316
regularization techniques or increasing the size of the Accuracy 04935
. Inception-ResNet-v2
training dataset. Table 2 shows the average compu- Class Procision | Recall | Fl-score
tational times of 9 Pre-trained models, and Table 3 Action 0.56154 0.5615 [ 0.56154
shows the results of genre classification from spectro- Comedy | 0.24286 | 0.18333 | 0.20526
. . . Drama | 0.55 0.61111 | 0.5789
grams. Figures 4 to 8 show the confusion matrices of Romance | 0.4195 04125 1 0.41%5
each model. Thriller | 0.52857 0.6 0.56154
Accuracy 0.5425
Inception-v3
Table 2: Average Computational Times for 9 Pre- Class Precision | Recall | Fl-score
trained models. Action | 0.53 0.62 0.57
Pre-trained Model | Average Computational Comedy | 0.46 0.225 0.32
Times (MATLAB Single Drama 0.47 0.77 0.:58
CPU Romance | 0.44 0.27 0.34
i ) Thriller | 0.53 0.49 0.51
MobileNet-v2 380ms Accuracy 0.476
ResNet-18 4.8ms NASANet-Mobile
DenseNet-201 6 seconds Class Precision | Recall | Fl-score
H E
Places365-GooglLeNet | 3 seconds Action 0.54 0.54 0.54
Comedy | 0.35 0.25 0.29
VGG-16 906ms Drama | 0.48 063 | 054
VGG-19 260ms Romance | 0.44 0.45 0.45
Inception-ResNet-v2 795ms Thriller | 0.4 0.34 0.37
Inception-v3 553ms Accuracy 0451
NASANet-Mobile 5 seconds
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While VGG-16 achieved the best classification ac-
curacy among the tested models, the comparison
with VGG-19 reveals interesting points about com-
plexity, performance, and computational time. Al-
though VGG-19 is generally considered a more com-
plex model with more layers than VGG-16, its classi-
fication accuracy was surprisingly lower in this study.
Several factors can cause it. VGG-19’s increased
complexity might have led to overfitting on this spe-
cific dataset, where the model memorized training
data features instead of generalizing well to unseen
spectrograms. Alternatively, the additional layers in
VGG-19 might not have extracted more discrimina-
tive features for this particular genre classification
task, or its hyperparameters might not have been op-
timally tuned.

Moreover, the provided computational times (Ta-
ble 1) indicate that VGG-19 had a faster average in-
ference time (260ms) compared to VGG-16 (906ms)
under the tested “MATLAB Single CPU” conditions.
This result highlights that assumptions about com-
putational cost based solely on model depth are not
always straightforward and can depend on the spe-
cific execution environment and implementation. Ul-
timately, the results underscore that model complex-
ity is not the sole predictor of performance; factors
like generalization ability, feature relevance, hyper-
parameter optimization, and even measured compu-
tational speed play crucial roles in determining the
best model for a task.

Figure 9 illustrates an example of generating a
genre spectrogram classification test result using
MATLAB commands.

Preview the testing data

firstBatch = preview (imdsTestAug);
firstin = firstdatch. input{1};
imshow(firstin)

a1
ik dd iy
See the network classifies the genre image
Classify firstim.

classify(trainedNetwork_1, firstim)

- categorteal
Action

Classiy allimages in testing set, and calculate what percentage of predictions were correct.

YPred = classify(trainedNetwork 1, indsTestAug)

accuracy = su(YPred == indsTest.Labels)/length(YPred)

accuracy « 0.8627

Fig.9: Testing result.

We explain the code by showing the code break-
down:
1. Preview the testing data
e firstBatch = preview(imdsTestAug);: This
line uses the preview function to get a small
batch of data from the augmented test image
datastore (imdsTestAug). This datastore likely
contains spectrograms of movie audio that have
been augmented (e.g., rotated, flipped, etc.) to
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improve model generalization.

e firstIm = firstBatch.input{1};;: This ex-
tracts the first image from the batch. .input{1}
accesses the first image within the input field of
the firstBatch structure.

e imshow(firstIm): This displays the extracted
image, allowing us to visualize the data used for
testing.

2. Our network classifies the genre image

e classify(trainedNetwork_1, firstIm): This
line uses a pre-trained neural network
(trainedNetwork_1) to classify the firstImim-
age. The output (ans) is a categorical variable
indicating the predicted genre (e.g., “Action”).

3. Classify all images and calculate accuracy

e YPred = classify(trainedNetwork 1,
imdsTestAug): This applies the trained net-
work to classify all images in the augmented test
dataset (imdsTestAug). The result (YPred) is a
categorical array containing the predicted genre
for each test image.

e accuracy = sum(YPred == imdsTest.Labels)/
length(YPred): This line calculates the clas-
sification accuracy. It compares the pre-
dicted labels (YPred) with the true labels
(imdsTest.Labels) from the original test
dataset (without augmentation). sum(YPred ==
imdsTest.Labels) counts the number of cor-
rect predictions, and dividing by 1ength (YPred)
(the total number of predictions) gives the accu-
racy as a percentage.

e accuracy = 0.8627: This shows that the
trained network achieved an accuracy of 86.27%
on the test set.

5. CONCLUSION

This study investigated the effectiveness of us-
ing spectrograms, visual representations of audio fre-
quencies, to train deep learning models for classi-
fying movies into different genres. The research
used a dataset of 1000 spectrograms across five
genres: Action, Comedy, Drama, Romance, and
Thriller. 9 pre-trained MATLAB deep learning mod-
els were trained and evaluated, including MobileNet-
v2, ResNet-18, DenseNet-201, Places365-GoogLeNet,
VGG-16, VGG-19, Inception-ResNet-v2, Inception-
v3, and NASANet-Mobile.

The results showed that VGG-16 was the most
effective model for this task, achieving the highest
accuracy at 86.27%. This suggests that pre-trained
CNNs, particularly VGG-16, can be effectively used
for audio-based genre classification in movie trailers.

e Expanding the dataset to include a broader

range of genres and a larger number of sam-
ples to improve model generalization and per-
formance.

e We are investigating other pre-trained models,

including more complex and recently developed
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models, to explore their effectiveness for this
task.

e Developing ensemble methods that combine
multiple models’ predictions to improve overall
classification accuracy.
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Appendix: The accuracy and loss functions for the 9 MATLAB pre-trained models.

Training Progress (17-Sep-2024 04:06:22)
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Fig.A1:Accuracy and loss functions of MobileNet-v2.

Training Progress (20-Sep-2024 11:18:16)

I
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Fig.A2: Accuracy and loss functions of ResNet-18.
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Fig.A5: Accuracy and loss functions of VGG-16.
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Training Progress (16-Sep-2024 18:35:08)
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Fig.A9: Accuracy and loss functions of NASANet-Mobile.
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