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ABSTRACT Article information:
Computer vision is crucial in identifying and diagnosing diseases like skin
cancer, which can become life-threatening if not detected early. Although
numerous methods have been developed, these techniques often face chal-
lenges due to the varied nature of skin cancer, which frequently presents
irregular shapes and ambiguous structures. In this study, we introduce
the design of an unsupervised two-stream network capable of simultane-
ously learning from datasets of various sizes. The network parameters
are organized from smallest to largest to improve the e�ciency of feature
extraction. Additionally, the network incorporates residual blocks, bidi-
rectional long short-term memory, and an attention layer to help reduce
training loss. The proposed method was tested using the PAD-UFES-20
dataset, using mean square error to measure training loss and accuracy
to check how well it recognizes skin cancer. The results showed a loss of
0.0079 and a training time of only 0.53 minutes, performing better than
other advanced methods in both loss and speed. Our approach showed
better results than previous methods, accurately recognizing skin cancer
and showing potential for use in a mobile app to help with early detection
and diagnosis.
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1. INTRODUCTION

Skin cancer begins in the layers of the skin and of-
ten appears as bumps or sores, especially on the face
[1-3]. To diagnose it, doctors typically take a small
tissue sample from the area for closer examination. It
helps them identify the type of cancer cells and bet-
ter understand their characteristics. Although there
are image processing and computer vision tools that
help detect features of skin cancer, these tools still
have limitations. The complex nature of lesion fea-
tures and various factors a�ecting results mean these
methods cannot fully replace a histological diagnosis
[4, 5].

In recent years, deep learning (DL) has shown
promise in speeding up diagnosis and improving ac-
curacy [6-11] to work in many areas. It has also be-

come necessary to develop histological methods for
detecting skin cancer. DL has attracted much at-
tention and has been widely researched by analyz-
ing the texture, size, and shape of nodules in im-
ages. J. Chaki et al. [12] introduced the DarkNet19,
InceptionV3, and ResNet101 models, combining fea-
tures to create deep feature vectors and selecting the
most important ones using the iterative ReliefF fea-
ture. These vectors were then input into a k-nearest
neighbor classi�er, tested with a Bayesian optimizer,
and trained on three di�erent datasets. S. M. M.
Elkhol et al. [13] developed an intelligent system
for predicting and classifying diseases using an im-
proved deep belief Network (DBN) as the main al-
gorithm. They used softmax and categorical cross-
entropy functions to measure accuracy and check the
training results. S. D. Pande et al. [14] created a DL
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model, YOLOv8n-cls, to recognize different types of
diseases. This method uses a convolutional neural
network (CNN) as its base to analyze images in one
step, producing predictions on the labels of objects in
the images. F. L. Tiro et al. [15] created an in-vivo
endoscopic image dataset and tested models based on
both shallow and DL, such as XGBoost and Incep-
tionV3. InceptionV3 showed higher accuracy than
traditional methods that use ex-vivo data, though it
also had some limits in classification. R. Magherini et
al. [16] introduced a method that uses deep features
with nnU-net to segment tumors and gather impor-
tant features. The models were trained and tested
on a mix of KiTS2019 data from Careggi University
Hospital, using radio mic features from medical im-
ages. R. Gaikar et al. [17] suggested a method for
segmenting images using a 2D attention U-Net model
and tested five advanced methods to detect RMs in
mpMRI images. They compared the results based on
precision, recall, specificity, and the dice similarity
score. A. Prommakhot et al. [18] created a combined
model using VGG19 and VGG16 in a dual design
to improve classification efficiency and reduce com-
puting costs. While these studies used DL to boost
recognition and diagnosis, some issues remain, such
as changes in disease features that make it hard for
the networks to process details effectively. The design
of deep networks also affects training time, slowing
progress in achieving better results.

Developing deep learning for skin cancer detec-
tion is another widely studied research approach. M.
I. Faizi et al. [19] proposed an automated system
that begins with template matching and uses k-means
clustering to highlight regions of interest and cluster
the data. The system enhances image sharpness with
hu moments, analyzes shape, and uses GLCM to ex-
tract texture features before feeding them to KNN,
SVM, and Random Forest for skin cancer classifica-
tion. Z. Lan et al. [20] improved a capsule network
(FixCaps) for skin cancer classification. The design
employs a 31×31 kernel to enhance image recogni-
tion performance and reduce spatial information loss
through a convolutional block attention module. It
also utilizes group convolution to prevent incomplete
training. L. We et al. [21] proposed a feature ex-
traction and classification module for lesion classifica-
tion, using a lightweight CNN to extract features from
image samples. They developed a lightweight seg-
mentation model based on the U-Net structure and
conducted experiments with the ISBI 2016 dataset.
N. Q. Nguyen et al. [22] proposed a new polyp seg-
mentation method using the CDED-net architecture,
which combines multiple deep encoder-decoder net-
works to gather multi-scale information, emphasize
object boundaries with multi-scale decoders, and im-
prove accuracy through a new dice loss function, mak-
ing CDED-net more precise in cancer segmentation.
P. A. Lyakhov et al. [23] proposed a multimodal neu-

ral network system with an improved cross-entropy
loss function for imbalanced skin data to enhance the
accuracy of skin cancer detection. S. S. Zareen et al.
[24] proposed a ResNet-50-based CNN-RNN model
for feature extraction to enhance performance in skin
cancer classification, designed to LSTM for sequence
detection. C. Kavitha et al. [25] proposed CNN and
R-CNN techniques to enhance the efficiency of skin
cancer detection and classification. The process be-
gins with image pre-processing to remove noise and
clarify information, followed by CNN for skin cancer
classification and R-CNN for data analysis, aiming to
develop an accurate automated system for early skin
cancer diagnosis. J. S. T. Purni et al. [26] proposed
a coronavirus optimization algorithm, an Ebola op-
timization search algorithm, and an improved canny
edge detector for target edge detection designed to
work with CNN for skin cancer classification. The
experiments were conducted using the ISIC 2018 and
2019 datasets. M. S. Ali et al. [27] proposed a DCNN
model to classify benign and skin cancer by denois-
ing and normalizing images and using data augmen-
tation to increase the number of images for training.
This experiment uses AlexNet, ResNet, and VGG16
to train on the HAM10000 dataset. The study aims
to optimize the DL for improved results. However, its
implementation still requires consideration of factors
such as time and data diversity, which contribute to
the study suboptimal performance.

This study suggests an unsupervised network (UL)
design to create a more unified feature representation.
It includes designing a network that can learn from
different data sizes by arranging network parameters
hierarchically to capture features efficiently. The net-
work also includes a residual block (RB), bidirectional
long short-term memory (Bi-LSTM), and an atten-
tion layer (AL) to boost efficiency. The design aims
to understand how two-stream networks learn to rec-
ognize skin cancer. The proposed method is tested
using mean square error to measure UL’s learning
performance and compare the results with other ad-
vanced methods. Accuracy is used to show how well
the network recognizes skin cancer.

2. METHOD

2.1 Convolutional neural network

Convolutional neural networks (CNN) [18, 28]
have a different structure from neural networks (NN),
with layers specifically designed for images, as pre-
sented in many research works [29-32]. The convolu-
tional layer extracts image features by sliding a kernel
across different image parts to capture spatial details.
This process downsizes the feature map, reducing pa-
rameters and simplifying the model, forming the ba-
sis of the network’s feature extraction, as shown in
equation (1).
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yi;j
∑
m

∑
n

x(i+m),(j+n) · km,n + b (1)

When x represents the input feature map, k is the
kernel or matrix for extracting features, b is the bias
value, and y is the output feature map produced by
the convolutional operation. This operation shifts the
k filters across the input image x to calculate values
at each point, resulting in a smaller feature map that
captures spatial details. This feature map is then sent
to the fully connected layer, the final layer that com-
bines all the features from previous layers to make
predictions or recognize the target, as shown in equa-
tion (2).

y = f(W · x) + b (2)

When W is the weight vector, x is the feature vec-
tor from the previous layer, b is the bias value, and f
is the activation function for recognizing the target.

2.2 Residual layer

A Residual layer (RL) [33] uses skip connections,
or shortcuts, that let data bypass particular layers
directly. It gives the data an extra path through the
network, helping the model learn more effectively and
making it easier to train deeper models, as shown
in equation (3). In this setup, H(x) is the function
the model aims to learn, F (x) is the actual function
processed by the residual function, which might be
calculated with a convolutional layer and an activa-
tion function, and x is the original input that passes
through the skip connection.

H(x) = F (x) + x (3)

In the equation, the input x is added to the func-
tion F (x) output to produce the result of the Residual
Layer, which is then passed to the next layer in the
network.

2.3 Attention Layer

The Attention layer (AL) [34] assigns a weight to
each data element to show how important each one

is. It has three main parts: Query (Q), which repre-
sents the data used to identify essential parts, Key
(K), which helps signal the importance and Value
(V), which is the actual data. This study uses Self-
Attention, where each position, including itself, is in
the same order. This method works well for data that
follows a continuous sequence, as shown in equation
(4).

Attention(Q,K, V ) = Softmax

(
QKT

√
dk

)
V (4)

MH(Q,K, V ) = Concat(head1, . . . , headh).W ◦ (5)

Where head = attention(QWiq,KWik, V Wiw)
and W ◦ is the weight used to combine information
from multiple heads, multi-head attention enables
the model to learn complex features from different
sources, as in equation (5) , leading to more varied
and accurate processing.

2.4 Bidirectional Long Short-Term Memory

Bidirectional long short-term memory (Bi-LSTM)
[35, 36] is a neural network that improves on LSTM
by processing data in two directions, forward and
backward, allowing it to understand the context from
previous and following data. It makes it useful for
tasks that need sequential context. Each LSTM has
three main gates: the Forget Gate, which decides
whether to discard information from the previous
state, as shown in equation (6); the Input Gate, which
decides which new information to store and calculates
a new cell state candidate (Ct), as shown in equa-
tion (7), (8); and the Output Gate, which determines
whether to send a value to the next state and cal-
culates the hidden state, as shown in equation (9),
(10).

ft = σ(Wf · [ht−1, xt] + bf (6)

it = σ(Wi · [ht−1, xt] + bi (7)

Fig.1: Proposed method.
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C̄t = tanh(WC · [ht−1, xt] + bC (8)

Ot = σ(WC · [ht−1, xt] + bo (9)

ht = ot ∗ tanh(Ct) (10)

Here, σ is a sigmoid function, tanh is a hyperbolic
tangent function that outputs values between -1 and
1, and W and b are the weights and biases the model
learns. In Bi-LSTM, data moves through the LSTM
in two directions—forward and backward—and the
hidden states from both directions are combined to
produce the Bi-LSTM output, as shown in equation
(11).

ht = [hforward
t ;hbackward

t ] (11)

Here, [;] represents the joining of two vectors, al-
lowing the model to have information from both be-
fore and after each point.

3. PROPOSED

his study introduces an unsupervised dual-stream
network designed for end-to-end learning, meaning
the task runs automatically from start to finish with-
out intervention. As shown in Fig. 1, the convo-
lutional layers, as shown in equations (1) and (2),
are arranged with sizes from 32 to 256 and 32 to
64, using a 3×3 kernel to capture different features.
2×2 Max-pooling reduces the feature map size, reduc-
ing the number of parameters and model complexity.
As shown in equation (3), RL is added between net-
works, allowing gradients to pass smoothly through
shortcuts for stable learning. Global average pool-
ing (GAP) filters patches in the final layer to further
reduce the parameters. The patches are combined us-
ing a concatenation layer [18, 31] to integrate features
extracted from the convolutional layer and Bi-LSTM
(64 and 128 units), as shown in equation (11), and the
Attention layer, as in equation (4) and (5), to enhance
feature quality, capture contextual information from
previous image processing steps, and highlight key
features before reaching the dense layer (512 and 128
nodes) as shown in equation (2), with a linear func-
tion. This network takes advantage of unsupervised
learning, cutting down on data preparation time and
resources, making it suited for recognizing complex.

4. EXPERIMENT SETUP

The network shown in Fig. 1 was tested on images
sized 100×100×3 pixels and trained 50 epochs. Dur-
ing training, the learning rate (LR) was set to 10−3,
10−4, 10−5 using the Adam optimizer, with β1 set
to 0.9 and β2 set to 0.0009. The mean squared er-
ror (MSE) function was used as the learning function,
with the ReLU function for feature extraction and the

Sigmoid function in the final layer for recognizing, the
batch size was set to 64. The hyper-parameter details
are shown in Table 1.

Table 1: Hyper-parameter for training model.
Parameter Value
Input size 100x100x3

Max epochs 50
β1, β2 Adam optimizer 0.9, 0.0009

Learning rate 10−3, 10−4, 10−5

Function Mean squared error
Batch size 64

4.1 Dataset

This study uses the PAD-UFES-20 dataset [37]
for researching medical skin cancer recognition. The
dataset includes 2,298 images collected from 1,373 pa-
tients, covering 1,641 skin lesions. The samples repre-
sent six types of skin lesions: 3 cancer types (basal cell
carcinoma, squamous cell carcinoma, and melanoma)
and 3 non-cancerous types (actinic keratosis, sebor-
rheic keratosis, and nevus). Around 58% of the sam-
ples are biopsy-proven, especially for cancerous cases.
All images vary in size, as they were collected using
different smartphone devices. This study’s dataset is
split into training and testing sets, where 80% is used
for training (60% for the training set and 20% for the
validation set) and 20% for testing. Examples of the
skin cancer images can be seen in Fig. 2.

Fig.2: PAD-UFES-20 dataset.

4.2 Evaluation

In UL tasks, performance is measured by creating
new features, reducing the data’s dimensionality, and
comparing the difference between the original data
and the new data generated after training. MSE is
used to measure learning loss, as shown in equation
(12), where yi is the actual value, and ŷi is the value
generated by the model.

MSE =
1

n

n∑
i=1

(yi − ŷi)2 (12)
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Accuracy is a common metric for measuring model
performance. In this study, it is used to show how well
the model recognizes skin cancer. Accuracy is cal-
culated as the number of correct predictions (NCP)
divided by the total number of samples (TNS), as
shown in equation (13).

Accuracy =
NCP

TNS
(13)

5. RESULT

5.1 Training Loss

The losses of the proposed model are shown in Fig.
3, displaying the model training loss with different
LR: 10−3, 10−4, 10−5. The LR of 10−3 causes the
loss to drop quickly at the start, reaching a low of
about 0.0079, which indicates fast and efficient learn-
ing. The LR of 10−4 results in the lowest loss of
around 0.0106, decreasing slightly slower. The LR
of 10−5 causes the loss to decrease very slowly, lev-
eling off around 0.0178, showing that an LR of 10−5

can make the model learn too slowly and adapt less
effectively.

Fig.3: The training loss results based on different
LR.

Fig. 4 shows the validation loss of the model
trained with different LR, with each line represent-
ing the loss decrease in each epoch. The LR of 10−3

causes the loss to drop quickly, reaching as low as
0.0079, indicating that this rate allows the model to
achieve the lowest loss. The LR of 10−4 results in
a minimum loss of 0.0106, which is still effective but
decreases more slowly. The LR of 10−5 causes the
loss to drop very slowly, stabilizing around 0.0185,
suggesting that a learning rate that is too high or too
low may not yield optimal training results.

In Fig. 3 and 4, the learning curve of 10−5

shows slight fluctuations after the 10 epochs com-
pared to the training loss in the second graph, which
is smoother and decreases steadily. It may indicate
slight overfitting when the LR of 10−3 is too high. In
contrast, a more suitable LR of 10−4 provides more
stable results in both graphs.

Fig.4: The validation loss results based on different
LR.

Fig. 5 shows the model’s training time in min-
utes for different LR. The results indicate that higher
LR of 10−3 and 10−4 take about the same time, ap-
proximately 0.53 minutes, while the lower 10−5 takes
slightly longer, around 0.59 minutes. This may be be-
cause the low LR requires the model to undergo extra
training steps to improve, leading to a slight increase
in total training time.

Fig.5: The training time results based on different
LR.

5.2 Recognition Performance

In Fig. 6(a), the accuracy results of the model
trained with an LR of 10−3 for skin cancer recog-
nition. The model processes the input lesion im-
age, identifies it, and produces the recognized im-
age as output, with the recognition accuracy per-
centage shown below. The results show high ac-
curacy (between 97.77% and 99.85%), demonstrat-
ing the model’s effectiveness in accurately identifying
skin cancer in the images. Although the LR is high,
it enables the model to train and test quickly with
high accuracy.

Fig. 6(b), the accuracy results of the model trained
with an LR of 10−4 for skin cancer recognition. The
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model outputs the predicted image and the recogni-
tion accuracy, ranging from 72.32% to 100%. This
shows that using an LR of 10-4 causes some vari-
ation in recognition accuracy. While some images
reach 100% accuracy, others fall below 80%, suggest-
ing that this LR helps the model learn well but may
still struggle with recognizing certain images.

Fig. 6(c) shows the test results of the model
trained with a very low LR of 10−5 for skin can-
cer recognition. The model predicts the output im-
age and shows the recognition accuracy, which ranges
from 43.30% to 92.04%. This indicates that with a
low LR of 10-5, the model has trouble learning ef-
fectively, leading to low accuracy, especially for some
images where accuracy is below 50%. This may sug-
gest that the LR is too low, preventing the model
from learning enough important features and reduc-
ing its ability to recognize skin cancer accurately.

Comparing the results in Fig. 6 (a), (b), and (c),
the test results with different LR show that an LR
of 10−3 gives the best results, with high and stable
accuracy between 97.77% to 99.85%, showing strong
performance for skin cancer recognition. While an
LR of 10−4 reaches high accuracy (up to 100%), it
shows more fluctuation. The LR of 10-5 has the low-
est accuracy, with some images below 50%, indicating

issues with learning. Therefore, a LR of 10-3 is the
most suitable choice for skin cancer recognition in this
dataset.

5.3 Comparison

We compare our experimental results with recent
deep learning [38-41], including VGG19, ResNet50,
DenseNet121, MobileNet, and the CNN model [42].
The authors modified these networks to function in an
unsupervised setting for standard applications. Tun-
ing and training were done on the same dataset, using
the same training parameters and environment as the
proposed method. Summarizes the training loss and
training time of each model in Table 2.

Table 2: Comparision of loss and time.
Year/Paper Method Loss Time

(min)
2020/ [38] VGG19 0.0104 1.32
2020/ [39] ResNet50 0.0162 1.33
2020/ [40] DenseNet121 0.0036 1.36
2020/ [41] MobileNet 0.0032 1.19
2020/ [42] CNN 0.0043 0.49
Proposed Two-Stream Network 0.0079 0.53

Table 2 compares the training loss and train-
ing time of different models. The proposed has a
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Fig.6: Result of skin cancer recognition.

loss of 0.0079. While this is slightly higher than
DenseNet121 (0.0036), MobileNet (0.0032), and CNN
(0.0043), it performs better than VGG19 (0.0104)
and ResNet50 (0.0162). Regarding training time,
the Two-stream network takes 0.53 minutes, which
is faster than VGG19, ResNet50, and DenseNet121,
each taking over 1 minute. Although MobileNet has
the lowest losses, the two-stream network still offers
a balance between accuracy and processing speed.

6. DISCUSSION

This study suggests an unsupervised DL model for
skin cancer recognition. Testing different LR shows
that a rate of 10−3 gives the most accurate and con-
sistent results, with accuracy ranging from 97.77%
to 99.85%, indicating strong learning and skin cancer
recognition. While accurate in some cases, the LR of
10−4 has more variation. The lowest rate, 10−5, has
the lowest accuracy due to slower learning. In con-
clusion, the LR of 10−3 is the most suitable choice.

Analyzing the proposed Two-stream network de-
sign shows that using RL helps prevent the vanishing
gradient problem, making DL training more stable.
Combined with Bi-LSTM and AL, the models learn
the context of deep features well, which boosts train-
ing efficiency and improves recognition results [43].
Additionally, using layers like global average pooling
and max pooling enables the network to learn fea-
tures from data of different sizes, as shown in [44].
However, this design is complex due to the mix of
different layers, the need for high computational re-
sources, and the fact that it is prone to overfitting. In
this study, optimizing the training parameters helped
address some of these issues and improve training re-
sults, which aligns with findings in [45, 46].

In Fig. 7, PCA shows the skin cancer samples
from the PAD-UFES-20 dataset by turning their 26
features into just two main parts, PCA1 and PCA2.
This helps show how each sample is placed and how

close or different they are. The chart helps compare
how similar or different the samples are. However,
most points are grouped in the center, meaning many
skin cancer samples share similar information. This
makes it harder to tell them apart using only the
given data.

Fig.7: Visualization of skin cancer features.

In this study, the network was built in a way that
helps reduce overfitting. It uses residual blocks, max
pooling, and global average pooling to keep only the
important parts and avoid unnecessary parameters.
This helps the model focus better on features related
to skin cancer. The input images are 100×100×3 size,
and the overall structure is simple. It includes con-
volutional layers, Bi-LSTM, and an attention mecha-
nism, making the training faster and less demanding
on hardware. One limitation is that the model is
based on unsupervised learning. This makes it hard
to compare results using typical disease-related la-
bels directly. To improve this, switching to a self-
supervised learning method in the future might help
make the model more useful in real clinical settings.
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7. CONCLUSION

We propose an unsupervised DL network for skin
cancer recognition. The network is structured with a
two-stream parallel feature extraction layer that in-
creases data flow paths, allowing it to handle diverse
data more effectively. It also includes a residual layer
to prevent learning issues as the network gets deeper.
Additionally, Bi-LSTM and AL are combined to learn
features in both directions, reducing reliance on ex-
ternal data and improving the detection of complex
features, leading to higher recognition accuracy.

We compared the performance of the proposed
model with ML and CNN methods by measuring loss
and computation time. The results show that our
model has lower losses, indicating good accuracy, and
uses less computation time than other networks. This
balance between performance and time is precious
for tasks needing high accuracy without adding ex-
tra time or computational demands.

In the future, researchers plan to improve the net-
work to increase recognition efficiency and make it
more flexible and comprehensive for mobile applica-
tions. This includes developing a system that can
assist doctors in quickly detecting and diagnosing pa-
tients.

AUTHOR CONTRIBUTIONS

Conceptualization, A.S., A.P., W.O., and J.S.;
methodology, A.S., and W.O; software, A.P and
J.S.; validation, A.S., A.P., W.O., and J.S.; for-
mal analysis, A.S.; investigation, A.S.; data curation,
A.S.; writing—original draft preparation, A.S.; writ-
ing—review and editing, A.S., A.P., W.O., and J.S.;
visualization, A.S. and J.S.; supervision, A.S., and
J.S.; funding acquisition, A.P., and W.O. All authors
have read and agreed to the published version of the
manuscript.

References

[1] O. Y. Carrasquillo, J. Lambert and B. G. Mer-
ritt, “Comment on ”Disparities in nonmelanoma
skin cancer in Hispanic/Latino patients based
on Mohs micrographic surgery defect size: A
multicenter retrospective study,” Journal of the
American Academy of Dermatology, vol. 87, no.
4, pp. e129-e130, 2022.

[2] E. Rezk, M. Eltorki and W. El-Dakhakhni,
“Human knowledge-based artificial intelligence
methods for skin cancer management: Accuracy
and interpretability study,” Smart Health, vol.
36, Art. no. 100540, 2025.

[3] L. L. Locurcio, M. Breen and J. Haq, “Can a
Single-Stage Approach Using a Dermal Regener-
ation Template Lead to Satisfactory Scalp Defect
Reconstruction After Skin Cancer Excision?,”
Journal of Oral and Maxillofacial Surger, vol. 82,
no. 3, pp. 341-346, 2024.

[4] A. Imran, A. Nasir, M. Bilal, G. Sun, A.
Alzahrani, A. Almuhaimeed, “Skin Cancer De-
tection Using Combined Decision of Deep Learn-
ers,” in IEEE Access, vol.10, pp. 118198 –
118212, 2022.

[5] W. K. Mridha, M. M. Uddin, J. Shin, S. Khadka
and M. F. Mridha, “An Interpretable Skin
Cancer Classification Using Optimized Convolu-
tional Neural Network for a Smart Healthcare
System,” in IEEE Access, vol. 11, pp. 41003 –
41018, 2023.

[6] O. Akinrinade and C. Du, “Skin cancer detec-
tion using deep machine learning techniques,”
Intelligence-Based Medicine, vol. 11, Art. no.
100191, 2025.

[7] M. Subramanian, J. Cho, V. E. Sathishkumar
and O. S. Naren, “Multiple Types of Can-
cer Classification Using CT/MRI Images Based
on Learning Without Forgetting Powered Deep
Learning Models,” in IEEE Access, vol. 31, pp.
10336 - 10354, 2023.

[8] A. Strittmatter and F. G. Zöllner, “Multistep
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