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research communities. Despite the extensive research on English and other tention Mining, Intent Classifi-
widely spoken languages, intent mining in Thai remains unexplored. This cation, Intent Detection, Text
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call text. It utilized a stacking ensemble method with GPT-3 embeddings,
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three BERT baselines: BERT Multilingual Uncased, and BERT-th, and
BERT Based EN-TH Cased. The results revealed that SEC could outper-
form SVC, KNN, RF, BERT Multilingual Uncased, and BERT-th, except
BERT Based EN-TH Cased. However, a statistical analysis conducted us-
ing Friedman and Holm’s post hoc tests reported no statistically significant
difference between SEC and BERT Based EN-TH Cased, inferring that the
two classifiers perform similarly practically.
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1. INTRODUCTION to observe the user’s intentions underlying such ac-
tions instead of just describing the sequence of ac-

Intent Mining (also known as Intention Mining and tions. Knowing users’ intentions allows the system
Intent Detection) has recently attracted Natural Lan-  t© improve the recommendation alternatives to users
guage Processing (NLP) communities. It involves the and the gaps between their intentions and the actions
process of extracting intentions expressed in text. In- in the system. [5] exemplified an example of integrat-
tention refers to a concept of goals, activities, or plans 118 intent mining in a movie review system. Their
a user aims to do in the future [1-2]. By knowing and work enabled the understanding of reviewers’ motiva-
understanding the intentions of users, we are charac-  ti0nSs, expectations, and emotions when recommend-
teristically able to determine the proposition and the 11g movies. Moreover, the analysis of intentions in
users’ needs. Therefore, a system can deliver person- the text also allows businesses to effectively and suc-
alized content and appropriate recommendations to cessfully launch marketing campaigns that align with
users. For instance, in a textual conversation, “My  Customer’s needs and desires 6], leading to critical
daughter is calcium deficient. What can I do?” indi- decision-making and increased profits. Furthermore,
cates the intention of the speaker who needs calcium in search engines, understanding users’ intentions in
medication for his or her child [3]. By integrating in- searching keywords helps improve the accuracy and
tent mining into a system, it can recommend calcium- relevancy of search results and the efficiency of the

related products to serve the customer’s needs. An- information retrieval processes [7]. For these reasons,
mining intentions in the text is exceptionally essen-

other example is to determine intentions underlying a :
tial.

sequence of actions or processes performed by a user.
When a user interacts in a system, performing a se- This paper aims to mine intentions in Thai phone
ries of actions to finish a particular task, [4] aimed call text. Understanding such intentions benefits
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business entities in various ways. For instance, clas-
sifying phone call purposes allows business entities to
direct calls to relevant departments rapidly. A clear
understanding of callers’ intentions ensures callers
can reach persons best suited to address their needs
or concerns. Additionally, knowing the callers’ ob-
jectives allows business entities to prepare adequate
staff in each department to serve clients and organize
appropriate staff training to assist clients effectively.

To mine intentions in Thai phone call text, we nov-
elly explored the utilization of GPT-3 embeddings
in classifying intentions with a stacking ensemble
method. We systematically determined based clas-
sifiers and a meta-classifier using Q-statistics and F1
score. We explored Support Vector Classifier (SVC),
XGBoost (XGB), Light Gradient Boosting Machine
(LGBM), k-nearest Neighbors (KNN), and Random
Forest (RF) in selecting based classifiers. We in-
vestigated the performance of the meta-classifiers
with Gradient Boosting (GB) and Logistic Regres-
sion (LR) through the maximization of the F1 score.
Overall, the based classifiers consisting of SVC, KNN,
and RF classifiers were derived. The final meta-
classifier is the LR classifier. In addition, we also
investigated the performance and effectiveness of the
individual base classifiers and a Stacking Ensemble
Classifier (SEC) in Thai intent classification. We
compared the results to the three BERT baselines
used in [8]. The results revealed that SEC outper-
formed other competitive classifiers and was superior
to two of the three BERT baselines. To conclude, the
key contributions made in this paper are:

1) While existing research in Thai intent mining
only focused on the BERT models, we leveraged the
utilization of GPT-3 embeddings to mine intentions
in Thai phone call text. This novelty sheds new light
on applying a new type of text embeddings in Thai
intent mining.

2) We extended the existing research by exploring
the utilization of SEC and investigating its perfor-
mance in mining Thai phone call text. We system-
atically defined the base and meta-classifiers using
Q statistics and F1 scores, considering the balance
between agreement in the correct and incorrect pre-
dictions.

3) Evaluating the proposed stacking ensemble clas-
sifier’s performance outperforms other comparative
classifiers and baselines.

2. RELATED WORKS

Researchers explored various approaches to mine
intentions in text. One traditional approach was to
use a rule-based method. [9] defined rules, keywords,
and pattern matching to identify short query inten-
tions in search engines and virtual assistants. Their
systems were able to detect intentions based on spe-
cific keywords and the usage of regular expressions.
Although this approach performed well in the experi-

mented datasets, creating rules is laborious and time-
consuming. New rules needed to be amended or de-
fined for newly added complex-structured sentences.

Aside from a rule-based method, another well-
known approach is a supervised learning method,
which usually employs a classification technique for
mining intentions in text. This technique trains and
tests a system with a certain amount of labeled data.
Generally, the classification evaluation reports pre-
cision, recall, F'1 score, and with or without accu-
racy, which were calculated based on the correctness
of predicted examples in the test dataset. Addition-
ally, classification is commonly a backbone integrated
with other approaches to mine intentions in text. For
instance, a statistical approach was used in a work
proposed by [10]. Textual representations of suici-
dal text were generated statistically using the Term
Frequency-Inverse Document Frequency (TF-IDF) in
the Bag of Words (BoW) model. Then, the tex-
tual representations were used in a classification task
where Logistic regression, random forest, and XG-
Boost classifiers predicted suicidal cases. The results
revealed that logistic regression outperformed other
classifiers with an accuracy score of 89%.

Intent mining can also be viewed as an unsuper-
vised learning task where a system mines intentions
from a dataset without using labeled outputs. [11]
explored an unsupervised learning approach to iden-
tify the intent of customer queries collected from cus-
tomer service logs, E-mails, and chat transcripts. K-
means and DBSCAN were used to cluster the text.
Clusters with similar texts indicated related cus-
tomers’ intentions.

Moreover, a semi-supervised learning method can
also be found in intent mining, where a system com-
bines supervised and unsupervised approaches. [12]
investigated a semi-supervised clustering that aimed
to make the clustering results more valuable and ap-
plicable by integrating user feedback into the clus-
tering process. A clustering of intention was per-
formed before being incrementally refined with super-
vised feedback from users. Additionally, in the work
proposed by [13], a graph-based semi-supervised was
used for classifying intent tweets related to food and
beverage, trips, employment and training, products
and services, events and activities, and trifles. The
proposed method generated an intent graph: the re-
lationships between intent tweets and keywords. A
set of labeled tweets was used as the inference for the
intention class.

Additionally, related work illustrated the utiliza-
tion of stacking ensemble methods in mining inten-
tions in text. In this approach, a set of algorithms
was ordered in a stack, and the output of one algo-
rithm will be an input for the others. This approach
has improved mining performance in predicting user
purchase intentions [14]. [15] created a stacking of al-
gorithms such as Gradient Boosting, Random Forest,
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LightGBM, and Xgboost to identify marketing inten-
tions. They proposed a method to combine models so
that semantics features were derived. However, this
work heavily relied on feature extraction. [16] also
proposed a stacking method to mine potential users’
intent on purchasing game items. Their central al-
gorithms included Random Forest, XGBoost, SVM,
and Random Forest. Their setting achieved a high F1
score of 90.71% but could only predict regular paying
players, not the irrational spending players.

Furthermore, recent work has utilized transformer-
based models to assist in intent mining. The mod-
els are intuitively grounded with deep learning tech-
niques such as Recurrent Neural Networks (RNN)
and Convolutional Neural Networks (CNN) [17]. One
of the most popular models is BERT. The model was
trained with a large amount of unlabeled text with
the consideration of both left-to-right and right-to-
left sides of textual sequences [18]. The generation of
text embeddings in short messages [19], a fine-tuning
BERT model to extend the original vocabularies [20],
and a Label-Aware BERT Attention Network to as-
sist a scoring of utterance in intentions [21] exemplify
the application of BERT models to assist the intent
mining. Another well-known transformer model is
the Generative Pre-trained Transformer (GPT). It
is a large language model with 175 billion parame-
ters developed by OpenAl [22]. Examples of research
that utilized GPT in intent mining are using Chat-
GPT with the setting of a zero-short environment
to discover out-of-domain intentions [23] and using
ChatGPT to improve intent classification [24].

Relevant related work has proposed a framework to
mine intentions in Thai text related to gender equal-
ity and the law enforcement of same-sex mirages in
Thailand [8]. They utilized variants of BERT models
and generic classification algorithms to identify in-

Observed Algorithms i

Stacking Model Construction

Simple Transformer

Classification

Intent Classification

A Proposed Framework for Thai Intent Mining Using a Stacking Ensemble Method with GPT-3

tentions in the dataset. Their results revealed that
BERT Based EN-TH Cased outperforms other clas-
sifiers. However, their work only focused on utilizing
individual classifiers.

Another relevant work is an example of using a
stacking model in Thai text intent mining, published
in a blogging platform [25]. The work only presented
how a stacking method was created under a setting
of TF-IDF and a random selection of stacked algo-
rithms. Under this setting, no systematic approach
was elaborated to select based and meta-classifiers.

Table 1: FExzamples of Phone Call Texts in the
Dataset.
No. Text Classes
1 It cannot make calls. What Billing and
is the reason? payment
Car} T apply fo.r the free Package
2 | calling promotion, the .
promotion

TruveMove H?

3 AirmCard cannot connect to Internet
the Internet.

Is there a special price for
data roaming?

I used to top-up

5 TrueMoney, but I forgot the
password.

Yesterday my SIM card

was lost. I will get a new

6 SIM card in the Bangna-
Trad area. Are there any
shops around here?

I got an SMS, and the
money was deducted.
Moreover, can I move to
the monthly payment?

International
calling

True money

Lost and
stolen

Other queries
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As the existing related work only focused on 1)
Thai intention classification, with individual classi-
fiers and BERT models, and 2) an unsystematic se-
lection of stacked algorithms to mine intentions, this
paper extended a framework presented in [8]. We
leveraged the utilization of GPT-3 in classifying in-
tentions with a stacking ensemble method. In addi-
tion, we systematically determined based classifiers
and a meta-classifier using Q-statistics and F1 score.
SVC, XGB, LGBM, KNN, and RF were explored
when selecting based classifiers. Additionally, we
investigated the performance of the meta-classifiers
with GB and LR. Overall, the based classifiers con-
sisting of SVC, KNN, and RF classifiers were derived.
The final meta-classifier is the LR classifier. In addi-
tion, we also investigated the performance and effec-
tiveness of the individual base classifiers and SEC in
Thai intent classification. We conducted a hypothesis
test to compare the results to the three BERT base-
lines used in [8]. The results revealed that the SEC
outperformed other competitive classifiers and was
superior to two of the three BERT baselines. Figure
1 illustrates the proposed framework, which will be
elaborated on in the next section.

3. MATERIALS AND METHODS
3.1 Data Collection

We used TrueVoice’s Mari dataset from [26] in
our experiment. It contains Thai phone call text ac-
quired from a mobile phone service provider in Thai-
land. The text expresses the callers’ intentions, in-
cluding billing and payment, package promotions, In-
ternet international calling, True money (the topped-
up money used for purchasing products and services
provided by the True company), lost and stolen, and
other queries. Table 1 illustrates the translated phone
call text expressing users’ intentions. For instance,
the third example implies that a customer is seeking
assistance regarding the Internet connection.

Initially, the dataset was divided into training and
testing files, accounting for 12,939 and 3,236 records,
respectively. Using cross-validation techniques, we
combined the two files into one file to benefit the sys-
tematic selection of based and meta-classifiers in the
stacking model construction and classification evalu-
ation. There are 16,175 records, constituting 187,263
words in the dataset, leading to an average of 11.58
words per record. Table 2 illustrates the proportion
of examples in each class.

3.2 Vectorization

In this process, Thai phone call text was trans-
formed into vector representations (or text embed-
dings) so machine learning algorithms could process
them later. We utilized GPT-3 and three BERT base-
lines for the vectorization, as shown in the sequential
steps in Figure 1.

Table 2: Proportion of Examples in Each Class.

No. Classes Number of
Examples
1 Billing and 5.984
payment
2 Package promotion | 3,729
3 Internet 2,477
International
4 Calling 239
5 True money 307
6 Lost and stolen 353
7 Other queries 2,786
01 # Initialize OpenAI API
02 API KEY = "PRIVATE API KEY"
03
04 # Specify an input sentence
05 sentence = "Air Card ieu sa swesdifia li &
06

07 # Submit a request to OpenAI API to
08 # acquire text embedding
09 req = OpenAl.Embedding.create (

10 model = "text-embedding-ada-002",
11 input = sentence)
12

13 # Extract the embedding from the API
14 embedding = reqg.data[0].embedding

16 # Save the embedding to file
17 np.save (file, np.array (embedding))

Example of GPT-3 Text Embedding:

[-0.04608885 -0.01602678 -0.00233865 ...
0.00755955 -0.00446054 -0.00982199]

Fig.2: A Python Code Snippet for Acquiring GPT-3
Text Embedding.

01 # Define packages

02 from transformers import AutoTokenizer,
03 | AutoModel
04

05 | # Specify a pre-trained model and

06 | tokenizer

07 pmodel ="bert-base-multilingual-

08 | uncased"

09 tokenizer =

10 | AutoTokenizer.from pretrained (pmodel,
11 | use fast=True)

12 model =

13 | AutoModel.from pretrained (pmodel)

15 # Specify text for tokenization

16 sentence = ["Air Card ieu o Swaefiin i
17 | 1¢m)

18

19 # Get Embedding

20 emb = tokenizer.batch_encode_plus
21 (sentence, padding=True)

print (emb)

Example of BERT Text Embedding:
{'"input_ids': [[101, 11140, 18579,
97004, 1043, 96993, 97007, 96991, 97004,
96999, 97007, 96993, 96991, 1048, 96997, 1048,
96990, 102]], 'token type ids': [[O, O, 0, O,
o, o, o, o, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, O,
0]1, 'attention mask': [[1, 1, 1, 1, 1, 1, 1,
i, 1, 1,1, 1, 1, 1, 1, 1, 1, 1, 1, 11]

100, 1030,

-

Fig.3: A Python Code Snippet for Acquiring Text
Embedding from a BERT Based EN-TH Cased Model.
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Classification with 5-Fold Cross Validation

TrueVoice's Mari dataset

Fold 1 Test Train Train Train Train
Fold 2 Train Test Train Train Train
Fold 3 Train Train Test Train Train
Fold 4 Train Train Train Test Train
Fold 5 Train Train Train Train Test

Based Classifier Selection Meta Classifier Selection

LS

SVC XGB LGMB KNN RF GB LR

Fig.4: The Construction of a Stacking Ensemble Method with a 5-fold Cross-validation Test.

Table 3: Micro-averaged F1 Scores of the Five Observed Classifiers.

Classifiers

F1 Scores

SVC

0.7911

XGB

0.7849

LGBM

0.7732

KNN

0.7590

RF

0.6984

Table 4: Pairwise Comparisons of Q-statistic among Five Observed Classifiers.

SVC | XGB | LGMB | KNN | RF
SVC 1.000 | 0.988 0.991 0.970 | 0.967
XGB 0.988 | 1.000 0.992 0.974 | 0.969
LGBM | 0.991 | 0.992 1.000 0.969 | 0.969
KNN 0.970 | 0.974 0.969 1.000 | 0.959
RF 0.967 | 0.969 0.969 0.959 | 1.000

1) Generative Pre-trained Transformer 3 (GPT-3)
GPT-3 is the third version of the GPT series of large
language models developed by OpenAl. The model
was trained with many textual corpora collected from
the Internet, books, and academic papers [22]. It was
developed based on a transformer architecture, hav-
ing self-attention mechanisms to efficiently process
and understand natural language text with 175 billion
parameters. We employed a model text-tembedding-
ada-002 specifically designed and optimized for gen-
erating text embedding. Figure 2 illustrates a Python
code snippet for acquiring a GPT-3 embedding of a
tokenized sentence “AirCard 1o de duasiiia lai 16
(AirCard cannot connect to the Internet.) and its
result, having a dimensional size of 1536.

2) BERT

Bidirectional Encoder Representation from Trans-
formers (BERT), developed by Google, is also a
transformer-based model with self-attention mecha-
nisms. It was bidirectionally trained with a large
amount of text, such as Wikipedia text and books,
meaning that the model considers context from both
sides and each term in the sequence. The model can
effectively capture the relation between terms and
understand past and future contexts by analyzing
the surrounding context in both directions. In the

training process, BERT was trained to predict ran-
dom words masked in sentences (Masked Language
Model: MLM) and predict whether the subsequent
sentences are logically related to the prior (Next Sen-
tence Prediction: NSP). We employed three variants
of BERT models specifically trained in Thai text, in-
cluding BERT-based multilingual uncased, BERT-th,
and BERT-based EN-TH cased, which were used as
the baselines in this paper.

Figure 3 shows the Python code for acquiring text
embedding from BERT Multilingual Uncased and its
embedding. Each term in the input text is mapped
to a unique ID of BERT’s vocabulary, defined as
input_ids. The numbers 101 and 102 correspond
to [CLS] and [SEP], indicating the input sentence’s
starting and ending. The variable attention_mask in-
dicates a value corresponding to each term, whether
to process (1) or ignore (0).

3.3 Stacking Ensemble Classifier Construc-
tion

1) Overview of Explored Algorithms
To effectively construct the SEC, we reviewed recent
literature on intent mining that utilized a stacking en-
semble method and research on comparing classifica-
tion algorithms [15] [27-28]. We explored a set of ro-
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bustness algorithms that demonstrate notable results.
For instance, a recent work explored the utilization of
GB, RF, LGBM, and XGB as the base classifier. Ad-
ditionally, LR was used as a meta-classifier [15], and
GB was also assessed as it generally improves errors
from their predecessors. We also explored SVC, which
provides exceptional results in classification tasks [27-
28] and Thai intent mining [8]. Note that the libraries
from Scikit-learn with default configurations were em-
ployed to build the classifiers. The following section
briefly discusses the algorithms that have been ex-
plored.

1.1) Support Vector Classification (SVC) was used
to classify a multiclass of intentions. It aims
to find a hyperplane that separates the exam-
ples into multiple classes.

1.2) Gradient Boosting (GB) was used to classify
multiple intentions by sequentially construct-
ing models that improve the errors of their
predecessors.

1.3) XGBoost (XGB) was integrated to mine in-
tentions by typically building an ensemble of
decision trees using gradient boosting to im-
prove the classification performance.

1.4) Light Gradient Boosting Machine (LGBM)
generally constructs an ensemble of decision
trees using a leaf-wise growth strategy to cap-
ture intentions.

1.5) K-nearest Neighbors (KNN) determines the
proximity of data points for judging intention
classes. New data are assigned to the nearest
neighbor, and the intention class is predicted
based on the majority of data points.

1.6) Random Forest (RF) is an ensemble classi-
fier that constructs multiple decision trees. It
combines the three results to justify the in-
put’s final intention class.

1.7) Logistic Regression (LR) generally estimates
the probabilities of all classes in the dataset.
Given an input, the class with the highest
probability is assigned to the input.

2) Measuring Classifier Diversity

When constructing the SEC, based classifiers and

meta-classifiers should be systematically defined. The
selected base algorithms should be diverse and able
to capture distinctive aspects of the dataset. To mea-
sure the diversity of the explored algorithms, we pre-
classified intentions in the Thai phone call text with
a b-fold cross-validation test, shown in Figure 4. The
dataset was equally divided into five subsets - one
is a test set, and the others are the training sets.
Each algorithm is trained by the four split training
sets and tested by the split test set in each fold. We
reported the results using three evaluation metrics:
precision, recall, and F1 score. Equation 1 to Equa-
tion 3 illustrates the equations of the evaluation met-
rics, calculated by substituting the number of true
positives (TP), false positives (FP), and false nega-
tives (FN) derived in the classification process into

the equations. We aggregated the precision, recall,
and F1 scores in each fold and reported the micro-
averaged F1 score, as shown in Table 3. Precision
indicates the proportion of examples that were ac-
curately predicted by the classifier. Recall indicates,
from all correct examples, how many correct exam-
ples are accurately captured. The harmonic mean of
precision and recall, F1 score, is illustrated in Equa-
tion 3.

TP
Precision (P) = W (1)
TP
Recall (R) = TPLEN (2)
2P
F1 Score = PR _:; (3)

Moreover, in each fold, we also measured the di-
versity of each algorithm by calculating Q-statistics
values for each algorithm pair. The primary bene-
fit of utilizing Q-statistics is the consideration of im-
balanced classes in the dataset, providing the bal-
anced measurement for true positive, true negative,
false positive, and false negative examples. Equation
4 shows the Q-statistic formula, in which variable a
indicates the number of correct examples in classi-
fiers C7 and C5.b specifies the number of incorrect
examples in C, but the correct ones appear in Cs.c
and d are the opposite cases of b and a [29]. A Q-
statistic value close to 1 indicates that pairwise classi-
fiers are likely correlated and yield similar prediction
results (low diversity). In contrast, a lower value close
to 0 indicates no correlation between the classifiers,
meaning that the classifiers predict different errors
and thus are more diverse (high diversity).

ad — be
4
ad + be (4)

Table 4 illustrates the pairwise comparisons of Q-
statistic among the five candidate classifiers. We se-
lected the top three algorithms having the most di-
versity with the consideration of the F1 scores, shown
in Table 3. From the tables, the assumption was that
SVC has the highest F1 score with 0.7911, indicating
the best-performing classifier and being a solid initial
layer in the stacking model. The following selected
algorithm was KNN. It has a moderate F1 score of
0.7590 but high diversity (low Q-statistic). It could
help capture errors that SVC might miss. The final
algorithm is RF. Despite its lowest F'1 score, the algo-
rithm has the highest diversity with SVC compared
to other algorithms. RF could build a strong and
stable final layer, reducing errors and enhancing the
predictions of the stacking ensemble classifier.

3) Selecting Optimal Meta-Classifier

As shown in Figure 4, we investigated the perfor-
mance of two standard algorithms, GB and LR, in
selecting meta-classifiers. We derived two stacking

Q=
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Table 5: The F1 Scores Were Derived from the Classification of Intentions in Thai Phone Call Text.

BERT Based BERT
Folds SVC | KNN | RF | SEC | BERT-th | Multilingual | Based EN-
Uncase TH Cased

1 0.759 | 0.720 | 0.524 | 0.787 0.750 0.710 0.850

2 0.790 | 0.770 | 0.544 | 0.827 0.770 0.780 0.890

3 0.763 | 0.709 | 0.515 | 0.804 0.750 0.770 0.860

4 0.754 | 0.709 | 0.511 | 0.816 0.770 0.800 0.890

5 0.723 | 0.637 | 0.543 | 0.745 0.740 0.730 0.830

6 0.755 | 0.711 | 0.559 | 0.784 0.720 0.760 0.820

7 0.824 | 0.757 | 0.682 | 0.844 0.750 0.760 0.870

8 0.834 | 0.777 | 0.745 | 0.839 0.750 0.770 0.880

9 0.799 | 0.859 | 0.888 | 0.917 0.750 0.790 0.900

10 0.873 | 0.804 | 0.831 | 0.880 0.680 0.690 0.900

Micro-Average | 0.787 | 0.745 | 0.634 | 0.824 0.743 0.756 0.869

Table 6: P Values Were Derived from the Comparison between the Control Classifier (SEC) and Other
Comparative Classifiers.
Comparisons i Unadjusted P | Adjusted P

SEC VS RF 4.554433 0.000005 0.000032

SEC VS KNN 3.519334 0.000433 0.002163

SEC VS BERT-th 3.415825 0.000636 0.002544

SEC VS BERT Multilingual Uncased | 2.587746 0.009661 0.028982

SEC VS SVC 1.966687 0.049219 0.098439

SEC VS BERT Based EN-TH Cased | 0.828079 0.407626 0.407626

ensemble classifiers: 1) (SVC, KNN, RF) — GB and
2) (SVC, KNN, RF) — LR. Following the previous
classification pipeline, we select a meta-classifier that
maximizes the F1 score. The results revealed that
LR is a meta-classifier with the highest F1 score of
0.8062. In conclusion, we derived the SEC consisting
of (SVC, KNN, RF) — LR.

3.4 Intent Mining

In this paper, we viewed the mining of intentions
in Thai phone call text as a multi-classification task.
As discussed in the previous section, we constructed
SEC by selecting classifiers and meta-classifiers. The
derived stacking classifier was utilized in the classi-
fication task. Finally, we obtained the results from
the stacking classifier and the individual base clas-
sifiers. The results were compared to those of the
three BERT baselines constructed using Hugging-
Face libraries. For the baselines, we employed a
trailered classifier for BERT, the Simple Transformer
Classification, with its default configuration. It is
a transformer-based text classifier specifically used
with BERT models.

4. EVALUATION AND DISCUSSION
4.1 Evaluation

The objective of the classification in this paper is
to evaluate the performance of the proposed frame-
work. We compared the classification results to

other classifiers. Three BERT models, BERT-th,
BERT Multilingual Uncased, and BERT Based EN-
TH Cased were chosen as the baselines because they
delivered strong performance in prior Thai intent
classification research [8].

To assess the performance of the classifiers, we ap-
plied the Stratified 10-fold cross-validation to calcu-
late the micro-averaged F1 scores of all classifiers.
We aimed to report the F1 score because it is the
harmonic mean of precision and recall. The re-
sults in Table 5 revealed that our proposed method,
SEC, outperformed almost all the individual classi-
fiers and baselines, except BERT-Based EN-TH Un-
cased. Compared to SVC, KNN, RF, BERT-th, and
BERT Based Multilingual Uncased, SEC performed
better by up to 4.70%, 10.60%, 29.97%, 10.90%, and
9.00%, respectively. For the BERT Based EN-TH
Cased, SEC underperformed by 5.46%. Due to the
slight difference in this underperformance, we further
conducted a statistical analysis to investigate the sta-
tistical difference among the classifiers.

4.2 Statistical Analysis

To determine the significant differences among the
four classifiers and the three baselines used in the
Thai intent classification, we used the Friedman test
[30] to analyze the F1 scores aggregated during the
Stratified 10-fold cross-validation test [31], shown in
Table 5. We utilized the Friedman test since we
aimed to test multiple classifiers and did not assume
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the variances’ normal distribution and homogeneity
[30]. We defined a null hypothesis (Hp) in the sta-
tistical test as no statistical difference exists among
the classifiers. In addition, the alternative hypothesis
(H;) states a disparity among the comparison classi-
fiers. We defined the control method as SEC to assess
whether the proposed method was superior to other
classifiers and not make pairwise comparisons [30].

By performing the classification on the TrueVoice’s
Mari dataset, the Friedman test revealed that the
null hypothesis was rejected, meaning that there was
a statistically significant difference among the classi-
fiers, x? (4) = 31.06, p <= 0.00029. Due to rejecting
the null hypothesis, a post hoc test is required. We
employed Holm’s post hoc test by [32] to compare
the F1 scores from the control classifier, SEC, against
other classifiers and the baselines. Holm’s post hoc
test is crucial for controlling family-wise errors when
testing multiple hypotheses [30]. The comparison re-
sults in Table 6, with p = 0.05, indicated statisti-
cally significant differences between the SEC and RF,
KNN, BERT-th, and BERT Multilingual Uncased.
However, there are no significant differences between
1) the SEC and SVC and 2) the SEC and BERT
Based EN-TH.

4.3 Discussion

By comparing the classifiers with the application of
GPT-3 embeddings, the micro-averaged F1 scores in-
dicated that SEC outperformed other classifiers such
as SVC, KNN, and RF. Additionally, by comparing
the baselines integrated with BERT models, SEC out-
performed two baselines: BERT-th and BERT Mul-
tilingual Uncased.

Comparing the baseline choice is also an important
concern regarding textual languages. In the com-
parison, BERT-th (F1: 0.743) is an appropriate al-
ternative when the dataset is purely Thai text, as
the model was optimized for Thai-only data. Ad-
ditionally, as some TrueVoice’s Mari examples con-
tain English terms, BERT Multilingual Uncased (F1:
0.756) is a better alternative as it supports multilin-
gual datasets, yielding a higher F1 score than BERT-
th. Lastly, among the three baselines, BERT-based
EN-TH Cased (F1: 0.869) is the best alternative task
for manipulating and analyzing Thai and English text
when the highest F1 score was derived.

Compared to BERT Based EN-TH Cased, SEC
had a slightly lower F1 score of 5.46%. A presum-
able factor making BERT Based EN-TH Cased su-
perior is the quantity and variety of text used in its
pre-training phase [33]. Unlike GPT-3, BERT models
were trained bidirectionally, meaning that the models
understand the context in sentences both right to left
and left to right sides. GPT-3 was trained unidirec-
tionally and could only predict the following terms by
considering the previous ones. Additionally, BERT
Based EN-TH Cased models were specially trained

with abundant Thai text with the adjustment of vo-
cabulary sizes and reduced unnecessary parameters
[34], making the model superior to GPT-3.

Furthermore, the statistical analysis concluded
that SEC could significantly outperform other com-
parative classifiers. The analysis revealed statistically
significant differences among SEC and the three clas-
sifiers: SVC, KNN, and RF. However, the statistical
analysis proved no difference between BERT Based
EN-TH Cased and SEC. Nevertheless, this suggests
that SEC is still a viable alternative, given its theo-
retical advantages in capturing aspects and handling
complexities in Thai intent classification.

As a stacking ensemble method, each sequential
algorithm in SEC has unique advantages crucial for
Thai intent mining, implicating linguistic patterns
and contextual variations. The stacking of SVC,
KNN, RF, and the meta-model, LR, provides a pow-
erful synergy for mining intentions in Thai text.
Firstly, the ability of SVC to map input features into
a high-dimensional space is enhanced with the uti-
lization of GPT embeddings. SEC allows us to de-
tect complex decision boundaries and differentiates
closely related intentions such as “@aeun” (inquiry)
and “ $oqiseu 7 (complaint) where word ambiguity
can arise due to the minor tone changes. Addition-
ally, the advantage of KNN is the recognition of con-
textual variations where the general characteristic of
Thai text is variant based on subtle linguistic pat-
terns, dialect, levels of formality, politeness markers,
and text tones. To illustrate, the intentions of two
speakers might change to a slight variation due to
their urgency expression: 1)nufladngaInsdwiliaiuny”
(Please turn on the phone signal urgently) and 2)
“grodladayna InsdnidliniesIdisnz” (Could you please
turn on the phone signal?). As the two sentences have
closely related intentions, KNN groups the sentences
together based on their feature proximity, providing
effectiveness for the mining tasks where minor varia-
tions in wording or tone can indicate a shift in inten-
tions. The following algorithm, RF, supports KNN
in exploring integrations between features related to
the aforementioned variations and accumulating mul-
tiple trees, reducing the risk of overfitting the rich in-
formation acquired from the high-dimensional GPT
embeddings. Finally, after the base models have pro-
cessed the text, LR serves as the meta-model, which
combines outputs from each base model to produce
the final prediction. LR captures the global trends
and identifies patterns the base models might over-
look. For this reason, given its theoretical advan-
tages, utilizing a stacking ensemble method combines
the strengths of multiple algorithms and, therefore,
becomes essential in mining Thai intentions where the
nature of the text is complex and variant.

While no statistical difference between BERT
Based EN-TH Cased and SEC is found, SEC can
surpass the baseline by adjusting parameters and se-
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lecting diverse base classifiers and meta-models in fu-
ture studies. Moreover, generalizing data in different
domains might also be worth investigating in future
research.

5. CONCLUSION

Since previous work only focused on using individ-
ual classifiers and BERT models to mine intentions in
Thai text, this paper extends the previous work by
systematically defining a stacking ensemble classifier
in the mining process. We additionally leveraged the
utilization of GPT-3 embedding in the classification
task.

In our proposed model, the dataset was input into
the system before their GPT-3 embeddings were gen-
erated in the vectorization process. Then, the em-
beddings were used as input for constructing SEC,
which consisted of selecting the based classifiers and
a meta-classifier. When selecting based classifiers,
we explored SVC, XGB, LGBM, KNN, and RF. We
also investigated the performance of the meta-models
with GB and LR. By measuring the Q-statistic and
F1 scores and maximizing the F1 scores of the over-
all classification task, we derived a stacking ensemble
classifier as (SVC, KNN, RF) — LR. We compared
the classification results from the stacking classifier
against those of individual base classifiers. We also
compared the results to the three BERT baselines.
The results revealed that SEC could outperform SVC,
KNN, RF, BERT Multilingual Uncased, and BERT-
th, except BERT Based EN-TH Cased. However,
a statistical analysis conducted using Friedman and
Holm’s post hoc tests reported no statistically signif-
icant difference between SEC and BERT Based EN-
TH Cased, inferring that the two classifiers could be
used interchangeably. For this reason, SEC is still a
feasible option, given its theoretical advantages.

In future studies, research in Thai intent mining
can be extended by exploring intent mining in differ-
ent domains, adjusting parameters, and selecting di-
verse base and meta-models to increase the mining’s
performance. Additionally, future studies on apply-
ing a stacking ensemble classifier with BERT models
could be beneficial, along with observing model fine-
tuning. Furthermore, integrating an automatic sum-
marization system to summarize intentions expressed
in Thai text is also an alternative, allowing users to
access content rapidly and digest intentions expressed
in Thai text.
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