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ABSTRACT Article information:
Indonesia, known for its diverse biodiversity, faces critical challenges such
as habitat degradation and species loss. This study delves into public
opinion regarding Indonesian government biodiversity policies by analyz-
ing text data from X social media platforms. Leveraging BERTopic, an
advanced topic modeling technique, we uncover nuanced topics related to
biodiversity within tweets. Our research uniquely contributes by exploring
diverse combinations of BERTopic parameters on Indonesian text, assess-
ing their e�cacy through coherence values and manual content evaluation.
Notably, our �ndings highlight the optimal combination of sentence em-
bedding, cluster model, and dimension reduction parameters, with Model
5 demonstrating the highest coherence score of 0.7733. Moreover, we elu-
cidate the impact of outlier reduction techniques when applying BERTopic
in an Indonesian context. Our study serves as a foundational model for
categorizing Indonesian-language topics using BERTopic, showcasing the
signi�cance of tailored text processing techniques. We also reveal that
while standard preprocessing methods enhance clustering outcomes, cer-
tain dataset characteristics, such as the inclusion of hashtags and mentions,
can in�uence coherence di�erently across models. This work not only pro-
vides insights into public perceptions of biodiversity policies but also o�ers
methodological guidance for text analysis in similar contexts.
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1. INTRODUCTION

Indonesia, distinguished as the most biodiverse na-
tion within the ASEAN region, is confronting sub-
stantial threats to its biodiversity. Principal factors
contributing to this loss include deforestation, habi-
tat destruction, the introduction of invasive species,
and the degradation of carbon storage ecosystems.
The country is also grappling with several systemic
challenges in biodiversity conservation, such as di-
minished governmental funding, protracted processes
for research permit acquisition, restricted access to
global scienti�c literature, and elevated expenses as-
sociated with modern biodiversity inventory tech-
niques [1].

In this study, we aim to analyze public opinions re-
garding Indonesian government policies on biodiver-
sity management and the issues that arise on social
media platform X by extracting topics within text
data. The methodology employed is topic modeling,

a machine-learning technique renowned for its e�-
ciency in organizing and summarising extensive tex-
tual data. This approach allows for the extraction
and categorization of semantic information from X
conversations into distinct thematic groups. The se-
lection of a topic modeling technique is critical when
evaluating social media text, particularly Bahasa In-
donesia content, which is distinguished by the sub-
stantial usage of slang and non-standard grammatical
structures. Traditional approaches, such as Latent
Dirichlet Allocation (LDA) and Non-negative Matrix
Factorization (NMF), have drawbacks in this area.
LDA, despite its popularity, frequently fails to cap-
ture the intricate co-occurrence relationships and dy-
namic character of social media discourse, resulting
in insu�cient information extraction and low adapt-
ability to text evolution over time [2][3]. NMF, on
the other hand, is appropriate for shorter texts but
requires preprocessed data and struggles with sparse
datasets, limiting its e�ectiveness [3][4].
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The new approach called BERTopic caught our
attention. BERTopic is an advanced topic model-
ing technique that is based on the BERT framework,
which is a machine learning algorithm that is highly
efficient in organizing and summarising extensive tex-
tual data. BERTopic is designed to extract and
categorize semantic information from text conversa-
tions into distinct thematic groups, making it par-
ticularly suitable for our research. Previous research
has shown that BERTopic, an advanced topic mod-
eling technique based on the BERT framework, out-
performs traditional methods such as Latent Dirich-
let Allocation (LDA) and Non-negative Matrix Fac-
torization (NMF), particularly when embedding with
Pre-Trained Arabic Language Models [5]. Another
research study showed that BERTopic is flexible and
provides meaningful and diverse topics compared to
LDA and LSA [2]. BERTopic emerges as a more ro-
bust alternative, drawing on the BERT framework’s
capabilities to manage the quirks of social media lan-
guage better. Its higher performance in topic model-
ing, as seen in scenarios such as Pre-Trained Ara-
bic Language Models, illustrates its usefulness [5].
BERTopic, unlike LDA and NMF, excels at process-
ing brief, unstructured text, making it perfect for
capturing the diverse linguistic aspects of Bahasa
Indonesia social media content. Its ability to pro-
duce relevant and diverse subjects outperforms even
Latent Semantic Analysis (LSA) and LDA, making
BERTopic the ideal choice for this domain [6].

Given these considerations, we use the BERTopic
technique to deconstruct the dataset, hoping to re-
veal nuanced and precise viewpoints on biodiversity
management policies in Indonesia as reflected in so-
cial media debates. We seek to determine the ideal
BERTopic configuration, emphasizing the importance
of a technique that can adeptly handle the intricacies
of Bahasa Indonesia on social media, which are char-
acterized by prevalent slang and non-standard gram-
matical structures. Our goal is to quickly extract the
most relevant insights by adapting the method and
parameter settings to the linguistic quirks and topi-
cal nuances of Bahasa Indonesia’s social media text,
ensuring the extraction of important information for
our study.

2. RELATED WORKS

The effectiveness of traditional techniques such as
Latent Dirichlet Allocation (LDA) in analyzing so-
cial media data has been called into question due
to their inability to capture co-occurrence relation-
ships and their struggles with sparse datasets, as pre-
viously discussed in the introduction. Recent stud-
ies have shown that BERTopic outperforms LDA,
NMF, and Top2Vec in terms of coherence and in-
terpretability when applied to X data [4]. LDA has
been shown to struggle with short texts, often lead-
ing to the formation of broad and vague topics [7][8].

On the other hand, BERTopic has been found to ex-
cel in topic coherence and diversity when used for
Arabic language processing [5] and in detecting In-
donesian disinformation, improving mBERT model
performance with an accuracy of 0.9051, precision
of 0.9515, recall of 0.8233, and F1 score of 0.8828
[9]. The BERTopic-based technique greatly outper-
formed the LDA method in analyzing Italian Long
COVID tales, successfully clustering 97.26% of docu-
ments and obtaining 91.97% total accuracy, indicat-
ing greater efficacy and precision [10].

Further, it was instrumental in revealing COVID-
19’s impact on Bulgaria’s education system, high-
lighting the effectiveness of its clustering capabili-
ties even with noisy datasets [11]. BERTopic also
demonstrated superior performance in accuracy and
efficiency when applied to X data [12]. De Groot et al.
found BERTopic superior to LDA in topic coherence
and diversity when applied to short multi-domain
texts [13]. In a university-wide model, BERTopic
HDBSCAN outperformed LDA with topic coherence
and diversity scores of 0.091 and 0.880, respectively,
compared to LDA’s 0.031 and 0.718. The replace-
ment of HDBSCAN with k-Means maintained per-
formance without producing outliers. Hence, the
exceptional performance and broad applicability of
BERTopic underscore its potential for effective topic
modeling across various contexts and data types
[13]. Recent research by [14] shows that within the
BERTopic framework, integrating Principal Compo-
nent Analysis (PCA) for dimension reduction with
K-means clustering for topic categorization consider-
ably improves topic coherence. This synergistic strat-
egy produced subjects with an exceptional coherence
score of 0.8463, outperforming alternative topic ex-
traction and coherence combinations and approaches.

3. METHODOLOGY

This study emphasizes the significance of different
parameter combinations within the BERTopic model
in relation to clustering brief Indonesian text data de-
rived from the social media network X. The approach
employed in this study is shown in Fig 1.

Fig.1: Research Methodology.

3.1 Data Collection

The data collected originates from the social me-
dia platform X, utilizing specific keywords related
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to government policies that may impact biodiver-
sity in Indonesia. This data must encompass food
biodiversity, plant biodiversity for herbal medicines,
biodiversity protection, and environmental conserva-
tion. The data were gathered over three years, from
2021 to 2023, carefully selecting only relevant in-
formation and excluding advertisements or provoca-
tive statements. A total of 13,518 data points were
compiled, representing public sentiment concerning
biodiversity-related government policies, as explained
in [15].

3.2 Data Preprocessing

Our data was divided into three subsets, each sub-
jected to different preprocessing treatments referred
to in our previous research. [16]. The first dataset un-
derwent URL removal, punctuation substitution with
spaces (excluding apostrophes), and replacement of
non-ASCII characters with their closest ASCII equiv-
alents. We then implemented the normalization of
slang and typos, the standardization of word varia-
tions, and the reduction of the impact of slang and
typographical errors. Furthermore, numerical values
and non-ASCII characters were omitted, and consec-
utive whitespaces were reduced to a single whites-
pace. Using the Sastrawi library, we executed stop-
word removal, retaining adverbial words due to their
substantial influence on sentiment; this data is called
data prep 1. The second dataset underwent addi-
tional preprocessing to remove mention text, called
data prep 2, and the third dataset removed both
mention and hashtag text, called data prep 3. These
comprehensive preprocessing procedures resulted in a
fully prepared dataset comprising 13,518 data entries
ready for training.

3.3 Testing Various BERTopic Parameter
Tuning

Several factors influence BERTopic’s performance
in topic modeling, which might limit its useful-
ness. Large vocabularies are difficult to manage,
as evidenced by occasions where LDA outperformed
BERTopic in terms of subject quality and relevance
[4][17]. The quantity of the vocabulary is an im-
portant consideration; a larger vocabulary may im-
prove the model’s accuracy but requires more com-
puter power and resources [4]. The choice of a clus-
tering technique is critical since it considerably in-
fluences the model’s capacity to generate cohesive
themes; an incorrect choice can damage the qual-
ity of the results [18]. Furthermore, the performance
of BERTopic depends on the embedding model used.
Different models may suit different types of data, and
a poor choice might reduce topic modeling efficiency
[4]. BERTopic requires particular parameter calibra-
tion to perform efficiently, with incorrect modifica-
tions potentially leading to poor results [4]. How-
ever, BERTopic’s design is flexible, allowing users to

customize dimensionality reduction, clustering, tok-
enization, and weighting schemes, as well as fine-tune
representation parameters, allowing the model to be
more accurately aligned with specific dataset nuances
and research objectives [3]. BERTopic’s topic model-
ing involves three crucial steps: transformer embed-
ding, dimensionality reduction, and clustering [19].
It utilizes a transformer to generate dense vectors for
textual fragments [20] . This research employs multi-
ple scenarios, including diverse Indonesian language
embeddings and customizing the clustering phase.

The BERTopic model starts by turning input doc-
uments into numbers. Due to the “all-MiniLM-L6-
v2” sentence transformer’s ability to capture seman-
tic similarity well—as demonstrated by a cosine simi-
larity of 0.7 [21]—it frequently uses it. The “distiluse-
base-multilingual-cased-v2” version, which supports
50+ languages, including Indonesian, enables the
identification of semantically similar sentences within
or across languages [22]. The “cahya/bert-base-
indonesian-522M” model, which was trained using
Indonesian Wikipedia datasets and a masked lan-
guage modeling (MLM) objective, is another tool for
processing the Indonesian language [23]. In our re-
search, we also employed the ‘firqaaa/indo-sentence-
bert-base,’ an Indonesian Sentence BERT model de-
signed for semantic similarity analysis, available in
the Hugging Face repository. This model is specif-
ically tailored for semantic analysis in the context
of the Indonesian language. A critical facet of
BERTopic is the dimensionality reduction of input
embeddings. The study employs UMAP, a default
choice in BERTopic due to its ability to capture lo-
cal and global traits of high-dimensional space effec-
tively. Despite its lack of interpretability compared to
linear techniques such as PCA and NMF, UMAP out-
performs visualization quality and global structure
preservation with faster runtime performance. There-
fore, it effectively balances global and local structure
preservation, according to a comparison of dimension
reduction algorithms. [24].

This research focuses on clustering techniques,
particularly HDBSCAN, K-Means, and agglomera-
tive clustering, in processing input embeddings for
topic extraction. HDBSCAN is recognized for effec-
tively capturing structures with varying densities, in-
fluenced by parameters like min cluster size, which
was set to 15 and 80 in this study. The vector-
izer (CountVectorizer) in the BERT model is crucial
for topic representation generation, offering flexibil-
ity in parameter tuning. Applied prior to training,
it can reduce the size of the resulting c-TF-IDF ma-
trix [18]. BERTopic uses Bag-of-Words representa-
tion and c-TF-IDF weighting, enabling swift genera-
tion of keywords independent of the clustering pro-
cess. This technique allows for easy post-training
updates on topics without re-training. However, fur-
ther fine-tuning of topic representations may be desir-



BERTopic Analysis of Indonesian Biodiversity Policy on Social Media 263

able. Our study used multi-aspect topic modeling to
create multiple representations of a single topic us-
ing various topic representation models, specifically
PartOfSpeech and KeyBERTInspired. Though not
employed by default, these models offer additional
fine-tuning. The following table presents the param-
eters that were examined in the BERTopic model.

Table 1: Model Parameter.

Model Parameter

BERTopic 1

embedding model = SentenceTransformer(“all-
MiniLM-L6-v2”)
umap model = UMAP(n neighbors=15,
n components=5, min dist=0.0, metric=‘cosine’)
hdbscan model = HDBSCAN(min cluster size=15,
metric=‘euclidean’, cluster selection method=‘eom’,
prediction data=True)
vectorizer model = CountVectorizer()
ctfidf model = ClassTfidfTransformer()
representation model = KeyBERTInspired()

BERTopic 2

embedding model =
SentenceTransformer(“paraphrase-multilingual-
MiniLM-L12-v2”)
dim model = PCA(n components = 5)
cluster model = KMeans (n clusters =50)
vectorizer model = CountVectorizer()
ctfidf model = ClassTfidfTransformer()
representation model = KeyBERTInspired()

BERTopic 3

embedding model =
SentenceTransformer(‘firqaaa/indo-sentence-bert-
base’)
umap model = UMAP(n neighbors=15,
n components=5, min dist=0.0, metric=‘cosine’)
cluster model =
AgglomerativeClustering(n clusters=50)
vectorizer model = CountVectorizer()
ctfidf model = ClassTfidfTransformer()
representation model = KeyBERTInspired()

BERTopic 4

embedding model = distiluse-base-multilingual-
cased-v2
umap model = U MAP (n neighbors=15,
n components=5, min dist=0.0, metric=‘cosine’,
random state=42)
cluster model = HDBSCAN = min cluster size=15,
metric=‘euclidean’, cluster selection method=‘eom’,
prediction data=True

BERTopic 5

embedding model = cahya/bert-base-indonesian-
522M
umap model = U MAP = n neighbors=15,
n components=5, min dist=0.0, metric=‘cosine’
cluster model = HDBSCAN = min cluster size=15,
metric=‘euclidean’, cluster selection method=‘eom’,
prediction data=True

BERTopic 6

embedding model = cahya/bert-base-indonesian-
522M
umap model = U MAP = n neighbors=15,
n components=5, min dist=0.0, metric=‘cosine’
cluster model = HDBSCAN = min cluster size=15,
metric=‘euclidean’, cluster selection method=‘eom’,
prediction data=True
reduceoutliers()

3.4 Performing an Analysis of Topic Cluster-
ing Outcomes

In this study, evaluation is conducted in two ways,
namely qualitative assessment and quantitative as-
sessment.

3.4...1 Qualitative assessment

Qualitative assessment is done by manually exam-
ining each topic generated and checking the relevance

of each keyword generated in each cluster. Then, each
generated topic will be included in the data to observe
its grouping in each dataset. The examination aims
to ensure whether the generated topics have indeed
grouped the data based on their core similarities or
not.

3.4...2 Quantitative assessment

Quantitative assessment involves calculating the
coherence value generated by each topic model. In
this study, the coherence value is computed by per-
forming ten iterations of the fit transform, meaning
each model undergoes training ten times, and the co-
herence value is determined for each training itera-
tion. In this study, we utilize the coherence model
from Gensim to evaluate our model, particularly fo-
cusing on cross-validation (cv) coherence. This study
chose to use cv coherence, which stands out as the
best coherence measure because of several factors.
Firstly, it combines multiple coherence metrics, in-
cluding NPMI, which is known for capturing semantic
relationships between words, and the boolean sliding
window, which assesses word co-occurrences. This
comprehensive approach likely contributes to its effec-
tiveness in capturing the coherence of topics. More-
over, the boolean sliding window method, when uti-
lized in cv, performs exceptionally well. This method
implicitly represents distances between word tokens
within large documents, allowing for a more nuanced
understanding of word relationships [25] .

In the cv coherence approach, every word within
a topic is compared to all other topics to assess its
coherence. The process entails analyzing word oc-
currences within a sliding window consisting of 110
words, capturing both direct and indirect confirma-
tions of word relationships. For each topic, the N
most probable words are selected, and word vectors
of size N are created for each word. Within these vec-
tors, the Normalized Pointwise Mutual Information
(NPMI) values between each word and every other
word in the topic are stored. These word vectors are
then aggregated into one vector, representing the col-
lective word relationships within the topic. Finally,
the coherence score (Cv score) is calculated by aver-
aging the cosine similarities between each topic word
and its corresponding topic vector. This score pro-
vides a quantitative measure of how well the words
within a topic are related to each other, thus offer-
ing insights into the coherence and interpretability of
topics.

NPMI score is an advanced way to calculate
the probability (P ) of two words (w′ and w′′) co-
occurring in a corpus.

NPMI(w′, w′′) =

log log
P (w′, w′′) + ε

P (w′)P (w′′)

− log log(P (w′, w′′) + ε
(1)
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ε serves as a minor constant employed to prevent
the calculation of a logarithm of zero. The proba-
bility is determined by analyzing a sliding window,
denoted as s (with s equal to 110 in the case of Co-
herence Cv) and j as an index of the sliding window.
D is document, while d is document index in the cor-
pus, which |δd| is the number of words in documents
d. Then, the probabilities in the NPMI formula are
calculated as follows:

P (wn, wm) =

∑D
d=1

∑|δd−s| bd, j(wn, wm)∑D
d=1 |δd| − s

(2)

A word vector −−→wn,k length N, which is based on
NPMI, is created for each topic. wTm,k indicates a
topic word at index m in topic k. This is a direct
confirmation. Finally, the Cv score is determined by
averaging all cosine similarities. scos(~v, ~w) = ~v.~w

|~w|x|~w|
Across all word indexes in the topics (N)× (K) topic
index pairs.

cv =

∑K
k=1

∑N
n=1 scos(~wn,k,

~w′′k)

N ×K
(3)

4. RESULT AND DISCUSSION

In this study, BERTopic is used to generate top-
ics from a collection of Indonesian-language tweets
related to biodiversity policy discussion. BERTopic
not only maps each word to the same topic but also
produces representations of each topic. This research
attempts to test BERTopic with various parameters
on an Indonesian-language dataset and then assess
how well the generated topics perform under differ-
ent scenarios, as presented in Table 1.

The BERTopic 1 model, which is based on the
all-MiniLM-L6-v2 architecture, is suited for circum-
stances when GPU resources are constrained, as
demonstrated in three different data preparation sce-
narios outlined in [20]. When applied to the initial
dataset (”data prep 1”), it identified 3,021 tweets as
noisy or irrelevant. Among these, the top ten rep-
resentative terms were “Indonesia,” “Jakarta,” “ke-
bakaran” (fire), “masyarakat” (society), “ekowisata”
(ecotourism), “kebijakan” (policy), “ketahanan” (re-
silience), “mendukung” (support), “negara” (coun-
try), and “pakai” (usage). These terms were widely
spread throughout the dataset and lacked the speci-
ficity required to draw firm conclusions. The model
produced 94 topics, each having a coherence score
of 0.5636, indicating moderate topic consistency.
However, some themes have irregularities in their
top keywords. For example, the most prevalent
words in subject 23 included the improper word
“tai” (poop) and suspected usernames like “kkuri-
mark” and “azwarsiregar”, alongside only two rele-
vant phrases, “waduk” (reservoir) and “wagubnya”

(vice governor), implying a discussion on reservoir
policy. However, the presence of irrelevant words di-
luted the topic’s focus. This type of issue is shown in
Fig 2 when there is a mismatch in topic representa-
tion, particularly in topics 23–27 and 40, where the
top keywords do not adequately represent the under-
lying themes.

In the second data preparation scenario, referred
to as “data prep 2,” where mentions were omitted, we
noticed an increase in the number of noisy tweets to
5,273. This was accompanied by a rise in the num-
ber of identified topics, totalling 131, and a coher-
ence score of 0.5724. The noise-classified document
featured prevalent words such as ‘balita’ (toddlers),
‘mendukung’ (support), ‘Jakarta’, ‘makanan’ (food),
‘masyarakat’ (society), ‘kesehatan’ (health), ‘ekow-
isata’ (ecotourism), ‘kebakaran’ (fire), and ‘bahkan’
(even). Anomalies were particularly noticeable in
several topics; for instance, in topic 16, the word
‘kendaraan’ (vehicle) appeared alongside the hashtag
‘]iknmembawaperubahan’, which pertains to the new
capital city plan. This indicates a mismatch since
the topics of the new capital city plan and electric
vehicles are distinct. Furthermore, an abundance of
unrelated hashtags was identified in topics 48, 30, and
31, making it challenging to ascertain the core theme
of these topics, as shown in Fig 3.

In the third analysis scenario, termed “data prep
3,” we processed tweets by eliminating mentions and
hashtags, which resulted in 5,174 tweets being identi-
fied as irrelevant or ‘noise’. The predominant terms in
these noise tweets were ‘stunting’, ‘Indonesia’, ‘balita’
(meaning toddlers), ‘Jakarta’, ‘masyarakat’ (soci-
ety), ‘makanan’ (food), ‘kesehatan’ (health), ‘upaya’
(efforts), ‘keluarga’ (family), and ‘ketahanan’ (re-
silience). This led to the identification of 128 distinct
topics, with an average coherence score of 0.5812, in-
dicating the consistency of the topics extracted. How-
ever, interpretative challenges arose in two specific
topics: Topic 23 featured the term ‘waduk’ (reservoir)
alongside the particular name ‘mungkur’ and the Ja-
vanese pronoun ‘kuwi’, while Topic 43 included the
negation word ’tidak’ (not) and the verb ‘tinggalkan’
(leave). These linguistic elements made it challenging
to decipher the underlying themes of these two top-
ics, as depicted in Fig 4, indicating the complexity of
understanding the content within these topics.

Overall, the BERTopic 1 model demonstrates rea-
sonable performance. Interestingly, the nature of the
noise appears to be predominantly related to pub-
lic health concerns, such as stunting in toddlers and
food resilience, especially with the frequent mention
of “makanan” (food). The study reveals that the
inclusion of mentions and hashtags significantly in-
fluences the clustering process, thereby affecting the
concentration on the primary subject matter.

The paraphrase-multilingual-MiniLM-L12-v2 model
is used to facilitate sentence embedding in BERTopic
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Fig.2: Anomalies Topic Generated by BERTopic 1
Model - Data Prep 1.

Fig.3: Anomalies Topic Generated by BERTopic 1
Model - Data Prep 2.

Fig.4: Anomalies Topic Generated by BERTopic 1
- Data Prep 3.

2. This embedding technique is combined with Prin-
cipal Component Analysis (PCA) to reduce dimen-
sionality before categorizing X data into 50 discrete
clusters using KMeans clustering. Comparative ex-
amination with BERTopic 1 revealed no variance
in word representation among the generated sub-
jects; however, a noticeably higher coherence value
of around 0.6397 was observed. Initial data prepa-
ration (data prep 1) highlighted the dataset’s ten-
dency to cluster around hashtags related to certain
events, entities, and actions in the healthcare area.
Despite these repeated themes, a distinct issue with
negative language arose, reflecting negative attitudes
toward healthcare policies, imported staple foods,
and environmental concerns. Specifically, the clus-
tered tweet data demonstrated negative sentiments
predominantly in topic 17 with the word “mahal” (ex-
pensive), topic 5 with “bodoh” (stupid) and “tolol”
(idiot), topic 18 with “miskin” (poor), “mahal” (ex-

pensive), and “kurang” (lacking), and topic 13 mahal
(expensive), as shown in Fig 5.

In “Data prep 2,” a clear pattern emerged in the
clustering of topics, particularly around policy tar-
gets, yielding a coherence score of 0.6384. This or-
ganization facilitated more coherent interpretations,
as seen in topic 9, which concentrated on forest fire
early warning systems through terms like “iklim” (cli-
mate), “deforestasi” (deforestation), “bencana” (dis-
aster), “kebakaran” (fire), and “warning,” indicating
environmental and disaster preparedness concerns.
Topic 12 focused on staple food policies, represented
by words such as “beras” (rice), “pertanian” (agri-
culture), “petani” (farmers), and “pangan” (food),
pointing to agricultural and food security discussions.
Topic 15 addressed agriculture and poverty allevia-
tion, with “pertanian” (agriculture), “subsidi” (sub-
sidy), “kemiskinan” (poverty), and “miskin” (poor)
emphasizing the economic welfare of farmers. Topic
13 highlighted herbal medicine through terms like
“herbal,” “obat” (medicine), and “khasiat” (efficacy),
focusing on its promotion and benefits. Lastly, topic
14 delved into village governance, using words like
“kampung” (village), “musyawarah” (deliberation),
and “kecamatan” (sub-district), reflecting local gov-
ernance and community engagement. The structured
thematic grouping in “data prep 2” offered a nuanced
understanding of the policy-oriented discourse within
the dataset, as depicted in Fig 6.

The coherence value for the third data preparation
scenario (data prep 3) for the BERTopic 2 model in-
creased to 0.6410, indicating improved result quality
and interpretability. This improvement was achieved
by eliminating hashtags and mentions, allowing anal-
ysis to focus on textual content alone. The algorithm
detected repeated negative sentiment issues, particu-
larly in topic 5, which had words like ‘bodoh’ (stupid),
‘tolol’ (foolish), ‘belum’ (not yet), and ‘bukan’ (not).
These terms indicate critical discussions within the
dataset. Policy-related matters dominated the dis-
cussion, with a strong emphasis on rice procurement,
as evidenced by phrases like ‘beras’ (rice), ‘perta-
nian’ (agricultural), ‘petani’ (farmers), ‘komoditas’
(commodity), and ‘padi’ (paddy). These reflect In-
donesia’s debate on agriculture policies and practices.
Topic 13 focused on agricultural subsidies, denoted
by the terms ‘subsidi’ (subsidy), ‘bersubsidi’ (subsi-
dized), ‘pertanian’ (agriculture), ‘petani’ (farmers),
and ‘ekonomi’ (economy), emphasizing economic ele-
ments and the consequences of government subsidies.

Policy-related matters dominated the discussion,
with a strong emphasis on rice procurement, as ev-
idenced by phrases like ‘beras’ (rice), ‘pertanian’
(agricultural), ‘petani’ (farmers), ‘komoditas’ (com-
modity), and ‘padi’ (paddy). These reflect Indone-
sia’s debate on agriculture policies and practices.
Topic 13 focused on agricultural subsidies, denoted
by the terms ‘subsidi’ (subsidy), ‘bersubsidi’ (subsi-
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dized), ‘pertanian’ (agriculture), ‘petani’ (farmers),
and ‘ekonomi’ (economy), emphasizing economic ele-
ments and the consequences of government subsidies.

Furthermore, the model investigated additional
significant themes such as coconut-derived cooking
oil, represented by ‘minyak’ (oil),‘minyakita’ (oil
brand), ‘kelapa’ (coconut), ‘komoditas’ (commodity),
and ‘goreng’ (frying), representing its cultural and
market relevance in Indonesia. The analysis also
addressed societal and environmental issues such as
stunting, climate change, herbal medicine use, electric
car adoption, and forest fire challenges, which were
represented by relevant keywords. Topic 48 was ded-
icated to Indonesia’s biodiversity, with phrases such
as ‘Indonesia’, ‘tropis’ (tropical), ‘keanekaragaman’
(diversity), and ‘kelapa’ (coconut), emphasizing the
country’s abundant biodiversity and prominence in
scientific discussions.

In conclusion, the use of Principal Component
Analysis (PCA) for dimension reduction and K-
means clustering has been critical in discovering
and categorizing keywords that reflect specific dif-
ficulties, allowing for effective differentiation across
themes with similar lexical properties but different
contexts. This methodological approach has been
demonstrated to outperform alternative BERTopic
combinations, such as PCA with HDBSCAN and
UMAP with K-means, in terms of coherence scores
[14]. Notably, in our research examination, BERTopic
2 witnessed a drop in coherence score, potentially
due to the predefined number of topics set to 50.
This fixed topic count, combined with the absence
of noise clustering, led to the redistribution of
tweets—previously categorized as noise in BERTopic
1—into other relevant topics, potentially affecting the
overall coherence. In addition, the third data prepa-
ration scenario in this study greatly enhanced topic
modeling. By removing unnecessary social media fea-
tures such as hashtags and mentions, the model was
able to capture the primary substance of discussions
better, resulting in a more accurate and insightful
analysis of various social, economic, and environmen-
tal challenges, particularly in the Indonesian context.

Fig.5: Negative Sentiment Topics BERTopic 2
Model - Data Prep 1.

Fig.6: Topics according to policy points BERTopic
2 Model - Data Prep 2.

BERTopic 3 for topic modeling on Indonesian
tweets in this study produces more specific topic
results. We used phrase embeddings trained par-
ticularly for the Indonesian language, firqaaa/indo-
sentence-bert-base, in conjunction with an agglom-
erative clustering algorithm set to yield a maximum
of 50 clusters. This method successfully addressed
noisy X data, a common issue that can skew topic in-
terpretation. It also helped to provide clear and con-
sistent word representations across three data prepa-
ration methodologies (Data Prep 1, 2, and 3). In our
data analysis, which we’ll refer to as Data Prep 1,
we observed convergence around several key themes,
achieving a coherence score of 0.7068. Within this
dataset, discussions on toddler health primarily cen-
tered on issues like “obesity” and “nutrition.” Ad-
ditionally, the conversation encompassed health fa-
cilities such as “PKK” and “posyandu” (community
health centers). Notably, public figures like Ganjar
Pranowo and President Jokowi were discussed along-
side topics related to commodities such as “jagung”
(corn) and “beras” (rice). Moving to Data Prep 2,
which exhibited a higher coherence score of 0.7122,
we noticed a stronger tendency for clustering based on
hashtags. Here, the discussion prominently revolved
around the promotion of electric vehicles, indicated
by hashtags like “pakemobillistrikyuk” and terms like
”mobil” (car) and “kendaraan” (vehicle). Moreover,
political discourse emerged, featuring terms associ-
ated with figures such as the chairman of PKB, Gus
Muhaimin. Finally, in Data Prep 3, which achieved
a coherence score of 0.7125, distinct topics emerged
that encapsulated the primary discussions within the
dataset. These topics predominantly revolved around
discussions concerning import regulations and farmer
welfare.

The findings presented in Fig 7 indicate a high level
of consistency among the results obtained using three
different methods of data preparation. This con-
sistency underscores the reliability of the BERTopic
3 model in identifying and representing the main
themes within the dataset, regardless of how the data
was initially processed. Notably, the topics identi-
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fied cover a wide range of domains. For instance,
Topic 20 encompasses terms related to agriculture,
such as “sorgum” (sorghum), “jagung” (corn), and
“beras” (rice). Similarly, topics related to politics in-
clude references to Ganjar Pranowo (Topic 40) and
Jokowi (Topics 43 and 12). Additionally, some topics
pertain to government agencies, exemplified by Topic
41, which includes terms related to the Ministry of
Villages (“kemendes”) and related concepts. Impor-
tantly, this thematic diversity is consistently observed
across all three preprocessing approaches, indicating
the robustness of the model’s performance in captur-
ing diverse themes within the dataset.

The study highlighted the effectiveness of sentence
embeddings specifically trained in the Indonesian lan-
guage for topic clustering. These specialized embed-
dings are adept at capturing the linguistic character-
istics of Indonesian, thereby improving the accuracy
of clustering similar topics similar to the previous
study when the model employed a specific language in
Arab [5]. In the comparison of clustering algorithms,
HDBSCAN was noted for its ability to identify noise
within the data, classifying outliers effectively. This
is beneficial for the clarity of clusters but can lead to
the exclusion of potentially informative data points
by overly categorizing them as noise. Agglomerative
clustering, in contrast, may be less noise-sensitive but
compensates with its speed and consistency in gener-
ating clusters. The choice between HDBSCAN and
Agglomerative clustering hinges on the specific goals
of the research. If the research prioritizes operational
speed and results in stability, Agglomerative cluster-
ing is advantageous [26]. However, for datasets where
noise differentiation is critical, HDBSCAN’s nuanced
approach to noise handling may be preferred despite
its potential to overlook subtle but relevant patterns
within the data.

Fig.7: BERTopic 3 Topic Cluster Result.

BERTopics 4 and 5 use different embedding mod-

els. Look at Table 1. Therefore, both produce a dif-
ferent number of topics, a different number of words
in the outlier topic, and different topic representa-
tions. Table 2 shows the difference in the number of
topics generated by both models and, of course, us-
ing different datasets. Based on Table 2, BERTopic
5 results in fewer topic clusters than BERTopic 4.

Table 2: Number of topics yang generated by
BERTopic 4 dan 5, including the outlier cluster.

Prep 1 Prep 2 Prep 3
BERTopic 4 102 126 134
BERTopic 5 78 91 77

In Topic 4, documents classified as noise are
grouped into Topic (-1) or the noise topic. This
categorization is evident across three data prepara-
tions: Data Prep 1, 2, and 3. In Data Prep 1, 3603
documents are categorized as outliers. At the same
time, in Data Prep 2, 4715 are classified as outliers,
and 4200 are categorized as outliers in Data Prep
3—meanwhile, BERTopic 5 groups more documents
into outliers. Specifically, 6002 documents were in
Data Prep 1, 5877 documents were in Data Prep 2,
and 5544 documents were in Data Prep 3. Analy-
sis indicates that BERTopic 5 tends to group more
documents into the outliers category compared to
BERTopic 4. Observing the number of topics gen-
erated in Table 2, BERTopic 4 yields more topics
than BERTopic 5. To validate the effectiveness of this
grouping, we need to examine the correlation values
generated by both models.

Table 3: Coherence values of BERTopic model 4
and 5.

Prep 1 Prep 2 Prep 3
BERTopic 4 0.7193 0.7128 0.7061
BERTopic 5 0.7733 0.7612 0.7176

Based on the average values in Table 3, BERTopic
5 produces a higher coherence score compared to
BERTopic 4. This indicates that the BERTopic 5
model using Indonesian language embedding is better
for topic clustering in Indonesian text with the BERT
model. Furthermore, among the three datasets with
different preprocessing methods, it is evident that
data prep 1 outperforms the others, followed by data
prep 2 and data prep 3 with the lowest performance.
This suggests that data prep 1, without removing
hashtags and mentions, yields a better coherence
value compared to data prep 2 and 3, which remove
hashtags and mentions. This implies that the coher-
ence value consistently decreases whenever informa-
tion is reduced in prep 2 by removing mentions and
in prep 3 by removing mentions and hashtags.

Qualitative observation is conducted by observing
both models in classifying tweets into relevant top-
ics. Here, the observation focuses on the capabili-
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ties of the models, so this time, the results from sev-
eral sample tweets from the model training with data
prep 1 are chosen. Table 4 categorizes tweets based
on BERTopic 4 and BERTopic 5. According to Ta-
ble 4, BERTopic 4 is worse in classifying tweets; this
can be observed in the second tweet related to ac-
celerating the reduction of stunting, while BERTopic
5 groups this tweet into the topic of decreased rate
stunting. Still, by BERTopic 4, this tweet is grouped
as outliers (-1). This is because BERTopic 5 uses
an Indonesian language embedding model, so the use
of native Indonesian language embeddings is proven
to produce better word grouping. Abuzayed, A, et
al [5] also researched topics related to grouping Ara-
bic words using Arabic word embeddings and found
that Bertopic outperforms LDA and NMF models.
Therefore, in this study, we try to compare the re-
sults of Indonesian language embeddings with multi-
lingual embeddings, and it was found that Indonesian
language embeddings outperform.

Table 4: The Comparations of BERTopic 4 and 5
in Classifying Tweets.

Tweet BERTopic 4 BERTopic 5
Let’s keep the 2. stunting, stunting 9 cegah
spirit to prevent emang, cegah stunting
stunting (ayo stunting, rembuk stunting cegah
semangat (stunting, stunting (prevent
mencegah indeed, prevent stunting prevent
stunting) stunting, discuss) stunting)
Convergence to -1 bakar hutan, 6. turun, angka
accelerate the Indonesia, beras stunting, turun
reduction of impor (burn forest, stunting, angka
stunting in Indonesia rice (decrease,
Jepara import) stunting rate,
(konvergensi decrease
percepatan stunting, rate)
penurunan
stunting jepara)
Raising 38 target 6.turun, angka
stunting in percentage target stunting, turun
Pariaman decrease prevalensi stunting, angka
decreases target percentage (decrease,
stunting decrease (target stunting rate,
percentage persen target decrease
(angkat stunting turun target stunting, rate)
pariaman turun prevalensi turun
persen stunting) persen)
Posyandu, let’s 2.stunting, stunting 9 cegah
prevent stunting emang, cegah stunting
(posyandu ayo stunting, rembuk stunting cegah
cegah stunting) (stunting, stunting (prevent

indeed, prevent stunting prevent
stunting, discuss) stunting)

BERTopic utilizes automatically computed prob-
ability thresholds to determine whether a document
should be assigned to a topic or labeled as an out-
lier. Documents that cannot be confidently assigned
to any topic based on this threshold are placed in the
outlier topic labeled “-1” [17]. This threshold can be
adjusted in the model parameter settings to reduce
the number of outliers. In BERTopic 6, we used the
same settings as in BERTopic 5. However, this time,
we attempted to eliminate noise clusters using the

‘reduce outliers’ function. This function takes docu-
ments and their related topics as input then reduce
outlier documents and label them as non-linear top-
ics. By embedding each outlier document, the most
suitable topic embedding is determined using cosine
similarity.

For example, in the tweet data in Table 4, the
tweet “Jokowi achieves the target of reducing stunt-
ing rates, a comprehensive step towards progress.”
(jokowi mencapai target penurunan angka stunting
langkah terpadu semangat menuju nkri maju) Using
BERTopic 5 with datasets prep 1, 2, and 3, this tweet
is identified as an outlier. After removing the out-
liers, this tweet is grouped into Topic 21, which has
the following topic representation[’Islam as a Solution
to Life’ (islamsolusikehidupan), ‘Islam in Address-
ing Stunting’ (islamatasistunting), ‘Islam Solution to
Life’ (islamsolusikehidupan), ‘ Fate of the Genera-
tions’ (nasib generasi), ‘ Muslim Women Speak’ (mus-
limah bicara), ‘ Live (stream) by Muslim Women’
(live muslimah)] This is done with data prep 1 and 2.
In contrast, reducing outliers using prep 3, this tweet
is grouped into Topic 1, with the following topic rep-
resentation: [‘food (pangan), resilience (ketahanan),
granary (lumbung), national (nasional)’]. Based on
the results of qualitative observation data Prep 1 and
2, this tweet is grouped into topic 21, which we be-
lieve is not closely related even though it contains the
word stunting. Still, this tweet is related to stunting
reduction. This means that reducing noise has a neg-
ative impact on grouping each document because it
forces a document into a topic that may not be re-
lated. Based on the grouping results of data prep
1 and 2, the tweet is grouped quite well because it
contains the word stunting, but not for data prep 3,
which groups outlier tweets into the food resilience
topic. This is also consistent with the coherence val-
ues we obtained.

Data prep 1 produces the highest coherence value,
followed by data prep 2 and prep 3, which is the small-
est, so hashtag and mention information is quite use-
ful for the model in grouping topics. Table 5 shows
the coherence values generated by BERTopic 5 and
6 using datasets prep 1, 2, and 3. Based on Table
5, ‘reduce outliers’ in BERTopic 6 reduces the co-
herence score generated by BERTopic 5. It is noted
that BERTopic 5 and 6 have similar parameters, but
in BERTopic 6, we perform outlier topic reduction.
Therefore, this proves that removing outliers has a
negative impact on topic grouping by reducing co-
herence between words within a topic, resulting in
less coherent topics.

Table 5: Coherence values of BERTopic 5 and 6.

Prep 1 Prep 2 Prep 3
BERTopic5 0.7733 0.7612 0.7176
BERTopic6 0.7156 0.7095 0.7017
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The number of topics generated by BERTopic, uti-
lizing HDBSCAN, is considered valid as these meth-
ods are tailored to identify the optimal number of
topics from the given data. However, it’s important
to acknowledge that the resulting number of topics
might only sometimes align with the user’s expecta-
tions or research goals. BERTopic employs a com-
bination of UMAP for dimensionality reduction and
HDBSCAN for document clustering to determine the
number of topics. This process is designed to adapt
to the data at hand. Nevertheless, the generated top-
ics can vary based on data characteristics and model
parameters. Manual evaluation and parameter ad-
justment are recommended to ensure the relevance
and meaningfulness of the topics, such as modifying
the min cluster size or tuning UMAP and HDBSCAN
parameters to refine topic quality.

In contrast, traditional methods like k-means and
agglomerative necessitate users to predefine the num-
ber of topics, potentially resulting in more inter-
pretable topic structures. However, this approach
may not accurately capture the data’s inherent struc-
ture, leading to less coherent topics compared to those
produced by HDBSCAN in BERTopic.HDBSCAN in
BERTopic employs a hierarchical clustering strategy
to automatically determine the number of topics,
potentially yielding more coherent topic structures.
This adaptive approach allows the model to identify
optimal topic numbers based on the data, enhancing
topic interpretability.

Meanwhile, for dimension reduction, UMAP is
more suitable for high-dimensional data with com-
plex relationships between data points, while PCA is
more suitable for data with a linear structure. The
choice between UMAP and PCA as dimension reduc-
tion techniques in BERTopic depends on the specific
characteristics of the data and the research objec-
tives.

In the context of applying BERTopic to Indonesian
compared to English, the complexities of the Indone-
sian language need careful adjustment of numerous
BERTopic parameters to improve topic extraction
quality. Word embedding, dimension reduction, and
clustering approaches are among the elements that
contribute significantly to the model’s adaptation to
the linguistic peculiarities of Bahasa Indonesia.

Word Embedding: Because of the quick evolu-
tion of slang and flexible grammar, Indonesians must
choose a suitable word embedding model. While En-
glish has well-established embeddings such as BERT
and GloVe, Indonesian requires embeddings that have
been carefully trained on local datasets to capture
the intricacies of its changing vernacular and context-
dependent word meanings. Tuning BERTopic to use
such localized embeddings can greatly increase its ca-
pacity to understand and categorize Indonesian con-
tent.

Dimension Reduction: to cope with Indone-

sia’s less organized grammar and high contextuality,
dimension reduction approaches in BERTopic, such
as UMAP or t-SNE, must be properly tuned. The
best parameters for dimension reduction in Indone-
sian may differ from those in English due to the ne-
cessity to preserve the intricate relationships between
words in the limited space, ensuring that the various
meanings of words across different contexts are accu-
rately represented.

Clustering Method: the clustering method uti-
lized in BERTopic, such as HDBSCAN, must con-
sider the many ways in which Indonesian is used on
social media, where informal phrases and satire can
affect the apparent topic coherence. The clustering
method must be sensitive enough to distinguish be-
tween these nuances, which may necessitate different
parameter values than those used for English in order
to group related talks accurately.

Parameter Tuning: The parameters of BERTopic,
such as the number of topics, threshold values for
topic selection, and so on, must be fine-tuned to solve
the special issues of the Indonesian language. For ex-
ample, the criterion for subject size may need to be
reduced to fit the more fragmented and diverse char-
acter of Indonesian social media debates.

Topic modeling in Indonesian is more challenging
than in English due to its fluid syntax, frequently
changing vocabulary and widespread use of humor
and informal language on social media. These char-
acteristics can result in large variances in word us-
age and meaning, necessitating a more complex ap-
proach to subject modeling. BERTopic’s parameter
tuning flexibility enables the customization required
to successfully process and analyze Indonesian text,
displaying versatility and high performance in lan-
guages with complex linguistic aspects.

5. CONCLUSION

In this study, we explored six topical parameter
configurations within an Indonesian dataset focusing
on biodiversity policy. We employed three distinct
preprocessing scenarios: basic preprocessing, deletion
of mentions, and elimination of both hashtags and
mentions. Utilizing BERTopic, a sophisticated topic
modeling technique, we analyzed the coherence and
interpretability of the resulting topics.

BERTopic 1 utilized miniLM-L6-v2 for sentence
embedding and HDBSCAN for clustering. Al-
though coherent, we observed improved outcomes
with Indonesian-specific sentence embeddings, as
demonstrated by BERTopic 5 employing the ‘Cahya
Bert’ embedding. BERTopic 2, utilizing KMeans
and PCA for clustering, yielded a broader range
of topics, even with universal sentence embeddings,
with specific subject matter focusing on distinct en-
tities. Interestingly, topics classified as outliers by
HDBSCAN shared substantial information with non-
outliers. BERTopic 3 employed Indonesian ‘Firqaa’
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sentence embedding combined with agglomerative
clustering and UMAP, effectively preserving informa-
tion. BERTopic 6 aimed at reducing outliers, like
BERTopic 5, but often resulted in misclassification,
complicating content interpretation. Our findings un-
derscore the importance of selecting appropriate em-
beddings and clustering methods in topic modeling.
While reducing outliers can refine topic categoriza-
tion, it must be done cautiously to avoid distorting
topic relevance and coherence.

Analysis of coherence scores across Bertopic mod-
els revealed significant influences of embedding size,
language specificity, clustering techniques, and pre-
processing methods. Models utilizing specific Indone-
sian embeddings consistently outperformed those us-
ing multilingual embeddings, highlighting the im-
portance of linguistic specificity. Furthermore, data
preparation method 3 consistently yielded better co-
herence scores, aligning with manual human interpre-
tation.

In conclusion, our findings emphasize the mul-
tifaceted nature of coherence optimization in topic
modeling. While various factors such as embed-
ding size and specificity, clustering methods, and pre-
processing techniques significantly impact coherence
scores, manual interpretation remains crucial, par-
ticularly in scenarios of topic dispersion. Future re-
search avenues may explore additional techniques for
enhancing coherence in topic modeling, further ad-
vancing the field.
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