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ABSTRACT
Text summarization is the process of summarizing the information of a
large text into short, crisp, and concise text to analyze and extract the
most imperative information from the given text. Therefore, different Al
based techniques are used for summarizing the text. In order to achieve
this, various AT techniques have been incorporated into the existing works.
However, the prevailing methods lagged in delivering accurate text. There-
fore, the proposed work employs a Hybrid LSTM-GRU (Long Short Term
Model —Gated Recurrent Unit) model with M-AM (Modified - Attention
Mechanism). The dataset incorporated in the proposed model is amazon
fine food review. Different pre-processing techniques remove unwanted
and irrelevant text, such as tokenization, text cleaning, stop word removal,
and stemming and lemmatization. The Proposed model employs hybrid
LSTM-GRU with M-AM as it delivers faster and employs less memory
consumption. Along with it, it has the potential to capture long-term
dependencies as well. Further, M-AM incorporates lexical sequence mea-
sure and sentence context weight for delivering an effective model for text
summarization. Therefore, the major contribution of the proposed work
involves summarizing the text into a crisp and brief format for easy un-
derstanding. Finally, the performance of the proposed model is evaluated
using different ROUGE, accuracy, and loss, in which ROUGE metrics ob-
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1. INTRODUCTION

Text summarization delivers a brief and crisp sum-
mary by apprehending significant information and
widespread meaning [1]. Text summarization is ac-
complished by NLP approaches by employing differ-
ent algorithms for achieving better outcomes. Due to
the exponential growth of the content and the need
to extract key information effectively, text summa-
rization has attained significant attention in the last
few years [2]. Text summarization has come into exis-
tence in the year 1958 [3]. The methods for text sum-
marization include extractive and abstractive sum-
marization. Text summarization is performed using
various techniques, such as attaining the occurrence
or frequency in a sentence or the existence of a word
or sentence in a specific place in the sentence or para-

graph. While summarizing the text, there are possi-
bilities of various unwanted or irrelevant data, which
can be removed during the pre-processing stage using
various pre-processing techniques, such as removal
of stop words [4], lemmatization, stemming [5], to-
kenization [6], removal of punctuations [7] and other
such techniques.

According to various studies, LSTM (Long Short
Term Memory) is predominantly used for analyz-
ing the text, speech, and voice sequence-to-sequence
(Seq2Seq) data analyzing process. Likewise, Kovace-
vic and Keco [8] used Amazon’s database of food and
product review datasets have been used for text sum-
marization. The encoder-decoder architecture, with
stacked LSTMs in the encoder phase and an atten-
tion layer mechanism, has been used for text summa-
rization. In addition, bidirectional LSTMs were used
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instead of the unidirectional approach. The com-
bination of LSTM and stacking results in increased
sequence representation and quality in summariza-
tion. The produced outcome of the study is gen-
erally compatible with original summaries that con-
vey the same intellectual meaning. In recent days,
an enormous amount of textual information has be-
come available throughout the internet. The infor-
mation has been scattered in many places in many
forms. The process of summarizing and generating
concise textual content without altering the original
meaning is a challenging task [9]. Therefore, methods
like sequence-to-sequence deep neural network mod-
els such as Long Short Term Memory (LSTM) or
Gated Recurrent Unit (GRU) were used by Nguyen
[10] to handle the textual formats. The process con-
sists of two steps: encoding the input and generating
the summary. The LSTM model has lost some input
information during text encoding and produces inap-
propriate results, which leads to muted output. The
Recurrent Residual Attention mechanism has tested
Amazon’s dataset and outperformed previous meth-
ods.

An enhanced approach has been combined with
the Deep Learning technique for text summariza-
tion. Some feature extraction models are listed be-
low: k-means, affinity propagation, DBSCAN, and
PageRank. The deep Learning model is supposed to
propose a system for unsupervised abstractive sum-
marization. The sample dataset was collected from
Amazon’s product reviews, consisting of 142.8 million
reviews from May 1996 to July 2014 [11]. Practically
difficult to evaluate and summarise when it comes to
unsupervised data. To achieve the expected perfor-
mance, some suitable metrics are used, like ROUGE-
1, semantic similarity, sentiment accuracy, attribute
match, and content preservation, to measure the sum-
mary’s quality. A collective approach has been cre-
ated for text summarization, which examined the raw
data and produced robust extractive and abstract
summarization. RNN and LSTM models are used
to create the extractive summarization. The output
created from this architecture is taken as an input
source for abstractive summarization, and the Pointer
Generator Network is used for implementation. The
standard CNN/daily mail dataset has been examined
for experimental purposes. The results are evaluated
using ROUGE scores [6]. Pieta demonstrated [12] the
Pytorch-nuevo ML technique for Deep Learning neu-
ral network computation. The framework has been
capable of solving NLP tasks, which include text sum-
marization based on RNN, LSTM, and seq2seq.

For examining the task, Amazon’s and IMDB
Movie reviews are used in ROUGE-N, BLEU, and F1
algorithms. Muthiah used [13] logical and human-
readable textual summaries of the online product
reviews collected over a period of time. The col-
lected samples are given to the abstractive and ex-

tractive approaches to attain more concise results.

The Combined Extractive Abstractive Text Summa-

rization (CEATS) model and sequence to sequence

encoder and decoder model made for RNN LSTM
networks to achieve the best results. Likewise, an
attention mechanism was used [14], which is termed

Neural Machine Translation (NMT). In general, two

classes of attention are discussed. Local and Global

attention is known as attention classes. The study fo-
cuses on employing local attention in the Long Short-

Term Memory (LSTM) model to generate Abstrac-

tive text Summarization (ATS) for the Amazon Fine

Food review dataset used for evaluation. ROUGE-1

and ROUGE-2 performance are compared, and the

desired output is achieved

Though existing studies delivered better results for
text summarization, they still lagged in delivering fast
and accurate outcomes in accordance with text sum-
marization due to ineffective algorithms. Therefore,
the proposed study employed a hybrid LSTM-GRU
with the M-AM model for text summarization, as the
proposed model has the potential to deliver fast, con-
cise, crisp, and accurate outcomes for text summa-
rization and can summarize the original text without
changing the actual meaning of it. Further, M-AM
comprises 2 techniques, lexical sequence measure and
sentence context weights, for producing an effective
and efficient model for text summarization. Objec-
tives of the research include,

e To pre-process the data using text cleaning,
stop word removal, Tokenization, stemming, and
lemmatization.

e To summarize the text from large paragraph to
small using hybrid LSTM-GRU with M-AM for fast
and accurate text summarization

e To assess the efficiency of the proposed model using
ROUGE, accuracy, and loss metrics.

1.1 Paper Organization

Section II deals with conventional methods done
on a similar domain with diverse methods, as shown
in Further, Section III represents the methodology
executed in the projected system. The results and
outcomes accomplished by the projected method are
shown in Section IV. Finally, the conclusion and fu-
ture work of the projected system is shown in Section

V.

2. LITERATURE REVIEW

Various existing works with different algorithms
for text summarization are mentioned in the subse-
quent section.

Humans can summarize complex and protracted
documents in a simple and brief format. However,
when it comes to processing and summarizing huge
volumes of documents within a fraction of a sec-
ond, humans do not possess the capability to do so,
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whereas machines can [15]. Therefore, a text summa-
rization model was focused on by Atanda [16], which
aided in summarizing huge volumes of customer re-
views extracted from the Amazon dataset. The pro-
cess was carried out using the TextRank algorithm,
and the values obtained were fed to the LSTM al-
gorithm to produce the summary of the text. Like-
wise, the amazon fine food review dataset was used
by Masum [17] for summarizing the text from a large
document. To achieve text summarization, Bi-RNN
with LSTM has been used in the encoding layer, and
in the decoding layer, the attention mechanism has
been used. The objective of the model was to in-
crease the efficiency of the model and aid in reducing
the training loss of the sequence-to-sequence model
to create an abstractive text summarizer.

Correspondingly, a readable, crisp, and informa-
tive summary of the reviews was primarily focused
by Debnath [18], as these reviews assisted in making
a purchase decision for the customer. Therefore, the
LSTM model has been used, in which the first stage
dealt with data-pre-processing of the model aided in
creating an organized representation of the text, and
the second stage of the model was based on the at-
tention mechanism of the LSTM model, which was
trained, tested, and validated. Likewise, Manore [19]
used Bi-LSTM, LSTM, and LSTM with an attention
mechanism to summarize text using an Amazon re-
view dataset. Initially, the dataset was pre-processed
using various pre-processing techniques. Further, the
dataset was transformed, and features were selected
and transformed using vector representation; then,
DL models were employed for the summarization of
text, and eventually, the performance of the model
was assessed using the ROUGE metric. However,
there have been a few limitations of employing BiL-
STM, LSTM, and LSTM with AM, which include in-
sufficient computational power on the dataset.

Extensive information has been summarized into
precise information using a text summarizer, Bi-
LSTM, and PGM (Pointer Generator Mode) [20].
The LSTM model employed has been trained and
tested on the AFFR dataset. The model aimed to
deliver a dependable model for summarizing the data
in the dataset. Significant sentences were fetched by
eliminating the unwanted and irrelevant sentences.
Different parameters have been used to evaluate the
efficiency of the existing model. Different parame-
ters, such as Cosine similarity, ROUGE 1, ROUGE
L, and ROUGE 2, were employed to evaluate the
model’s efficacy [20]. Data has been reachable and
obtainable all over the world in humongous num-
bers. However, it is quite challenging to read long
texts as they can become tedious. Hence, Singh
[21] utilized the D-NN model for text summariza-
tion as it comprised of sequence to-sequence encoder
model, which was the LSTM model. Data pre-
processing techniques were employed for generating

precise output, including removing duplicate values,
short words, special characters, punctuations, sym-
bols, etc. The different approaches were handled in
the D-NN model by employing sequence to sequence
using attention mechanism (AM) and sequence to se-
quence using encoder—decoder and finally, summa-
rization of texts by employing GPT-2, NLTK, and
BERT model. ROUGE metrics such as ROUGE-1,
ROUGE 2, and ROUGE -3 have been used by the
model for evaluating the accuracy.

The study of Divya [22] focused on the LSTM
model, which comes under a Type of RNN model.
The pre-processing of the data involves converting
everything to lowercase, Removing ’, eliminating any
special characters and punctuations, and removing
stop and short words. The LSTM model was em-
ployed for text summarization as LSTM employed
backpropagation to train the model. Due to this,
the LSTM model could be employed for text sum-
marization techniques. Similarly, different methods
like LSTM, BART, Pegasus, and the BART-Large
model have been utilized by Mercan [23] for summa-
rizing the text. News summary dataset, amazon fine
food review dataset, and so on were used, and the
outcome of the study has shown that BART-Large
was identified to provide better performance than the
other existing ones. Likewise, Sanjabi [24] fixated
on using DL architecture in NLP as it aids in bet-
ter text summarization. It has been believed that
DL architecture, aided in NLP, has resulted in better
outcomes for text summarization. In most cases, a
better outcome has been delivered by adding an At-
tention mechanism to RNN. Different pre-processing
steps have been employed in the study to reduce the
model’s noise. Therefore, pre-processing techniques
like removingl of stop words, duplicate words, bad
characteand rs, and white spaces were conpart of
thepart of the pre-processing process. [24].

Similarly, summarizing online reviews in the text
was carried out by Sheela [25] by incorporating the
RNN-LSTM model along with the RVA and CM
(copy mechanism) to generate a summary for a par-
ticular text. The RNN with RVA process has been
trained via FF-NN with encoder-decoder to solve the
summarization [25]. Another DL method incorpo-
rated in the study by Boumahdi [26], where CNN and
auto-encoder were used as the primary objective of
the study, was to generate the best and most precise
summary for Amazon food review datasets. Further,
the paragraph has been rebuilt using the ROUGE
metric [26].

Abstractive and Extractive summarization

Text summarization can be accompanied by em-
ploying 2 methods, which include abstractive summa-
rization and extractive summarization [27]. However,
very less comparison has been made for these tech-
niques. Hence, Bhargav [28] has emphasized com-
bining sequence two sequence decoder with attention
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and extractive model usually comprised of KNN al-
gorithm, BERT model for Amazon fine food review
dataset. The pre-processing steps involved in the
study have been the removal of HTML tags, stop-
words, special characters, and so on. Different mod-
els were compared, in which the BERT model per-
formed better than the existing KNN model during
the training as well as the testing process by using
various evaluation metrics such as ROUGE-1, soft
cosine similarity, count vectorizer, and Tf-idf. Future
work of the study emphasized distinguishing different
models for text summarization. Therefore, effective
models aided in delivering better text summarization
and finding better text quality [28].

2.1 Problem Identification

From the assessment of the above-existing works,
core concerns are emphasized as explored below,

e The value of ROUGE obtained in the projected
study is low, which makes the model inefficient for
text summarization [18].

e The existing study is slow and inaccurate for text
summarization, which makes the process of text
summarization lousy [28].

3. PROPOSED METHODOLOGY

Text summarization is the process of generating
short, crisp, concise, and, most importantly, accurate
summaries from a long and huge document. How-
ever, problems can arise when summarizing long or
inappropriate paragraphs into crisp and concise ones,
which include inaccurate and irrelevant text. There-
fore, various DL techniques were employed for text
summarization, however, prevailing models are not
capable enough to summarize the text in a fast and
accurate manner, which can be overcome by using
the proposed hybrid LSTM-GRU with M-AM for text
summarization, as the proposed framework is capa-
ble of delivering fast and accurate outcome for text
summarization. Fig.1 shows the overall method of
the proposed work.

Data-processing
Text cleaning
Toke
Amazon et - LSTM-GRU Hybrid
Fine Food [—4 ————— |—f 7 Network with Modified
N splitting . .
Review Attention Mechanism
Stop word
removal
Stemming and Perforn’ance
Lemmatization Metrics
Fig.1: Owverall Method of the Proposed Work.

The overall flow of the proposed model is de-
picted in Fig.1. Initially, Amazon fine food review

dataset is loaded, then the data present in the dataset
is pre-processed using various pre-processing tech-
niques such as Text cleaning, Tokenization, removal
of stop words, stemming and lemmatization. Once
the data is pre-processed, data is further splitted into
train and test splits. Further, the data is fed into
the LSTM-GRU hybrid network with a Modified At-
tention Mechanism (M-AM). LSTM-GRU with the
MAM model aids in summarizing a large paragraph
into crisp and concise text for an easy and under-
standable format quickly and accurately. The m-
AMm-AM model employed for the attention mech-
anism uses lexical significance measures and sentence
context weights. Finally, the performance of the pro-
posed model is assessed using the ROUGE metric.
This metric assists in evaluating the automatic sum-
marization and machine translation software in NLP.

3.1 Data Pre-Processing

Data Pre-processing is employed to remove the re-
dundancies, inconsistencies, and missing values, as
these aspects can lead to inaccurate and poor out-
comes. Hence, it is extremely important to clean the
dataset to avoid the poor user experience. There-
fore, the proposed model incorporated various pre-
processing techniques such as Text cleaning, tokeniza-
tion, stop word removal, and stemming & lemmati-
zation.

e Text cleaning aids in the removal of repeated words
and other wanted noises, which come in different
forms. The objective of implementing text cleaning
is to eliminate the dataset’s noise while retaining
much relevant information.

e Up next, the tokenization process is incorporated.
This process aids in breaking the raw text into
tiny chunks. Tokenization aids in interpreting the
meaning of the text by examining the sequence
of the words. Stop word removal aids in remov-
ing highly frequent words from the text since it
does not add any valuable information to the text.
Stop word removal and eliminate common and non-
meaningful words such as “the” and “and” from the
respective text.

e Finally, stemming and lemmatization are per-
formed for pre-processing, in which stemming aids
in reducing the number of unique words and en-
hances the performance of the model for summa-
rization. Similarly, lemmatization is employed for
pre-processing and grouping various inflected forms
of similar words.

3.2 Text Summarization — LSTM-GRU Hy-
brid Network

LSTM is referred to as a type of NN that can be
learned with the help of text data. LSTM is measured
as a helpful algorithm for a sequence of text since
LSTM comprises the running memory, which aids in
long-term dependencies and the structure within the
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long sequences. LSTM with AM (Attention Mecha-
nism) is generally operated by managing the entire
output of LSTM within a sequence and training a
separate layer to pay attention to specific parts of
the output instead of others. The LSTM model is
set to return the sequences, in which the sequences
of the inputs are p = (p1,p2,...,pr). More-
over, the sequence of the hidden vector is shaped by
g = (q1,92,-..,q7). Further, the output is denoted
by h = (hy,hs,...,hr)of similar length, and the
iterating the equations form t=1 to T.

he = H(W gtpnpe + Wgynnhi—1 + by) (1)
yr = Wathits, (2)

he =y (3)

Here, Wgt is denoted as weight matrices, b is rep-
resented as the bias vector, and H is denoted as the
function of the hidden layer. Though LSTM can solve
the problems of long-term issues such as dependency
on RNN. However, the RNN lacked in determining
the word stored within the long-term memory. Nev-
ertheless, it could still afford better predictions from
the current information. In addition, RNN could de-
liver suitable performance due to the increase in gap
length; however, by default, LSTM has the caliber
to sustain the information for a long time. It can
predict, process and classify in terms of time series
data. Nevertheless, LSTM has a few drawbacks, such
as the requirement for more memory due to the us-
age of additional parameters and operations, which
are computationally expensive. Hence, the more ad-
vanced model is used as it only possesses fewer gates
and fewer parameters than LSTM, which is GRU.
Fig.2. shows the architecture of LSTM.

|
N .

t-1 /

'O ® 5
Ctanh 2
® o &)
f i C; ¢
(o] (o]
t-1 he

\ —

Xt

Fig.2: Architecture of LSTM.

Where, ¢t — 1 is denoted as cell state, f; is repre-
sented as Forget gate, h; is denoted as Hidden gate,
i; represented as input gate, ¢; denoted as candidate
gate, and o; is represented as output gate, o is de-
noted as sigmoid and tanh is represented as the ac-
tivation function in Fig.2. The key components of

LSTM architecture controls the flow of information,
a memory cell to store and update information, and
activation functions to control the output.

GRU is considered to be more effective as well as
efficient than the LSTM, as GRU possesses the bene-
fits of condensing the structure of LSTM by plunging
the computation to update the hidden state through
unraveling the concerns of LTD (Long Term Depen-
dency), thereby alleviating the performance of the
LSTM. When compared with the LSTM, GRU is
faster and employs less consumption of memory as
it has the potential to capture long-term dependen-
cies. Due to these reasons, GRU is considered to be
more efficient than the LSTM model. Fig.3. shows
the architecture of GRU.

hy

hey /

Xt

Fig.3: Architecture of GRU.

Where z; is denoted as the update gate, r; is repre-
sented as the reset gate, x; is denoted as the current
time input, H; 1 is represented as the previous net-
work state and Gy is denoted as the candidate state
in Fig.3. GRU gate is similar to LSTM with a forget
gate but it has fewer parameter, however, it consists
of fewer parameter than the LSTM model as it does
not have an output gate. The performance of GRU
is found to be more effective for NLP language. The
sequence is initially read by the reset gate, and if the
input is considered to be a necessary one, then the
input sequence is updated by employing the update
gate, which throws the information and waits for the
upcoming input. In GRU, the cells are comprised of
input and forget gates. In which the input, as well
as the forget gate, is controlled by using GC (gate
controller) z. input gate is open, and the forget gate
is closed if z is denoted as 1, while the input gate is
closed, and the forget gate is vice-versa if z is 0.

re =o(Wgtrhi—1 + Uppy) (4)

2z = oWyt hi—1 + U.py) (5)

At every step, previous (t-1) memory is hoarded,
and the input of the time step is cleared. Therefore,
cells of the GRU are controlled by employing equa-
tions 6 and 7,

¢y = tanh(Wyt.(hy — 1) + Uepy) (6)
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hi=(z®c)+ ((1 —2)hi—1) (7)

GRU is considered an improvement of RNN, which
aids as a special gating mechanism to control the over-
looking as well as the withholding of information, as
it deals with the vanishing of gradients of the vari-
ables. Moreover, it also falls into the production of
locally ideal solutions. Though GRU has various ad-
vantages over LSTM, it is not as effective as LSTM in
learning long term dependencies, especially in compli-
cated and complex task. Therefore, LSTM and GRU
are combined together and employed for text summa-
rization in the proposed framework.

3.2.1 Modified Attention Mechanism

AM improves the model by selectively focusing on
the important input elements by augmenting the ac-
curacy of prediction and aiding in aggregating the
computational efficiency. Hence, AM in DL is uti-
lized for concentrating the model on the pertinent
part of the input while making the prediction. It
challenges to utilize the similar action of selectively
concentrating on the pertinent things while snubbing
the inappropriate features of DNN. However, AM is
considered to be a challenging one for the training
process, particularly complicated and large tasks, due
to the addition of more weight to the model parame-
ter, which can lead to more increased training time.
Due to these reason, it can make the model ineffective
and inefficient for text summarization. Fig.4. shows
the model of M-AM.

Word and sentences

LSTM <> GRU

Lexical Significance
Measures

Attention Mechanism

Sentence context Weights

Encoder Decoder

Activation Function

Fig.4: Modified-Attention Mechanism.

Therefore, to overcome the problems, the proposed
framework employs the M-AM model, which consists
of sentence context weights and lexical significance
measures. Figure 4 shows the process involved in
text summarization. In which the words and sen-
tences are pre-processed, and then the input is fed to
the LSTM and GRU model; further attention mecha-

nism is performed using lexical significance measures

and sentence context weights. Then, the text enters
into the encoder and decoder as the encoder and de-
coder aid in solving the sequence 2 sequence problem
where the input and the output sequences are of vari-
ous lengths. Lastly, the activation function is utilized
as the activation function aids in deciding whether
a neuron should be activated or not by calculating
the weighted sum and further adding bias to it. The
tenacity of the activation function has always been to
lead the non-linearity into the output of a neuron.

3.3 Hybrid LSTM-GRU with M-AM

The proposed framework summarizes text to fetch
crisp and concise outcomes. Hence, the proposed
model employed a hybrid LSTM 4+ GRU model with
M-AM for better text summarization. Fig.5 shows
the process of the proposed framework for text sum-
marization using LSTM + GRU model.

3
o © @
£ 2

Great..Food

—
—
—
—

Optimized
Attention
mechanism

.‘I‘., Decoder —

) R, s

Fig.5: Mechanism of the Proposed Work.

Initially, the set of sequences or a sequence is
taken as input, and various pre-processing techniques
have been taken to remove the unwanted and irrele-
vant data from the Amazon fine food review dataset.
Then, the encoder is used by LSTM as it reads the
entire input sequence, wherein, at each step, 1 word
is fed into the encoder. Later, it processes the in-
formation at every timestep and captures the contex-
tual information that is present in the input sequence.
From the encoder, the input is fed to LSTM, in which
the input gate decides the relevant information, which
could be added from the existing step, and the forget
gate determines the relevant and irrelevant data from
the previous steps. Finally, the output gate is used
for finalizing the next hidden state.

Further, the output from the LSTM is fed to GRU,
in which the reset gate is used to read the sequence,
and if the input is considered necessary, it is sent
to the update gate for updation. Further, an at-
tention mechanism is employed for using M-AM by
employing lexical significance measures and sentence
context weights for delivering better performance for
text summarization. M-AM equations employed in
the proposed study,
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hy = tanh(W gtpx, + Wgtphi—1 + b) (8)
er = o(pl Watexs_1 + by) (9)

a; = softmax(e;) (10)

In which h; is denoted as output from the LSTM
layer, ;; is represented as activation output, W, is rep-
resented as the weight of the attention network, a,q +
is denoted as the softmax activation function. Lastly,
the decoder generates the output sequences based on
the fixed-length representations attained from the en-
coder and delivers the output sequence. This working
mechanism aids the proposed model in delivering fast
and accurate outcomes for text summarization.

4. RESULTS AND DISCUSSION

The proposed design has been executed with
Python. The obtained results are discussed in this
section, along with a comparative analysis to deter-
mine the efficacy of the proposed approach over con-
ventional methods.

4.1 Dataset Description

Amazon’s fine food review comprises reviews of
fine foods from Amazon. The data span more than
ten years, which includes all 5,00,000 reviews till Oct
2012. The review consists of user and product in-
formation, and ratings as well as plain text of the
review. It encompasses reviews from all categories of
Amazon. Table 1 shows the Amazon fine food review
dataset.

Table 1:

Data Comprises of

Reviews consist of — 568,454

Users — 74,258

260 Count of users with less than 50 reviews

Amazon Fine Food Review Dataset.

4.2 Performance Metrics

Performance metrics are employed to evaluate the
performance of the projected system by using metrics
like ROUGE, accuracy, and loss.

a) ROUGE

ROUGE metric is used to identify employability,
which aids in assessing the summaries of the text. It
depends on the comparison between reference sum-
maries and generated summaries. It is computed by
using the equation 11,

> S €(referencesymmaries) Y gram, € S Countmatchgram,,

ROUGE =
> S €(referencesymmaries) Y gram,, € (gram,)

(11)

b) Accuracy

Accuracy is claimed as the measure of total accu-
rate classification. The accuracy range is calculated
with the following equation 12,

B TRN +TRP
" TRN + FLN + TRP + FLP

Acc (12)
Where TRN signifies True negative, TRP is True pos-
itive, FLN is False negative, and FLP is False posi-
tive.

¢) Loss

The loss is estimated based on the testing and
training. The interpretation of the loss is heavily de-
pended on the training and testing performance of the

model. Table 2 shows the percentage split of data.

Table 2: Percentage split of data.

Set Percentage
Training Set 70% (approximately 350,000
reviews)
Testing Set 15% (approximately 75,000
reviews)
Validation Set | 15% (approximately 75,000
reviews)

The data split in Table 2 provides substantial data
for training the model while still leaving a consider-
able portion for testing and validation. Adjustments
can be made based on specific requirements, the na-
ture of the task, and the size of the dataset.

4.3 EDA

EDA refers to an approach that analyzes the
datasets to summarize the primary characteristics
more often with visual approaches. The objective of
the EDA is to help look at the data before making any
assumptions. The purpose of the EDA is to make any
errors and aid in understanding the patterns within
the data and identify the outliers and anomalous be-
havior present in the data. Fig.6 shows the count of
the text and the summary count after the data clean-
ing process, in which the range of text lies between
5000 and 6000, whereas in summary, it lies more than
2000.

4.4 Performance Analysis

Performance of the model is evaluted in the subse-
quent section with accordance with loss and accuracy
of the model. Fig.7 shows the accuracy and loss of
the proposed model.

Fig.8 shows that maximum accuracy is obtained
in the testing phase, whereas the loss rate, which has
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been attained, was identified to be reduced in the
testing stage.

4.5 Experimental Result

Results, which have been obtained after the pre-
diction, are tabulated in Table 3. Evidently, the pre-
dicted summary reflected the precise meaning of the
original summary without any major changes from
the original summary.

Table 3: Amazon Fine Food Review Dataset.

Review: fact like artificial taste orange drink
taste artificial taste would stick plain orange
juice orange like

Original summary: nothing great about this
Predicted summary: great product
Review: bought Amazon sold stores delicious
taste like cookies bought flavors one like
chocolate chip others though wonderful
calories try eating healthy treats sometimes
perfect treat since never eat regular cookie get
tasty cookies

Original summary: So Delicious

Predicted summary: Delicious

Review: got tea and decided to try the brand
tea. I was surprised by the wonderful flavor,
like putting bag, the quality bags value tea.
Original summary: Great for the price
Predicted summary: Price good

4.6 Comparative Analysis

Comparative Analysises are used for comparing
the conventional methods with the proposed model
with the aim of evaluating the efficiency and effi-
ciency of the proposed method. From the table, it
can be identified that the existing LSTM has attained
the ROUGE rate of 33.33, and the GRU model at-
tains the ROUGE rate of 34.5. Whereas the Proposed
model attained a ROUGE rate of 55.5, which shows
the efficiency and efficacy of the proposed model for
text summarizer. Fig.9 shows the graphical illustra-
tion of table 4.

Table 4: Comparative analysis.

Performance Metrics | Rouge-I
Existing results 1 [29 33.33
Existing results 2 [30 34.5
Proposed method 55.5
Rouge-I
60
50
§ 40
= 30
> 20
0
Existing Existing Proposed
results 1 [26] results 2 method
[27]
Methods

Fig.9:
posed.

Comparative analysis of existing and pro-
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From the experimental outcome, it was identified
that the proposed hybrid LSTM-GRU with the M-
AM model had delivered better outcomes than the ex-
isting LSTM and GRU methods due to the ability to
summarize the text faster and more accurately than
the existing ones. The incorporation of M-AM has
made the model more efficient for text summarization
as these techniques employed sentence context weight
and lexical significance measure for attention mecha-
nism. Further, by using M-AM, weights are allotted
to the parameters accordingly, making the proposed
model efficient and effective for text summarization.

Discussion

The CNN approach is generally considered chal-
lenging for capturing long-term context information
and needs numerous CNN layers for capturing long-
term dependencies. Therefore, the study used a
BiLSTM-based CNN model for classifying and re-
flecting the helpfulness of reviews using the Amazon
dataset. However, the model lacks summarizing a
text in a specific category [31]. Likewise, the author
utilized stacked LSTM based on the Attention mech-
anism using a sequence-to-sequence model to gener-
ate a summary to obtain a short, understandable,
and fluent abstractive summary for the Amazon fine
food dataset. Nevertheless, the performance of the
model was considered to be effective in terms of exact-
ness [32]. Correspondingly, beam search decoder dur-
ing the inference phase with linear normalization and
LSTM in the encoder-decoder sequence—to—sequence
model, along with attention mechanism for enhancing
the processing speed of the review sentence [33].

Though the studies are capable enough for clear-
cut text summarization obtained by the prevail-
ing works, they still lack in delivering satisfactory
outcomes due to ineffective algorithms. Therefore,
the proposed work predominantly utilized a hybrid
LSTM-GRU model with M-AM for fast and precise
text summarization. By doing so, the ROUGE metric
value obtained by the proposed model is 55.5.

5. CONCLUSION

Text summarization is one of the major domains
in NLP. Text summarization is primarily used for
creating a short, precise, and crisp text of a longer
document. It is considered a beneficial application
of NLP, which delivers a short and meaningful sum-
mary of a lengthy paragraph, thereby aiding in effi-
ciently understanding the essence of the topic. There-
fore, various existing studies have employed different
methods for text summarization. However, existing
methods do not possess the potential to summarize
long text quickly and accurately. To overcome this
issue, the proposed model employed Hybrid LSTM-
GRU with M-AM for text summarization. The pro-
posed model is pre-processed using text cleaning, tok-
enization, stop word removal stemming, and lemma-

tization. This model aided in delivering faster and
employs less consumption of memory.

Along with it; it has the potential to capture
long-term dependencies as well. Besides, M-AM is
employed in the proposed model using lexical sig-
nificance measure and sentence weight context for
an effective text summarization model. Finally, the
model’s output is identified using the ROUGE metric,
in which the value obtained by the proposed model
was 55.5%, whereas the ROUGE value obtained by
the existing LSTM and GRU was 33.33 and 34.5. In
the future, additional, more effective DL algorithms
can be used for summarizing the text effectively.

In conclusion, the Amazon Food Review Text
Summarization dataset exhibits limitations, includ-
ing biased representation, potential context over-
sights, and imbalanced review lengths. Its granular-
ity may be insufficient for nuanced sentiments, and
ethical concerns related to user privacy should be
acknowledged. The dataset’s adaptability to evolv-
ing language trends and domain-specific jargon poses
challenges. Despite these limitations, leveraging the
dataset can yield valuable insights with a mindful ap-
proach to address biases and ethical considerations.
Further research and refinement are essential for en-
hancing the dataset’s robustness and ensuring its ap-
plicability in diverse linguistic and cultural contexts.
The current study’s limitations include a relatively
small sample size, potentially limiting the generaliz-
ability of findings. Methodological constraints, such
as the chosen research design or data collection meth-
ods, may introduce bias or hinder the exploration of
certain aspects.
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