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ABSTRACT Article information:
Gathering information from multiple data sources takes a long time to col-
lect, analyze, and classify. Furthermore, if the data sources have di�erent
data structures, the merged data structure must support such heterogene-
ity. In addition, semantic of data must also be considered. This paper pro-
poses automated knowledge integration from heterogeneous data sources
using ontology engineering combined with text analytics. Text stemming
is used to preprocess data. Part-of-speech (POS) tagging, Universal De-
pendencies (UD), and text similarity measurement called cosine similarity
are used to analyze and integrate data. Our work focuses on �ve COVID-
19 knowledge scopes: COVID-19, coronaviruses, diseases, pandemics, and
vaccines. For evaluation, six ontologies were constructed with six di�erent
cosine similarity values ranging from 0.5 to 1.0. Each constructed ontology
has COVID-19 related and non-COVID-19 data in a ratio of 70 to 30. The
six constructed ontologies were evaluated for consistency with the original
data. Using cosine similarity with 0.6, precision, recall, and F1-score are
0.82, 0.71, and 0.76, respectively, and the constructed ontology is optimal,
containing the highest amount of relevant COVID-19 information for this
case study.
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1. INTRODUCTION

Coronavirus Disease 2019 (COVID-19) is a world-
wide pandemic caused by severe acute respiratory
syndrome coronavirus 2 (SARS-CoV-2), which is
rapidly spreading worldwide. For the past few years,
a large number of people have been infected and died
from the infection. Hence, the information about
COVID-19 is of interest to many people. There
are many interesting perspectives on COVID-19 in-
formation to be collected and studied, such as vac-
cines, transmission, prevention, etc. This information
is published by many organizations, such as World
Health Organization (WHO) and Health ministries
of various countries. The information is also hosted
on many repositories, such as crowdsourced DBpedia
and Wikipedia, among many others. However, the
provided information is in various �le formats such
as CSV, JSON, ontology, and HTML, with di�erent
data structures. Manually collecting and linking data
from heterogeneous data sources is cumbersome. If
there is a system that can support knowledge integra-

tion and store this knowledge automatically, the time
for collecting, analyzing, �ltering and storing will be
reduced. Additionally, the structure for integrating
data from various sources must support di�erent data
formats and be scalable.

Ontology is a knowledge base used to store con-
cepts. It can support a variety of relationships
such as superclass/subclass, is-part-of, and associa-
tion. Moreover, ontology data are stored in a seman-
tic graph that can support a variety of data struc-
tures. Automated ontology construction from het-
erogeneous data sources requires text analytic tech-
niques. Natural Language Processing (NLP) is a text
analytical technique providing many functionalities,
such as text preprocessing and text analysis, which
can support data cleansing and domain classi�cation,
respectively.

In this research, data from heterogeneous sources
are automatically merged to construct COVID-19
knowledge by using ontology engineering and text
analytics. Web-based services, such as HyperText
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Transfer Protocol (HTTP) request and web Appli-
cation Program Interfaces (APIs), are used to col-
lect the structured COVID-19 data. In contrast, web
scraping is used for managing the unstructured data.
Gathering and storing relevant COVID-19 knowledge
will be helpful to people in various fields for future
study and research.

2. RELATED WORK

2.1 Heterogeneous Data Source Integration

The challenge of data integration [1] is how to
deal with the following heterogeneity: data model,
data relationship, and data semantic. It is not easy
to prepare and store the heterogeneous data formats
into one relational data model, because the relational
models typically reside on specific relationships pre-
defined in the relational database schema. On the
other hand, ontology schema is flexible and can sup-
port various data structures.

Dynamic integration [2] is a principle of weakly
structured data integration from web-system. The
weakly structured data are transformed in the in-
tegration process. The transformation may relate
to the presence of following conflicts: heterogeneity,
name, semantic, and structure. Ontologies and meta-
models are used to create a system of dynamic inte-
gration of weakly structured data.

Web scraping [3] is a technique to extract specific
information from an HTML tags. Python Beautiful-
Soup [4] is a library used to inspect the contents of
all HTML tags.

This article focuses on creating an ontology schema
and integrating relevant ontology information from
heterogeneous structured and unstructured data.

2.2 Text Analytics

One of the text analytical techniques is text pre-
processing. This method is used to make the original
text processable and analyzable. Text preprocessing
in [5] is used to prepare text data for sentiment anal-
ysis, an analysis of digital text to determine the emo-
tional tone of the message, which includes the follow-
ing steps: tokenization, text cleansing, part-of-speech
(POS) tagging, and text stemming.

Text analysis relies on linguistic theory to ana-
lyze the syntax of a language. Universal Dependency
(UD) [6] is a framework used to create treebank struc-
tures for more than one hundred languages. It utilizes
grammatical relations between words in sentences to
display morphosyntactic structures with morpholog-
ical features and POS tags to provide word prop-
erties. Morphosyntactic structures are grammatical
categories or linguistic units with morphological and
syntactic properties in a sentence structure. Morpho-
logical features in linguistics are stem or root words,
suffixes, and prefixes.

The cosine similarity [7] is used to match classes
between two transport ontologies. The similarity be-
tween classes from two ontologies are measured. If
the cosine similarity is greater than or equal to 0.5,
the two classes are assumed to be similar. The cosine
similarity is defined in (1).

Cosine Similarity =
vA · vB
‖vA‖ · ‖vB‖

(1)

where, vA ·vB is the dot product between vectors A
and B, while ‖vA‖ ·‖vB‖ represents the cross product
between lengths of two vectors.

Text analytic techniques used in this paper are
as follows. POS tagging is used to extract noun
phrases from sentences of data sources. Text stem-
ming is used in text preprocessing to remove affixes
from noun phrases. UD is used to eliminate the noun
phases containing specific irrelevant terms, such as
polio vaccine, influenza disease, etc. Cosine similar-
ity is used to measure the relevance of preprocessed
data acquired from heterogeneous data sources.

2.3 Ontology Engineering

Ontology [8] is a formal specification of knowl-
edge concepts consisting of classes, properties, and
instances. It is used to describe knowledge instances
and relationships among them. Six steps of ontology
engineering [9] are used to design ontology.

1) Determine Scope: Scopes or concepts to be cov-
ered by an ontology are determined in this step.

2) Consider Reuse: This step is used to find other
existing ontologies that are suitable for the current
task.

3) Enumerate Terms: Terminologies related to on-
tology concepts are defined in this step.

4) Identify Classes and Properties: This step is
used to identify classes and their properties related to
an ontology. There are two types of properties: data
properties and object properties. Data property is
used to connect an instance to literal value(s). Object
property is used to relate instances of two classes.

5) Define Constraints: This step is used to define
ontology constraints. There are two types of con-
straints: class restriction and property restriction.
Three are three main class restrictions: quantifier
restriction, cardinality restrictions, and hasValue re-
striction. Property restrictions are cardinality restric-
tion, value-type restriction, and domain-range restric-
tion.

6) Create Instances: This step is used to create
instances of ontology classes.

In this research, processes used for constructing
ontology schema and merging ontology data, are
based on ontology engineering.

2.4 Ontology Evaluation

An information retrieval metric [10] is used to eval-
uate an ontology. The evaluation performances are
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determined by precision, recall, and F1-score, dis-
played in (2), (3), and (4), respectively. The precision
is the fraction of the documents retrieved relevant to
the information needed. The recall is the fraction of
the documents relevant to document retrieved. The
F1-score provides a weighted harmonic mean of the
precision and recall.

Precision =
RelevantRetrieved

Relevant
(2)

Recall =
RelevantRetrieved

Retrieved
(3)

F1score =
2 ∗ Precision ∗Recall

Precision + Recall
(4)

The constructed ontologies will be evaluated using
precision, recall, and F1-scores.

3. METHODOLOGY

COVID-19 ontology is constructed automatically
based on ontology engineering process and text an-
alytics. Text analytic is applied to integrate data
from heterogeneous data sources. There are five steps
in COVID-19 ontology integration displayed in Fig.
1. Python has various libraries to support Extract
Transform Load (ETL) processes and data analytics.
The Python libraries are therefore used in the auto-
mated ontology construction process.

Fig.1: Automated ontology construction using on-
tology engineering and text analytics.

3.1 Determine Scope

Knowledge constructed in this case study is to raise
COVID-19 awareness. Scopes of the ontology are
focused on COVID-19, Coronavirus, Disease, Pan-
demic, and Vaccine.

3.2 Data Acquisition

COVID-19 information is available from various
sources. The information is provided in many web-
based services, such as HTTP request, web APIs,
and web pages. The information gathered from these
sources is about COVID-19 knowledge and statistics
on infections and deaths, excluding sensitive informa-
tion, such as patient and their medical records. This
information is classified into two groups: structured
data and unstructured data obtained from trusted
sources, as follows:

1) Structured Data: The structured data are typi-
cally cleansed, and have clear structure. The follow-
ing techniques are used for data acquisition:

a. DBpedia: DBpedia [11] is a Web API service
for extracting knowledge data in many domains
from various sources, and making them avail-
able on the web using Semantic Web and Linked
Data technologies. Data provided by the DB-
pedia are in ontology formats, and SPARQL
query tools are allowed for accessing the on-
tology data. Python SPARQLWrapper [12] is
used as an ontology query tool to obtain only
data related to the determined scopes in ontol-
ogy Terse RDF Triple Language (Turtle). The
ontology Turtle represents knowledge in triples
containing subject, predicate, and object. It
is an appropriate format for later steps. An
algorithm for gathering data from DBpedia is
displayed in Fig. 2.

b. HTTP requests to World Health Organization:
WHO provides HTTP request service to search
and download vaccine-related information. The
determined scopes were used to search for infor-
mation provided by WHO. The results returned
from this source are CSV files. Python pandas
is used to convert the CSV files to dataframes,
which are then analyzed. The names of the CSV
file are set as the name of dataframes.

c. disease.sh: The disease.sh [13] is an open
disease-related statistics web API in JSON for-
mat. It provides summaries of cases and deaths
of COVID-19 patients. Python urllib [14] is
used to establish a connection and read the
data in the JSON format provided by this
API service. The results returned from this
source are in JSON format covering COVID-
19. These JSON files were converted into
dataframes using Python pandas. The root el-
ement in the JSON file is defined as the name
of the dataframe, while the child elements are
defined as the column names.
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Fig.2: An algorithm for requesting COVID-19 in-
formation from DBpedia using SPARQLWrapper.

2) Unstructured Data: The following techniques
are used for data acquisition: Wikipedia is a publicly
available online encyclopedia and contains a signifi-
cant amount of information presented on web pages
in HTML format. The data, which are articles, are
unstructured text. Web scraping technique is used
for extracting information residing in HTML articles.
Important information is often summarized in tables
or graphs. Therefore, the information within HTML
table tags is extracted. In our work, Python Beau-
tifulSoup is applied for scraping web. The returned
data must be cleansed, and their data structures must
be created. There are three subprocesses to acquire
COVID-19 information from Wikipedia: web crawl-
ing, web scraping, and HTML table-to-dataframe
conversion. The algorithm of these subprocesses is
displayed in Fig. 3.

a. Web Crawling: This process is to browse web
pages to collect URLs matching the determined
scopes. The first set of URLs is obtained from
keyword searching on Wikipedia. Subsequently,
if the web pages of the matched URLs contain
<a> tags or links connected to other web pages,
all URLs specified after href attributes of <a>
tags are also collected.

b. Web Scraping: The web scraping techniques are
applied to extract HTML tags for each URL ob-
tained in the previous step. The HTML tables
and text in the following tags in the web pages
are extracted. The document title, <title>, de-
scribes what the document is about. HTML
heading, <h1> to <h6>, explains what the
information under the heading is about. The
<h1> defines the most general title and <h6>
defines the most specific title. The table cap-
tion, <caption> describes what the information
contained in the table is about. Therefore, the
table caption, heading, and title tags are also
extracted in this step. For the tables, the <th>
tag defines a header column in an HTML table.
The <td> tag defines the data within the col-
umn of each row.

c. HTML to dataframe conversion: The data in
HTML tables from the previous step are con-
verted to dataframes. If HTML table contains

caption, the table caption is set as dataframe
name. If table caption is not presented, the
data of the nearest heading tag is designated
as a dataframe name. The nearest heading tag
reflects the topic name more closely than head-
ing tags farther away. If both the table caption
and heading tags are missing, the HTML title
tag will be designated as the dataframe name.
Fig. 4 shows example results of unstructured
data acquisition.

Fig.3: Web scraping algorithm for collecting HTML
data from Wikipedia using BeautifulSoup.

Fig.4: Example results of web scraping algorithm.

3.3 Enumerated Term

In this step, classes in the extracted Turtle ontol-
ogy and dataframes from the previous step are an-
alyzed to enumerate terms for ontology using text
analytics. If the extracted ontology and dataframes
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are relevant to COVID-19, such class names and
dataframe names are defined as terms in this work’s
COVID-19 ontology. There are two subprocesses in
this step: text preprocessing and text similarity mea-
surement.

1) Text Preprocessing: The extracted ontology
class names follow the proper naming convention.
Therefore, text preprocessing for ontology class
names is not required. Only the dataframe names
are performed text preprocessing as follows:

a. Noun Phrase Extraction: The dataframe names
obtained in the previous step may be compound
nouns or sentences. If the dataframe is a sen-
tence, only its compound nouns are analyzed.
spaCy [15] is a library for natural language pro-
cessing in Python trained from large text cor-
pus. It is designed for text analytics using Con-
volutional Neural Network (CNN). The feature
provided by the spaCy are tokenization, Parts
of Speech (POS) tagging, and text classifica-
tion. The spaCy is used in this step to extract
the noun(s) from each dataframe name. There
are three subprocesses in this step: POS tag-
ging, noun chunking, and dependency parsing.
The POS tagging is used to identify subject-
verb-object of the dataframe names. Later,
compound nouns are extracted from the POS
tagging. Finally, the UD is applied to remove
preposition, verb, and adjective from the com-
pound nouns. An algorithm for noun phrase
extraction is displayed in Fig. 5.

b. Text Stemming: This step is used to extract the
base form of the nouns in the previous step by
removing their affixes. For example, the stem of
the words vaccines and vaccinated is a vaccine.

Fig.5: Noun phrase extraction algorithm using
spaCy.

2) Text Similarity Measurement: In this step, the
cosine similarity is used to measure the two similari-
ties: (1) similarities of ontology class names and de-
termined scopes, and (2) similarities of nouns and
determined scopes. An algorithm of text similarity
measurement is displayed in Fig. 6 and described as
follows:

a. Similarity Measurement of Class Names: Each
ontology Turtle class name is measured cosine
similarity to the five scopes defined in the step
1. If the classes contain is-a relationships, only

the superclasses are measured because their
subclasses are determined as terms according
to inheritance property. If either of the similar-
ity values is greater than the threshold value,
such a class name is determined as a term in
the COVID-19 ontology. The minimum thresh-
old is set to 0.5. The closer the class is related
to the scope, the higher similarity value to the
scope the class has.

b. Similarity Measurement of nouns: Each noun
is measured cosine similarity to the five scopes.
If either of the similarity values is greater than
the threshold value, such a noun is determined
a term in the COVID-19 ontology. Otherwise,
the column names are measured instead and the
column with the highest similarity value is de-
termined as term, and the value in each row
of such a column is an instance name. The
columns used to perform similarity measure-
ment must contain texts and must not empty
in any rows because instance name must convey
its meaning. For compound nouns containing
specific words, such as polio vaccine and mon-
keypox, the specific words are compared with
synonyms of the five scopes. The specific words
that do not match any of the five scopes are
eliminated.

Fig.6: Text similarity algorithm using spaCy.

3.4 Define Class and Taxonomy

This step involves defining class and taxonomy.
Class taxonomy can be derived from the is-a rela-
tionship specified in the extracted ontology. There
are two subprocesses in this step:

1)Define Class: Terms obtained from the previous
step are defined as classes. The class names obtained
from the previous step, hereafter, called dataframe
class names. Instances of the defined classes are di-
vided into two formats:

a. The instances of classes in the extracted on-
tology, hereafter, called extracted ontology in-
stances.
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b. The instances of classes obtained from the
previous step, hereafter, called dataframe in-
stances. Each dataframe is defined as a class.
Each row in the dataframe is defined as an in-
stance. Columns of the dataframe are defined
as data properties.

2) Define Taxonomy: Class taxonomy is derived
from class hierarchies of the extracted ontology.

3.5 Define Instance and Property

First, the COVID-19 ontology is constructed by
importing ontology schema and ontology data from
the extracted ontology. Then, instances and data
properties from dataframes are merged to COVID-
19 ontology. Finally, the object properties are con-
structed on the COVID-19 ontology. There are three
subprocesses described as follows:

1) Import extracted ontology: SPARQLWrapper is
used to import schema, along with instances and their
properties from extracted ontology, into COVID-19
ontology. The SPARQL queries are generated to
query the extracted ontology and insert the query
results into the COVID-19 ontology. An algorithm
for importing extracted ontology is displayed in Fig.
7.

2) Construct instances and data properties from
dataframes: The dataframe class names are checked
for redundancy with the classes in the same scope
on the COVID-19 ontology. If the class names are
duplicated, instances of such duplicated classes are
merged. Otherwise, instances and data properties
from dataframes are inserted. If the duplicate classes
have the same data property name, the data values
of the identical data property are also merged.

3) Construct object properties: The data prop-
erty names of each class from dataframes are checked
for redundancy with the data property names of
the other classes. If property names are redun-
dant, the new object property will be constructed
as the object property link. The new prop-
erty is named by concatenating “has related by ”
and the redundant property name. For exam-
ple, “has related by symptom”. The data property
names of each class from dataframes are later checked
for redundancy with data property names of the ex-
tracted ontology classes, using the same criterion.

Fig.7: An algorithm for importing extracted ontol-
ogy using SPARQLWrapper.

4. EXPERIMENTAL RESULTS AND EVAL-
UATION

4.1 Experimental Results

Python with SPARQLWrapper, BeautifulSoup,
and spaCy library were used to develop the exper-
iment, relying on ontology engineering processes and
text analytics. The experimental results are as fol-
lows:

1) Determine Scope: COVID-19, Coronavirus,
Disease, Pandemic, and Vaccine are defined as scopes
of COVID-19 ontology.

2) Data Acquisition: The structured and unstruc-
tured data collected from four heterogeneous data
sources are transformed into two main formats: on-
tology Turtle and dataframe. The examples of these
formats are displayed in Fig. 8 and 9.

Fig.8: Example results of data acquisition in the
ontology Turtle format.

Fig.9: Example result of data acquisition in the
dataframe format.

3) Enumerate Terms: The Turtle ontology and
dataframes from a previous step are enumerated us-
ing text preprocessing and cosine similarity measure-
ment. The results are displayed in Table 1, which
shows the number of enumerated terms using text an-
alytics in many cosine similarity values. The higher
the cosine similarity value, the lower the amount of
the enumerated terms.

4) Define Class and Taxonomy: The terms from
the previous step are defined as classes. The class tax-
onomies are derived from the extracted ontology Tur-
tle. Classes and taxonomies defined in this step are
displayed in Fig. 10 using protégé [16]. Protégé is a
knowledge management tool, whose ontology schemas
and instances can be visualized as ontology graphs.



Automated Knowledge Integration from Heterogeneous Data Sources Using Text Analytics: A Case Study of COVID-19 539

Table 1: Number of Enumerated Terms of COVID-
19 Concepts Acquired from Heterogeneous Data
Sources.

Fig.10: Example classes and taxonomies of
COVID-19 ontology.

5) Define Instance and Property: Instances from
the extracted ontology Turtle and dataframes are
merged, as displayed in Fig. 11.

Fig.11: Examples of instances and properties of
COVID-19 ontology.

4.2 Evaluation

The work’s COVID-19 ontologies were constructed
using text analytics with cosine similarity varying
from 0.5 to 1.0. The data used in the ontology
construction contain data related and unrelated to
COVID-19 in a ratio of 70 to 30. The six constructed
ontologies were evaluated for data consistency with
the original data, and the following scores were mea-
sured: precision, recall, and F1-score. The precision

refers to the fraction of the constructed instances rele-
vant to COVID-19 and constructed instances. The re-
call refers to the fraction of the constructed instances
relevant to COVID-19 and constructed instances plus
constructed instances that are irrelevant to COVID-
19. The work’s ontology with 0.6 cosine similarity
has better performance than the others as shown in
Fig. 12. The elements of the COVID-19 ontologies
were counted and displayed in Table 2.

For the ontology of COVID-19 that was generated
with a cosine similarity of 0.5, it still contained in-
formation not related to COVID-19. However, the
constructed COVID-19 ontology with cosine similar-
ity ranging from 0.7 to 1.0; some relevant COVID-19
information is eliminated. The higher the cosine sim-
ilarity value, the more relevant classes are eliminated.

The high cosine similarity leads to the loss of rel-
evant information. On the other hand, if the cosine
similarity is set too low, the irrelevant information
will be included. Thus, the cosine similarity thresh-
old must be set appropriately. The ontology with
0.6 cosine similarity is the best value for integrating
COVID-19 ontology in this case study.

In conclusion, integrating knowledge does not need
the highest cosine similarity value, because not only
the exactly matched information but also relevant in-
formation is to be merged.

Fig.12: Evaluation of the work’s COVID-19 ontolo-
gies.

Example classes that are eliminated from the con-
structed COVID-19 ontologies with text analytics are
displayed in Fig. 13. Example classes irrelevant to
determined scopes of the constructed COVID-19 on-
tology with 0.5 cosine similarity are displayed in Fig.
14.

4.3 Implementation Guideline

Web application for semantic search was devel-
oped. The work’s COVID-19 ontology with 0.6 cosine
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Fig.13: Example classes that are eliminated from the constructed COVID-19 ontologies with text analytics.

Table 2: Number of Ontology Schema and Ontology
Data of Constructed COVID-19 Ontologies.

Fig.14: Example classes that are irrelevant to deter-
mined scopes of the constructed COVID-19 ontologies
with 0.5 cosine similarity.

similarity is used as a knowledge base for the semantic
search. Tools used for web application development
are Apache Jena Fuseki [17] and Python Django [18].
Apache Jena Fuseki is a SPARQL server package for
a web application. Django is used to develop User
Interface (UI) for submitting keyword search. They
work together as follows. First, the keyword sub-
mitted from UI is transformed into SPARQL query
statement using SPARQLWrapper to query COVID-
19 knowledge stored in the SPARQL server. Then,
the query results are returned to the UI. The system
architecture of the semantic search is displayed in Fig.
15. An example of semantic search using “COVID-
19” keyword is displayed in Fig. 16 and the search
results relevant to the COVID-19 scopes are displayed
in Figs. 17 and 18. The example of searching vaccine
data is displayed in Fig. 19.
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Fig.15: System architecture for semantic search.

Fig.16: A example of semantic search with the
COVID-19 keyword.

Fig.17: Example results of COVID-19 scope.

Fig.18: Example results relevant to COVID-19
scope.

Fig.19: Example results relevant to vaccine scope.

5. CONCLUSIONS

The COVID-19 ontology was constructed auto-
matically from heterogeneous data sources with dif-
ferent data structures using ontology engineering and
text analytics. COVID-19 information to be created
as instances in the COVID-19 were collected from
DBpedia, WHO web API, disease.sh web API, and
Wikipedia, each with a different structure and for-
mat. The information gathered from these sources is
divided into two types: structured and unstructured
data. Web scraping was used to collect unstructured
COVID-19 data from Wikipedia web pages. Web-
based services were used to collect the COVID-19 in-
formation in structured formats: CSV files, JSON
files, and an ontology Turtle file. POS tagging, UD
and text stemming in natural language processing,
and text similarity measurement were used to inte-
grate the COVID-19 information from heterogeneous
data sources. The work’s COVID-19 ontology with
0.6 cosine similarity is the optimal value, obtains high
precision and recall, and the constructed ontology has
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the highest amount of relevant COVID-19 informa-
tion.

This research may be used to perform automated
knowledge integration for other domains. The steps
given in the methodology section can be used; only
scopes in the first step must be redefined. In addition
to knowledge integration, this research’s methodology
can also be applied to migrate data from heteroge-
neous data sources.

The challenges of this research are (1) Multiple
sentences included in the same paragraph and (2)
many emerging terminologies. It is difficult to find
the relationship between sentences in the paragraph.
Automatic ontology construction is required to tackle
new terminologies. Several data analytic techniques
must be used to define classes, taxonomies, instances
and properties.

The COVID-19 information from CSV files, JSON
files, and web pages have not been assigned the class
taxonomy. Text classification in NLP could be ap-
plied for the task.

The COVID-19 information from web pages does
not include contents in paragraph tags (<p>). These
contents could be included in the COVID-19 ontology
schema and instances using Named Entity Recogni-
tion (NER) [19] and Hearst Patterns [20]. NER and
Hearst Patterns are combined to define taxonomy or
superclass/subclass relationship residing in the con-
tents of paragraph tags. The NER is used to identify
what class the instances belong to and Hearst Pat-
terns is later used to identify taxonomy.
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