Privacy Threats and Privacy Preservation Techniques for Farmer Data Collection based on Data Shuffling
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ABSTRACT
Aside from smart technologies, farm data collection is also important for smart farms including farm environment data collection and farmer survey data collection. With farm data collection, we observe that it is generally proposed to utilize in smart farm systems. However, it can also be released for use in the outside scope of the data collecting organization for an appropriate business reason such as improving the smart farm system, product quality, and customer service. Moreover, we can observe that the farmer survey data collection often includes sensitive data, the private data of farmers. Thus, it could lead to privacy violation issues when it is released. To address these issues in the farmer survey data collection, an anatomization model can protect the users’ private data that is available in farmer survey data collection to be proposed. However, it still has disorganized issues and privacy violation issues in the sensitive table that must be addressed. To rid these vulnerabilities of anatomization models, a new privacy preservation model based on data shuffling is proposed in this work. Moreover, the proposed model is evaluated by conducting extensive experiments. The experimental results indicate that the proposed model is more efficient than the anatomization model for the farmer survey data collection. That is, the adversary can have the confidence for re-identifying every sensitive data that is available in farmer survey data collection that is after satisfied by the privacy preservation constraint of the proposed model to be at most 1/l. Furthermore, after the farmer survey data collection satisfies the privacy preservation constraint of the proposed model, it does not have disorganized issues and privacy violation issues from considering the sensitive values.

Article information:
Keywords: Privacy Preservation, Privacy Violation Issues, Farmer Data Collection, Data Shuffling, Privacy Data Protection, Multiple Sensitive Attributes (MSA)

Article history:
Received: November 29, 2021
Revised: April 23, 2022
Accepted: June 4, 2022
Published: June 25, 2022
(Online)

DOI: 10.37936/ecti-cit.2022163.246469

1. INTRODUCTION
One of the important occupations in the world is agriculture. It is a food production source. However, only some countries can be engaged in agriculture. Moreover, some countries only have certain areas where agriculture can be possible, and some agricultural countries do not have enough efficient agricultural workers. Furthermore, we found that the quality of agricultural products is often different when they are produced from different agricultural areas. In some over-populated countries such as Ethiopia, Zambia, and Chad, two-thirds of the population faces the problem of not getting enough food. This problem is severe. It means those people do not have enough energy to lead an active life, and the children’s growth and development could be harmed. In some countries in Asia (e.g., India, Bangladesh, and Pakistan), the populations also have the problem of not getting enough food. Although lives are getting better for most people in India, Bangladesh, and Pakistan, they still have the largest numbers of hungry people across the globe. To reduce the severity of these problems, agriculture experts, agriculture companies, and agriculture universities try to propose
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Table 1: An example of the farmer survey data collection.

<table>
<thead>
<tr>
<th>#</th>
<th>Quasi-identifier</th>
<th>Sensitive group 1</th>
<th>Sensitive group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Blood</td>
<td>Gender</td>
<td>Age</td>
</tr>
<tr>
<td>d₁</td>
<td>O</td>
<td>F</td>
<td>53</td>
</tr>
<tr>
<td>d₂</td>
<td>B</td>
<td>M</td>
<td>44</td>
</tr>
<tr>
<td>d₃</td>
<td>O</td>
<td>F</td>
<td>50</td>
</tr>
<tr>
<td>d₄</td>
<td>A</td>
<td>M</td>
<td>46</td>
</tr>
</tbody>
</table>

With Example 1, we can see that although the released farmer survey data collection does not include any explicit identifier of farmers, it still may have privacy violation issues that must be addressed. To address these issues, in [1], the authors propose an anatomization model for the released farmer survey data collection. It will be explained in Section 1.1.

1.1 The anatomization for releasing the farmer survey data collection

To address privacy violation issues in the released farmer survey data collection, in [1], the authors propose an anatomization model. It can ensure the privacy data in the released dataset that has multiple sensitive attributes (MSA) [11-13] to be protected. That is, let a positive integer $l$, where $l \geq 2$, be the privacy preservation constraint. Let $QI = \{q_{i1}, q_{i2}, \ldots, q_{in}\}$ be the set of quasi-identifier attributes. Let $SG = \{sg_{1}, sg_{2}, \ldots, sg_{g}\}$, where $sg_{1}, sg_{2}, \ldots, sg_{g} \subseteq S$, $sg_{1} \cup sg_{2} \cup \ldots \cup sg_{g} = S$ and $sg_{1} \cap sg_{2} \cap \ldots \cap sg_{g} = \emptyset$, be the set of sensitive attribute groups. Let $D = \{d_{1}, d_{2}, \ldots, d_{z}\}$ be the specified farmer survey data collection. Every $d_{i} \in D$ is in the form of $\{q_{i1}, q_{i2}, \ldots, q_{in}, s_{1}, s_{2}, \ldots, s_{m}\}$. For privacy preservation, the tuples of $D$ are partitioned such that every sensitive attribute $s_{g} \in S$ of each partition must consist of $l$ different sensitive values. Furthermore, every partition of $D$ is anonymized to be the tables $D_{QI}, D_{sg_{1}}, D_{sg_{2}}, \ldots, D_{sg_{g}}$ such that each partition of these anonymized tables is related by its defined partition identifier, $PID$.

Example 2 (Privacy preservation in the released farmer survey data collection based on anatomization constraints): Let Table 1 be the farmer survey data collection $D$. Let the attributes blood, gender, and age be the quasi-identifier attributes. Let the attributes income, chlorpyrifos, grammoxone, and roundup be the sensitive attributes. Moreover, the sensitive attributes are grouped into two groups, i.e., sensitive group 1 and 2. That is, sensitive group 1 only includes the income attribute. Sensitive group 2 consists of three sensitive attributes chlorpyrifos, grammoxone, and roundup. The value of $l$ is set to be 2. Therefore, an anonymization data version of Table 1 is shown in Tables 2, 3, and 4. Every partition of these anonymized tables is related by its defined partition identifiers, $PID$. For this situation, if the...
adversary tries to re-identify the sensitive values of the target user from these anatomized tables, he/she observes that all possibly re-identified conditions always have at least two different sensitive values to be satisfied.

Table 2: The quasi-identifier table of Table 1.

<table>
<thead>
<tr>
<th>Blood</th>
<th>Gender</th>
<th>Age</th>
<th>PID</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>F</td>
<td>53</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>M</td>
<td>44</td>
<td>1</td>
</tr>
<tr>
<td>O</td>
<td>F</td>
<td>50</td>
<td>2</td>
</tr>
<tr>
<td>A</td>
<td>M</td>
<td>46</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 3: The table of sensitive group 1.

<table>
<thead>
<tr>
<th>Income</th>
<th>PID</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10,000.00</td>
<td>1</td>
</tr>
<tr>
<td>$15,000.00</td>
<td>1</td>
</tr>
<tr>
<td>$13,000.00</td>
<td>2</td>
</tr>
<tr>
<td>$14,000.00</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4: The table of sensitive group 2.

<table>
<thead>
<tr>
<th>Chlorpyrifos</th>
<th>Grammoxone</th>
<th>Roundup</th>
<th>PID</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

As demonstrated in Example 2, it is so clear that the released farmer survey data collection is processed by using anonymization constraints, it can be more secure in terms of privacy preservation than its original version. However, to the best of our knowledge about the anonymization model for the released farmer survey data collection, it still has the serious vulnerabilities that should be improved such as disorganized issues and privacy violation issues. Therefore, a new privacy preservation model for the farmer survey data collection is proposed in this work.

The organization of this paper is as follows. In Section 2, the motivation is presented. The related works are reviewed in Section 3. Then, the proposed model will be presented in Section 4. In Section 5, the experimental results are discussed. Section 6 gives the conclusion of this work. Finally, Section 7, it is devoted to discussing the future work.

2. MOTIVATION

This section is devoted to identifying the significant vulnerabilities of the anonymization model that is proposed to protect the privacy data in the released farmer survey data collection [1].

2.1 Disorganized issues

Suppose that Table 1 without sensitive group 2 is the farmer survey data collection $D_1$. The value of $l$ is set to be 2. For privacy preservation, the tuples of $D_1$ are partitioned by using the given value of $l$ and further anonymized to be the quasi-identifier table and the sensitive table such that every partition of the anonymized tables is related by its defined identifier, PID. Thus, a version of the anonymized tables of $D_1$ satisfies $l = 2$, it is shown in Tables 2 and 3. With an example of transforming the farmer survey data collection to the satisfaction of anonymization constraints, we suppose that Table 1 is the farmer survey data collection $D_2$. The value of $l$ is set to be 2. Thus, a version of the anonymized tables of $D_2$ satisfies $l=2$, it is shown in Tables 2, 3, and 4. With the anonymized tables of $D_1$ and $D_2$, we can conclude that if the farmer survey data collection satisfies anonymization constraints, it always has $g + 1$ anonymized tables, where $g$ is the number of its sensitive groups. Or we can say that when the number of the sensitive groups of the farmer survey data collection is increased, it leads to disorganized issues because there are many anonymized tables that must be considered when they are utilized.

2.2 Privacy violation issues in sensitive tables

Suppose that Table 4 is the sensitive table of the farmer survey data collection such that it is after satisfied by anonymization constraints. We assume that Alice is the target user of the adversary. Moreover, the adversary knows that Alice just used “roundup” once. Furthermore, the adversary highly believes that one of the tuples is available in Table 4, it is Alice’s sensitive tuple. For this situation, the adversary can be highly confident that the first tuple of Table 4 is Alice’s sensitive tuple because only this sensitive tuple can match the adversary’s background knowledge about Alice. Thus, the adversary can know that Alice is a farmer who frequently uses chlorpyrifos and gramoxone.

In this section, it is clear that although the released farmer survey data collection satisfies anonymization constraints, it still has privacy violation issues that must be addressed. To rid these vulnerabilities, a new privacy preservation model for releasing the farmer survey data collection is proposed in this work such that it does not have disorganized issues and privacy violation issues from considering sensitive values that are available in the released farmer survey data collection. It will be presented in Section 4.

3. RELATED WORK

One of the serious issues that must be considered when datasets are released for public use, it is privacy violation issues. To address these issues, a well-known privacy preservation model, $k$-Anonymity
Anatomy [8], based on data anatomizations to be proposed, is a well-known privacy preservation model that is extended from $k$-Anonymity. The privacy preservation idea of $l$-Diversity is that aside from removing the explicit identifier values and distorting the unique quasi-identifier values, the number of distinct sensitive values is also considered in $l$-Diversity constraints. Every indistinguishable quasi-identifier value must relate to at least $l$ different sensitive values. Thus, after datasets are satisfied by $l$-Diversity constraints, they can guarantee that all possible re-identification conditions always have at least $l$ different sensitive values to be satisfied. For this reason, when datasets are satisfied by $l$-Diversity constraints, they are highly secure in terms of privacy preservation than the original dataset of them. However, in [8], the authors demonstrate that privacy preservation models based on data suppression and data generalization, they often have fake query conditions. To rid this vulnerability, a privacy preservation model, Anatomy [8], based on data anatomizations to be proposed.

To address privacy violation issues in the farmer survey data collection, the farmer survey dataset, that based on MSA anatomization constraints, before the farmer survey dataset is released for public use, its attributes are first grouped to be two major groups as the group of quasi-identifier attributes and the group of sensitive attributes. Moreover, the attributes which are available in the group of sensitive attributes, they can further be separated to be the sub-groups. Then, the tuples of the farmer survey dataset are partitioned such that each sensitive attribute of each partition collects the sensitive values so that there are at least $l$ different values such that each sensitive group is independently partitioned. Furthermore, the identifier of each partition is also defined by this step. Finally, the tuples of the farmer survey dataset are anatomized such that each partition of the anatomized tables is related by its defined identifier. The privacy preservation idea of MSA anatomization is more explained in Section 1.1. Also, after anatomized tables are satisfied by MSA anatomization constraints, they can guarantee that all possibly re-identified conditions always have at least $l$ different sensitive values to be satisfied. Moreover, the anatomized tables do not have any fake query conditions. However, we discover that MSA anatomization still has both serious vulnerabilities that must be improved. It often leads to disorganized issues when the number of sensitive groups in the farmer survey dataset is increased. Moreover, we can see that if the adversary has adequate background knowledge about the target user in sensitive tables, the sensitive values of the target user can be revealed by the adversary. To address these vulnerabilities of MSA anatomization, a new privacy preservation model for the farmer survey dataset is proposed in this work, it will be pre-
Table 5: A released data version $D'$ of Table 1 is satisfied by $l = 2$.

<table>
<thead>
<tr>
<th>Blood</th>
<th>Gender</th>
<th>Age</th>
<th>Income</th>
<th>Chlorpyrifos</th>
<th>Grammoxone</th>
<th>Roundup</th>
<th>Partition</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>F</td>
<td>53</td>
<td>$15,000.00</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>M</td>
<td>44</td>
<td>$10,000.00</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>O</td>
<td>F</td>
<td>50</td>
<td>$13,000.00</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>A</td>
<td>M</td>
<td>46</td>
<td>$14,000.00</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 6: A released data version $D'$ of Table 1 is also satisfied by $l = 2$.

<table>
<thead>
<tr>
<th>Blood</th>
<th>Gender</th>
<th>Age</th>
<th>Income</th>
<th>Chlorpyrifos</th>
<th>Grammoxone</th>
<th>Roundup</th>
<th>Partition</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>F</td>
<td>53</td>
<td>$10,000.00</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>O</td>
<td>F</td>
<td>50</td>
<td>$13,000.00</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>M</td>
<td>44</td>
<td>$14,000.00</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>A</td>
<td>M</td>
<td>46</td>
<td>$15,000.00</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

sented in Section 4. Aside from the above-mentioned data distortion techniques, data shuffling [9] is also a well-known data distortion technique that is often used in privacy preservation models. Moreover, data shuffling is also applied in the proposed privacy preservation model. For this reason, before the proposed privacy preservation model is presented, we would like to first present a privacy preservation model, $(k, e)$-Anonymous [9], that based on data shuffling. The privacy preservation idea of $(k, e)$-Anonymous is that before datasets are released for public use, the attributes are also grouped to be two groups as the quasi-identifier attributes and a sensitive attribute. Then, the tuples of datasets are sorted by the sensitive values in either descending or ascending order. Subsequently, the tuples of datasets are partitioned by the given value of $k$ and the given value of $e$. That is, every partition of datasets must include at least $k$ tuples, and the difference value between the lower bound and the upper bound of the sensitive values that are available in each partition of datasets must be at least $e$. Finally, the sensitive values or the quasi-identifier values of each partition are shuffled. For this reason, after datasets satisfy $(k, e)$-Anonymous constraints, they guarantee that all possibly re-identified conditions always have at least $k$ tuples to be satisfied, and the confidence of re-identifying every sensitive value in datasets is at most the given value of $e$. Clearly, $(k, e)$-Anonymous is a privacy preservation model that can address privacy violation issues in released datasets. However, $(k, e)$-Anonymous is only sufficient to address privacy violation issues in datasets that only have a single sensitive attribute, and the data domain of the sensitive attribute is numerical. For this reason, we can say that $(k, e)$-Anonymous is also insufficient to address privacy violation issues in the farmer survey dataset.

4. THE PROPOSED MODEL

In Section 2, it was clear that although the farmer survey data collection satisfies anonymization constraints, they still have disorganized issues and privacy violation issues in the sensitive table that must be addressed. To rid the vulnerabilities of the anonymized model, a new privacy preservation model for releasing the farmer survey data collection is proposed in this section. With the proposed model, the extraction of private data in the released version of Table 1 is also satisfied by $l = 2$.
l different sensitive values to be satisfied.

From this example, it is clear that after the farmer survey data collection satisfies the proposed privacy preservation constraint, they can be more secure in terms of privacy preservation than their original versions. Moreover, they do not have any disorganized issues when the number of sensitive groups is increased. However, each farmer survey data collection \( D \) and each value of \( l \) have variously the released versions that can be satisfied. For example, aside from Table 5, Table 6 is also a released version of Table 1 such that it also satisfies \( l = 2 \). Thus, only the released version of Table 1 has highly the data utility to be the desired version. For this reason, the data utility metric is a necessary importance of the proposed privacy preservation model, it will be presented in Section 4.2.

4.2 Data utility metric

With the proposed privacy preservation model, the data utility of the released farmer survey data collection can be used by defining the specified query data condition via the quasi-identifier attributes to get the target sensitive values that are collected in the specified sensitive attribute. For this reason, the size of partitions and the number of the different quasi-identifier values reasonably influence the data utility of the released farmer survey data collection. That is, the smallest partition size and fewest different quasi-identifier values lead to more data utility of the released farmer survey data collection. Therefore, the data utility of the released farmer survey data collection can be defined by Equation 2. With Equation 2, the penalty cost of the released farmer survey data collection is in the range between 0 and 1. The released data version with a penalty cost nearest to zero is the desired data version.

\[
\text{PartitionLoss}(\text{par}_q) = \frac{|\text{par}_q[qi_1]| + |\text{par}_q[qi_2]| + \ldots + |\text{par}_q[qi_n]|}{|Q| \cdot |\text{par}_q|} \\
\text{DatasetLoss}(\text{par}_q) = \frac{\sum_{q=1}^{p} \text{PartitionLoss}(\text{par}_q)}{p}, \text{where} |\text{par}_q| \geq 2
\]

where

- \( \text{par}_q \) is the specified partition of \( D' \) and \( |\text{par}_q| \) is the number of tuples which are available in \( \text{par}_q \).
- \( |\text{par}_q[qi_1]|, |\text{par}_q[qi_2]|, \ldots, \) and \( |\text{par}_q[qi_n]| \) is the number of the distinct quasi-identifier values which are available in the quasi-identifier attributes as \( qi_1, qi_2, \ldots, \) and \( qi_n \) respectively.
- \( |Q| \) is the number of quasi-identifier attributes of \( D' \).
- \( p \) is the number of partitions which are available in \( D' \).

For example, Table 5 has a penalty cost to be 1, i.e., \( (1 + 1) / 2 = 1 \). With Table 6 has a penalty cost to be \( 0.75 \), i.e., \( (0.67 + 0.83) / 2 = 0.75 \). For this situation, it means that Table 6 has better data utility than Table 5. Thus, Table 6 is the more desirable release data version of Table 1.

4.3 The proposed anonymization algorithms

This section is devoted to presenting a greedy privacy preservation algorithm based on the proposed privacy preservation constraint that explained in Section 4.1. The inputs of the proposed algorithm are a farmer survey data collection \( D \) and a positive integer \( l \). Its output is an anonymized farmer survey data collection \( D' \) that does not have any privacy violation issues and which is immune to attacks using the adversary’s background knowledge about the target user.

The proposed algorithm processes are separated into five parts. The first part is shown in the lines between 6 and 8. It investigates the number of sensitive values which are available in each sensitive attribute. If an arbitrary sensitive attribute of \( D \) collects the sensitive values to be at most \( l - 1 \) different values, the algorithm returns failure because these particular \( D \) cannot be transformed to satisfy the given value of \( l \). The second part is shown in the lines between 9 and 12. It also investigates the number of sensitive values which are available in each sensitive attribute. If an arbitrary sensitive attribute of \( D \) just collects the sensitive values to be at most \( l \) different values, the tuples of \( D \) can only fit for constructing an anonymized partition of \( D' \). The third part is shown in the lines between 13 and 26. All possible partitions of \( D' \) can be constructed by the steps as follows. At first, an arbitrary tuple \( d_{sel} \) of \( D \) is defined to be the initial tuple of the constructed anonymized partition of \( D' \). Then, \( d_{sel} \) is removed from \( D \). Subsequently, all possible anonymized partitions, \( PAR(d_{sel}) \), that consist of \( d_{sel} \) and can satisfy the given value of \( l \) are generated by using \( GenAllPartitions(D, d_{sel}, l) \). After that, an arbitrary partition \( par_{sel} \) \( \in PAR(d_{sel}) \) has the penalty cost of \( PartitionLoss(par_{sel}) \) to be minimized and its size is maximized. It is chosen to be an anonymized partition of \( D' \). Moreover, all tuples in \( par_{sel} \), are removed from \( D \). Finally, the algorithm investigates the remaining sensitive values which are available in each sensitive attribute. If the remaining sensitive values can still satisfy the given value of \( l \), the algorithm runs this part again. The fourth part is shown in the lines between 27 and 36. It determines the appropriately anonymized partition of the remaining tuples of \( D \) such that these tuples cannot be assigned into any anonymized partition of
Algorithm 1: Anonymization algorithm for releasing the farmer survey data collection

1. **Input:** The original farmer dataset $D$ and a positive integer $l$.
2. **Output:** An anonymized farmer dataset $D'$ of $D$.
3. Let $|D|$ be the number of the tuples which are available in $D$.
4. Let $D[Q]$ be the quasi-identifier attributes of $D$.
5. Let $|D[s_1]|, |D[s_2]|, ..., |D[s_m]|$ represent the number of the distinct sensitive values that are available in the sensitive attributes as $s_1, s_2, ..., s_m$ respectively.
6. If $|D[s_1]| < l$ or $|D[s_2]| < l$ or ... or $|D[s_m]| < l$ then
   7. Return failure;
8. End if
9. If $|D[s_1]| < l \times 2$ or $|D[s_2]| < l \times 2$ or ... or $|D[s_m]| < l \times 2$ then
10. $D' := D[Q] \cup f_{SHF}(D[s_1]) \cup f_{SHF}(D[s_2]) \cup ... \cup f_{SHF}(D[s_m])$;
11. Return $D'$;
12. End if
13. While all possible tuples of $D$ do
14. $d_{set} :=$ an arbitrary tuple of $D$;
15. $D := D - d_{set}$;
16. $PAR_{d_{set}} :=$ GenAllPartitions($D, d_{set}, 0$);
17. While all possible partitions of $PAR_{d_{set}}$ do
18. $par_{set} := PartitionLoss(par_{set})$, where $par_{set} \in PAR_{d_{set}}$, is minimized and the size of $par_{set}$ is maximized;
19. $par_{tmp} := par_{set}[Q] \cup f_{SHF}(par_{set}[s_1]) \cup f_{SHF}(par_{set}[s_2]) \cup ... \cup f_{SHF}(par_{set}[s_m])$;
20. $D' := D' \cup par_{tmp}$;
21. End while
22. $D := D - par_{set}$;
23. If $|D[s_1]| < l$ or $|D[s_2]| < l$ or ... or $|D[s_m]| < l$ then
24. Break;
25. End if
26. End while
27. While all possible partitions of $D'$ do
28. While all possible tuples of $D'$ do
29. $d_{rem} :=$ an arbitrary tuple of $D'$;
30. $D := D - d_{rem}$;
31. $par_{d'} :=$ an arbitrary partition of $D'$;
32. $par_{buf} :=$ PartitionLoss($par_{d'} \cup d_{rem}$) is minimized;
33. $par_{tmp} := par_{buf}[Q] \cup f_{SHF}(par_{buf}[s_1]) \cup f_{SHF}(par_{buf}[s_2]) \cup ... \cup f_{SHF}(par_{buf}[s_m])$;
34. $D' := (D' - par_{set}) \cup par_{tmp}$;
35. End while
36. End while
37. Return $D'$;

$D'$ by using the previous part processes. For determining the appropriately anonymized partition, the similar score between each existing anonymized partition $par_{D'}$ of $D'$ and each remaining tuple $d_{rem}$ of $D$ is evaluated by using $PartitionLoss(par_{D'} \cup d_{rem})$. If the penalty cost of $PartitionLoss(par_{D'} \cup d_{rem})$ is minimized, $par_{D'}$ is removed from $D'$ and $par_{D'} \cup d_{rem}$ is constructed to be the new anonymized partition of $D'$. In the final part, $D'$ is returned.

### 5. EXPERIMENT

In this section, the effectiveness and efficiency of the proposed model was evaluated by both comparative models as MSA anatomization [1] and MSA L-Diversity [7].

#### 5.1 EXPERIMENT

All experiments were proposed to evaluate the effectiveness and efficiency of the proposed model. They were conducted on Intel(R) Xeon(R) Gold 5218 @2.30 GHz CPUs with 64 GB memory and six 900 GB HDDs with RAID-5. Furthermore, they were built and executed on Microsoft Visual Studio 2019 Community Edition in conjunction with MSSQL Server 2019 and based on “Adult Dataset [10]”. This dataset was constructed from about 48,843 user tuples such that every user tuple consists of six continuous attributes (i.e., age, finwgt, education-num, capital-gain, capital loss, and hours-per-week) and eight nominal attributes (i.e., workclass, education, marital status, occupation, relationship, race, sex, and native country). To conduct the experiments effectively, the finwgt, education-num, and capital gain attributes are removed. Moreover, all user tuples with the values of “0” and “?” are also removed. The experimental dataset only contains 2140 user tuples such that every user tuple consists of the attributes as education, age, sex, native country, race, relationship, marital status, capital loss, hours-per-week, occupa-
tion, and workclass. The attributes as education, age, sex, native country, and race were the quasi-identifier attributes, and other remaining attributes (relationship, marital status, capital loss, hours-per-week, occupation, and workclass) of the experimental dataset were the sensitive attributes. Furthermore, the sensitive attributes were grouped into three groups. The first group consists of both sensitive attributes as capital loss and hours-per-week. The second group contains the relationship and marital status attributes. The occupation and workclass attributes were collected in the third sensitive group. All experimental datasets were evaluated by “DatasetLoss” metric that was presented in Section 4.2.

5.2 Experimental Results and Discussion

This section evaluates and discusses the experimental results about the effectiveness and efficiency of the proposed model.

5.2.1 Effectiveness

This section is devoted to evaluating the effect of the number of quasi-identifier attributes, the number of sensitive attributes, and the given value of \(l\) and how they influence the data utility.

5.2.1.1 The effectiveness based on the number of quasi-identifier attributes

The first experiment evaluates the number of quasi-identifier attributes that influence on the data utility of the experimental datasets. For experiments, the number of quasi-identifier attributes varied from 1 to 5 attributes. The value of \(l\) was fixed to be 2. Furthermore, only Capital loss was set to be the sensitive attribute. From the experimental results that show in Fig.1, we conclude that the number of quasi-identifier attributes influences on the data utility of the experimental datasets which are constructed by all privacy preservation models, especially MSA \(l\)-Diversity. That is because a greater number of quasi-identifier attributes often leads to a variety of quasi-identifier values that are available in the partitions of the experimental datasets. In addition, the variety of quasi-identifier values directly influences on the data utility of the experimental datasets that are based on DatasetLoss. For example, let Table 7 be the experimental dataset. If we only consider Education as the quasi-identifier attribute, we can see that only Bachelors is the quasi-identifier value that is available in the experimental dataset. However, if Education and Native country are the quasi-identifier attributes, the quasi-identifier values in the experimental dataset have more variety than the experimental dataset that only has Education as the quasi-identifier attribute. Also, if Education, Native country, and Race are set to be the quasi-identifier attributes, the quasi-identifier values in the experimental dataset have more variety than the experimental datasets that have Education and Native country as the quasi-identifier attributes. With this example, it is clear that the greater number of quasi-identifier attributes influences on the data utility of experimental datasets which are constructed by all privacy preservation models. Furthermore, we observed that the experimental datasets are constructed by the proposed model and MSA anatomization, they are the same and have more data utility than MSA \(l\)-Diversity. The cause of the proposed model and MSA anatomization are the same, their partitions are the same. And the cause of lower data utility in the experimental datasets that are constructed by MSA \(l\)-Diversity, it is the effect of data generalization the are used to distort the unique quasi-identifier values. For example, let the ages 40 and 45 be the specified original quasi-identifier values from the age attribute of the experimental dataset. Their generalized values are in the range between 40 and 46. For this situation, the experimental dataset is constructed by MSA \(l\)-Diversity, it has four fake quasi-identifier values, i.e., 41, 42, 43, and 44. With this example, it is clear that the number of quasi-identifier attributes has more influence on the data utility in experimental datasets which are constructed by MSA \(l\)-Diversity than with the proposed model and MSA anatomization.

5.2.1.2 The effectiveness based on the number of sensitive attributes

The second experiment evaluates the number of sensitive attributes that influence on the data utility of the experimental datasets. For experiments, the number of sensitive attributes varied from 1 to 6 attributes. The value of \(l\) was fixed to be 2. More-
Table 7: An example of the effect of quasi-identifier attributes.

<table>
<thead>
<tr>
<th>Education</th>
<th>Native country</th>
<th>Race</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bachelors</td>
<td>United States</td>
<td>Black</td>
</tr>
<tr>
<td>Bachelors</td>
<td>United States</td>
<td>White</td>
</tr>
<tr>
<td>Bachelors</td>
<td>India</td>
<td>Asian-Pac-Islander</td>
</tr>
<tr>
<td>Bachelors</td>
<td>United States</td>
<td>Black</td>
</tr>
<tr>
<td>Bachelors</td>
<td>United States</td>
<td>Black</td>
</tr>
<tr>
<td>Bachelors</td>
<td>Taiwan</td>
<td>Asian-Pac-Islander</td>
</tr>
</tbody>
</table>

Moreover, all setting-up quasi-identifier attributes were available in the experimental datasets. From the experimental results that show in Fig.2, we observed that the number of sensitive attributes also influences on the data utility of experimental datasets which are constructed by all privacy preservation models. Moreover, the number of sensitive attributes is more influential than the number of quasi-identifier attributes because all experimental privacy preservation models are based on the number of distinct sensitive values. That is, when the number of sensitive attributes is increased, the data utility of the experimental datasets is decreased. This is because a greater number of sensitive attributes often leads to a larger size of partitions in the experimental datasets. For example, let the value of $l$ be set at 2. Let Table 8 be the sensitive attributes that are available in the experimental dataset. If we only consider Relationship to be the sensitive attribute of the experimental datasets, the profile tuple of users in Table 8 can be partitioned into three partitions. However, if we use Relationship and Occupation as the sensitive attributes of the experimental datasets, the profile tuple of users is available in Table 8 can be partitioned into two partitions. If all attributes of Table 8 are set to be sensitive attributes of the experimental datasets, the profile tuple of users is available in Table 8 can only be constructed to be a single partition. These examples explicitly show that a greater number of sensitive attributes often leads to a larger size of partitions or less data utility in the experimental datasets of all privacy preservation models. Moreover, we observed from the experimental results that are shown in Fig.2 that MSA $l$-Diversity is less effective than others. The cause of the least effectiveness of MSA $l$-Diversity is the vulnerability of data generalization. Furthermore, we can observe that the experimental results indicate that the proposed model is less effective than MSA anonymization, but they are only a slight difference. The cause of more effectiveness in the experimental results of MSA anonymization is that every sensitive attribute group of the experimental datasets is independently considered into its appropriate partition. For this reason, the experimental datasets of MSA anonymization often lead to disorganized issues when they are utilized. However, the proposed model and MSA $l$-Diversity do not have any disorganized issues that must be improved when the number of sensitive groups that are available in the experimental datasets to be increased.

Table 8: An example of the effect of sensitive attributes.

<table>
<thead>
<tr>
<th>Relationship</th>
<th>Occupation</th>
<th>Hours-per-week</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not-in-family</td>
<td>Exec-managerial</td>
<td>2</td>
</tr>
<tr>
<td>Own child</td>
<td>Exec-managerial</td>
<td>2</td>
</tr>
<tr>
<td>Husband</td>
<td>Exec-managerial</td>
<td>2</td>
</tr>
<tr>
<td>Unmarried</td>
<td>Exec-managerial</td>
<td>2</td>
</tr>
<tr>
<td>Wife</td>
<td>Prof-specialty</td>
<td>2</td>
</tr>
<tr>
<td>Husband</td>
<td>Prof-specialty</td>
<td>2</td>
</tr>
</tbody>
</table>

5.2.1.3 The effectiveness based on the value of $l$

The third experiment evaluates the value of $l$ that influences on the data utility of the experimental datasets. For experiments, only Capital loss was set to be the sensitive attribute, and all setting-up quasi-identifier attributes were available in the experimental datasets. The value of $l$ is varied in from 1 to 5.

From the experimental results that show in Fig.3, we observed that the value of $l$ also influences on the data utility of the experimental datasets. That is when the value of $l$ to be increased, the data utility of the experimental datasets is decreased, because a higher value of $l$ often leads to a larger size of partitions in the experimental datasets. Furthermore,
we observed that when the value of $l$ is set to be 1, the experimental datasets are constructed by MSA $l$-Diversity, they do not lose any data utility because they always satisfy the given MSA $l$-Diversity constraint. However, when the experimental datasets are constructed by the proposed model and MSA anatomization, they still lose some data utility. Because some profile tuples of users are available in the experimental datasets, it has the quasi-identifier values to duplicate with other tuples, but we see its related sensitive value to be different. Furthermore, we observed that when the experimental datasets are constructed by the proposed model and MSA anatomization, they always have the same as the penalty cost of $DatasetLoss$. The experimental datasets which were constructed by the proposed model and MSA anatomization are always the same. Aside from $l = 1$, the experimental datasets were constructed by MSA $l$-Diversity, they have a penalty cost of $DatasetLoss$ greater than the proposed model and MSA anatomization. Also, the cause of the less data utility in the experimental datasets is constructed by MSA $l$-Diversity, it is the vulnerability of data generalization.

5.2.2 Efficiency

This section is devoted to evaluating the effect of the number of quasi-identifier and sensitive attributes and the given value of $l$ such that they influence the execution time for transforming the experimental datasets to satisfy privacy preservation constraints of the proposed model, MSA anatomization, and MSA $l$-Diversity.

5.2.2.1 The efficiency based on the number of quasi-identifier attributes

The fourth experiment evaluates the number of quasi-identifier attributes that influence on the execution time for transforming the experimental datasets to satisfy privacy preservation constraints of the proposed model, MSA anatomization, and MSA $l$-Diversity. For experiments, the number of quasi-identifier attributes varied from 1 to 5 attributes. The value of $l$ was fixed to be 2. Furthermore, only Capital loss was set to be the sensitive attribute.

From the experimental results that show in Fig.4, we observe that the number of quasi-identifier attributes influences on the execution time for transforming the experimental datasets to satisfy privacy preservation constraints of all experimental privacy preservation models. That is, when the number of quasi-identifier attributes is increased, the execution time for transforming the experimental datasets is also increased. The cause of increasing the execution time is mat as the number of quasi-identifier attributes is increased, the search space about considering the quasi-identifier values for constructing the partitions of the experimental datasets also be increased. Furthermore, we observed that MSA $l$-Diversity often uses more execution time for transforming the experimental datasets than the proposed model and MSA anatomization. The cause of using more execution time in MSA $l$-Diversity is that aside from data partitioning, the experimental datasets are based on MSA $l$-Diversity constraints, so they have an additional data transformation cost for finding the appropriate less specific value for distorting the set of
unique quasi-identifier values. Moreover, we observe that the proposed model and MSA anatomization always use the same execution time for transforming the experimental datasets to satisfy the privacy preservation. They have the same search space about considering the quasi-identifier values for constructing the partitions of the experimental datasets.

5.2.2.2 The efficiency based on the number of sensitive attributes

The fifth experiment evaluates the number of sensitive attributes that influence on the execution time for transforming the experimental dataset to satisfy privacy preservation constraints of the proposed model, MSA anatomization, and MSA \( l \)-Diversity. For experiments, the number of sensitive attributes varied from 1 to 6 attributes. The value of \( l \) was fixed to be 2. Furthermore, only Capital loss was set to be the sensitive attribute. Moreover, all quasi-identifier attributes are available in the experimental datasets.

**Fig.5:** The efficiency based on the number of sensitive attributes.

From the experimental results that show in Fig.5, we observed that the number of sensitive attributes also influences on the execution time for transforming the experimental datasets to satisfy privacy preservation constraints of the proposed model, MSA anatomization, and MSA \( l \)-Diversity. In addition, we further observe that the number of sensitive attributes is more influential the execution time than the number of quasi-identifier attributes. The cause for using more execution time is when the number of sensitive attributes is increased, the privacy preservation constraints of the proposed model, MSA anatomization, and MSA \( l \)-Diversity are based on the number of the distinct sensitive values which are available in each sensitive attribute of the experimental datasets. Moreover, we can observe that MSA anatomization is less efficient than proposed model and MSA \( l \)-Diversity. The cause of the less efficiency in MSA anatomization is that every sensitive attribute group of the experimental datasets is independently considered into its appropriate partition. Furthermore, the experimental results show that MSA \( l \)-Diversity is less efficient than the proposed model. The cause of less efficiency of MSA \( l \)-Diversity is that MSA \( l \)-Diversity is based on data generalization.

5.2.2.3 The efficiency based on the value of \( l \)

The final experiment evaluates the given value of \( l \) that influences on the execution time which is used for transforming the experimental dataset to satisfy privacy preservation constraints of the proposed model, MSA anatomization, and MSA \( l \)-Diversity.

**Fig.6:** The efficiency based on the value of \( l \).

For experiments, only Capital loss was set to be the sensitive attribute of the experiment datasets, and all quasi-identifier attributes were available in the experimental datasets. The value of \( l \) varied in the range between 1 and 5. From the experimental results that show in Fig.6, we observed that the value of \( l \) also has a greater influence on the execution time for transforming the experimental datasets to satisfy privacy preservation constraints of the proposed model, MSA anatomization, and MSA \( l \)-Diversity. When the value of \( l \) is increased, the execution time for transforming the experimental datasets also be increased. The cause of increasing the execution time is when increasing the value of \( l \), it is that there are many sensitive values that must be considered. Moreover, MSA \( l \)-Diversity is less efficient than the proposed
model and MSA anatomization. The cause of less efficiency in MSA $l$-Diversity is that it is based on data generalization. Furthermore, we also observed that all experimental datasets of the proposed model and MSA anatomization always use same execution time for transforming the experimental datasets to satisfy privacy preservation constraints. That is because the partitions of the experimental datasets are constructed by the proposed model and MSA anatomization are always the same.

6. CONCLUSION

This work is devoted to resolving privacy violation issues in the farmer survey data collection to make them immune to attacks by the adversary background knowledge about the target users. To fix these issues, a privacy preservation model based on data shuffling to be proposed in this work. That is, before the farmer survey data collection is released for public use, their tuples are partitioned by the given value of $l$ such that every sensitive attribute of each partition must include at least $l$ different sensitive values. Furthermore, the sensitive values available in each partition are shuffled. Therefore, after the farmer survey data collection satisfy the proposed privacy preservation constraint, they are move highly secure in terms of privacy preservation than the original versions. Moreover, the proposed model is more efficient than MSA anatomization and MSA $l$-Diversity.

7. FUTURE WORK

Although the proposed model can address privacy violation issues in the farmer survey data collection, an adversary could discover new approaches that can be used to violate the privacy data of farmers that are collected by the farmer survey data collection in the future. Thus, improved privacy preservation models that can address the discovered privacy violation issues should be created in the future.
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