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ABSTRACT

The single housing industry is currently experiencing a continuous expansion in demand for housing. Addressing the needs of different customer groups is the key to increasing the sales rate. The objective of this research is to propose a single house customer journey analytical model that consists of two stages. The first stage concerns the customer journey between registration and reservation processes. The second one identifies the customer loyalty from the reservation to the transfer stage. We experimented with four classification data mining techniques. The experimental results include comparison of the accuracy and F-Measure. We also performed statistical testing. The Artificial Neural Network with 1 hidden layer presented the highest accuracy and F-measure of 0.970 and 0.958 in the stage of reservation and 0.882 and 0.862 in the stage of transference, compared to other algorithms. This model analyzes the probability of the customer progressing through the stages to the conclusion of purchase by learning the customer’s characteristics and the factors involved in the customer’s decision. The model displays the reservation and transfer result for customers who have achieved the respective reservation and transference steps according to their registration profile. Experiments showed that the proposed two-stage models could predict customer loyalty, thereby enhancing relationship management between customers and organizations. It also confers a competitive advantage within the industry.
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1. INTRODUCTION

The situation of the residential market is revealed in statistical data and survey results of demand and supply of the residential market. There is an expansion of demand in the residential market caused by a reduction in the transfer and mortgage fees [1]. The information in the residential market shows that the business is highly competitive. Therefore, getting in touch with customers is the key to gaining a competitive advantage. Real estate firms are engaged in the sale of various types of houses and land for sale. There is development of residential projects in flat landscape areas in the form of single houses, semi-detached houses, and townhouses. The construction occurs together with the development of public utilities in the project. The variety of choices exists not only to cover all levels of prices and to meet the needs of different customer groups, but also to enhance the quality of life of customers and to deliver good things to society through the development.

A residence is one of the four necessities a human needs. By the theory of four requisites, humans need a residence to protect their bodies from winds, rains, and dangers. In the past, humans built their permanent house located close to the river in order to use the water for planting, drinking, and bathing, which differs from the present [2]. The selection of a residence is crucial, and there are several factors to consider before paying for it. Factors affecting the development model of the project include rising land prices, selling prices, customer age, design and function of the product, and also the customer’s income.

Therefore, classifying the customers into groups is an advantage in order to understand and track them on their journey [3]. Data mining [4] can be an advantage in this issue by classifying data about customer characteristics and several factors which will affect the decision of customers.

The objective of this research is to predict customer loyalty along the customer journey in the real estate business, specific to single house products. The scope of this two-stage customer journey consists of registration-to-reservation and reservation-to-transfer stages using classification models to predict customer loyalty. The model is used to determine a focus group of customers by predicting the probability of a customer buying the product. This research can help the real estate business to establish customer loyalty and create a competitive advantage.
2. RELATED THEORIES

2.1 Real Estate Business Process

Real estate property, in legal terms, means land or other assets that are attached to the land, such as townhouse condominiums, commercial buildings and dormitories. The definition in business refers to activities and services that are sold under the prevailing legal statutes [5]. The characteristics of real estate can be divided in three major categories.

1) General trading
   General trading is the stock that is traded similarly to other businesses, such as buying and then selling. The law requires transactions in writing and registered with the official documents such as property deeds showing the ownership. That is because real estate is a highly-valued asset. It must be controlled in order to avoid legal problems.

2) Rent
   Examples of rent include renting an apartment, rooms, houses, and warehouses. When investors buy or build the buildings, they also buy land and then lease it out. It will generate a fixed income.

3) Brokerage housing or rental
   This category is the most familiar. However, each trade broker may earn up to 100 percent, depending on the capabilities and other factors.

   According to the high sales volume, the demand of customers has increased, and in the process of selling the house is divided into several parts. Each process will vary depending on the completeness of the home sold. The main processes consist of reserve, loan, and transfer. In order to boost sales in the property business, sales transactions will be divided into two parts: sales and transfers. Unfortunately, customers can make changes at every step of the process, such as booking, and cancelling if customers have no ability to get a loan. Once the customer has cancelled, the business loses the sales opportunity that leads to the final stage of the sale.

2.2 Customer Relationship Management

Customer Relationship Management (CRM) [6] is a business strategy to build relationships with clients, learn customer needs, and respond to customer needs with a product or service that meets the key customer relationship management needs. CRM enables organizations to improve customer relationships, increase revenue, reduce costs, supply customers, and enhance customer satisfaction by modeling and product development to meet customer needs. Increasing the quality of customer relationship management is critical to managing and determining customer satisfaction. Standards in companies such as customer data collection, channel management, and product and service development will be identified.

In the real estate business, a CRM system helps improve the relationship between the business and its customers and it helps companies know their customers’ needs, interests, and buying behaviors. This enables the company to offer the right products to its customers and enables the company to provide after-sales service to its clients. For long-term customer relationships, it will increase customer loyalty and reduce customer loss. Moreover, it will reduce marketing costs and increase revenue from repeat purchases or recommend acquaintances, which means more profit for the company.

2.3 Data Mining

Data mining [7] is a process involving huge data to find patterns and relationships hidden in a dataset. Currently, data mining is used in several domains such as business, management, science, and medicine. Data mining is the evolution of data storage, and interpretation from the data stored in the database can be used to extract data to find hidden knowledge. The Cross-Industry Standard Process for Data Mining (CRISP-DM) is an open standard process model. It is the most popular analytical model that describes common approaches used by data mining experts. The CRISP-DM consists of 6 steps as shown in Figure 1.

![Fig.1: The CRISP-DM process.](image-url)
used to get the most accurate result. The process may need to go back to a previous step to transform data to suit each technique. Examples of techniques for analyzing data are Clustering, Association Rules, Regression, and Classification. This step consists of modeling technique selection, test design generation, model building, and model assessment.

5) Evaluation
In order to deploy the modeling results, it is necessary to measure the performance of the model to ensure it meets the objectives set in the first step and that it is reliable. This step consists of results evaluation, process review, and creating possible action lists.

6) Deployment
This final step consists of deployment planning, monitoring, maintenance planning, final report production, and project reviews.

2.4 Related Research
Theoretically, data mining has been applied to the business domain for decades. Ng and Liu [20] proposed an integrated full system that composes various data mining techniques such as inductive feature selection, deviation analysis, multiple concept-level association rules to form an intuitive understanding, and gauging customer loyalty and predicting their likelihood of defection. This paper is one of the first to apply CRM data mining in our problem domain and is used as a basis for this research henceforth.

Cheng et al. [8] have studied the Big Data Assisted Customer Analysis and Advertising architecture (BDCAA) for the real estate business. The architecture consists of three stages: 1) user 360-degree portrait and user segmentation, 2) potential customer mining, and 3) precise advertising delivery. The objective of this study is to improve the efficiency of advertisement delivery in the real estate industry. This study showed that the architecture could reach a high advertising arrival rate. It takes advantage of big data and improves real estate advertising efficiency.

Xu [9] proposed prediction of residential real estate prices based on a Back-Propagation Neural Network (BPNN). The study brought up a mixed optimizing model based on Improved Particle Swarm Optimization and BPNN (IPSO-BPNN). The study proposed a simple and feasible prediction model based on grey correlation theory and IPSO-BPNN. It detected the main factors among several inputs that influence the house price, then used the IPSO-BPNN to predict the trend. This study showed that the prediction is in accordance with the residential property market price in Changsha. Moreover, the model has advantages of good output stability, high speed of convergence, and high precision of prediction.

Yang [10] proposed research related to CRM of real estate enterprise. A model of real estate in China was constructed by studying e-commerce in order to expand management. There were several problems and risks with CRM operations, which lead to new CRM methodology. The technique used in this research is association rules mining in order to find hidden relationships in the data. It extracts the general object of the transaction which addresses the sales data. Thus, the model helps firms in marketing and advertising planning.

Ziafat and Shakerihas [11] studied the use of data mining techniques in customer segmentation. The study had initially proposed the technical integration and capabilities on business needs in order to provide useful patterns of information. The data mining technique used in this research is a clustering method used to do the segmentation. By analogy, this article addressed the blending of CRM theory and the two-step specialization technique for client segmentation.

3. RESEARCH METHODOLOGY
The overall research methodology is shown in Figure 2. Each research step follows the CRISP-DM standard, which will be described in the following subsections.

3.1 Business Understanding
Although there are several business processes in the real estate domain, this study focuses on the selling process. For a real estate company, the products sold are homes or residences which have very high cost. These sales involve other related institutes such as banking, the Department of Land, etc. In the customer viewpoint, there are various factors which influence their decision, including lifestyle, the number of family members, location, ability to get a loan, etc. A house is a more specialized product than others because people hardly ever buy an additional house in their lifetime. Thus, if the firm cannot determine the true prospective customers who have a demand and
an ability to buy the product, they will have a lost opportunity.

The process of selling houses is divided into several parts. Each process will vary depending on the completeness of the home sold. There are three main processes, which are visitation, reservation, and transfer, as shown in Figure 3.

![Fig.3: Sales process of real estate business.](image)

Generally, the real estate firm segments its customers into several stages, which consist of prospect, potential, and purchased, as shown in Figure 4.

![Fig.4: Customer stages.](image)

### 3.2 Data Understanding

The data used in this work was selected from a real estate company between 2013 and 2019. There are five entities: customer questionnaires, registration data, reservation data, transfer data, and promotion data. The input data for each stage is different. The first prediction stage aims to analyze the opportunity of prospective customers to make a reservation. The required data for this stage includes customer questionnaires, reservations, and visitation data. The second stage aims to analyze customer purchasing for customers who have reserved the house and transferred ownership. The required data in this stage consists of customer questionnaires, transfer data, and promotion data. In summary, as shown in Figure 5, the stage-1 data had 40,193 examples, and 3,560 examples existed for stage-2. Note that all attributes related to customer information and contacts, which are Personally Identifiable Information (PII) [21], are encrypted with the Advanced Encryption Standard (AES) [22]. This method hides the personal information completely, but preserves the information uniqueness for table joining purposes. This procedure ensures privacy and is required by EU General Data Protection Regulation (GDPR) [23].

![Fig.5: Selected data sources of both stages.](image)

### Table 1: Data Dictionary.

<table>
<thead>
<tr>
<th>Table</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Registration</td>
<td>Project (id no.)</td>
</tr>
<tr>
<td></td>
<td>Customer information (name and contact)</td>
</tr>
<tr>
<td></td>
<td>Economic information (income and budget)</td>
</tr>
<tr>
<td>Reservation</td>
<td>Project (id no.)</td>
</tr>
<tr>
<td></td>
<td>Product (id no., type, and price)</td>
</tr>
<tr>
<td></td>
<td>Customer information</td>
</tr>
<tr>
<td></td>
<td>(name, type, and joint customers)</td>
</tr>
<tr>
<td></td>
<td>Reservation (id no. and date)</td>
</tr>
<tr>
<td></td>
<td>Promotion (id no.)</td>
</tr>
<tr>
<td>Transfer</td>
<td>Project (id no.)</td>
</tr>
<tr>
<td></td>
<td>Reservation (id no. and date)</td>
</tr>
<tr>
<td></td>
<td>Product (id no., type, and base price)</td>
</tr>
<tr>
<td></td>
<td>Customer information</td>
</tr>
<tr>
<td></td>
<td>(name, type, and joint customers)</td>
</tr>
<tr>
<td></td>
<td>Transfer (price and date)</td>
</tr>
<tr>
<td></td>
<td>Promotion (id no.)</td>
</tr>
<tr>
<td>Promotion</td>
<td>Promotion (id no., name, price, cost, and status)</td>
</tr>
<tr>
<td>Questionnaires</td>
<td>Customer (id no., name, contact)</td>
</tr>
<tr>
<td></td>
<td>Project (id no.)</td>
</tr>
</tbody>
</table>

### 3.3 Data Preparation

The data must be selected, identified, and prepared for modeling. It should also be cleaned and transformed to the required format for the algorithm. The steps in this process are shown in Figure 6.

1) Data mapping and integration

According to the first stage, the process starts with mapping customers’ last names from registration or visitation data with customer reservation data. If their last names match, then they are related. After mapping customers by their last name, customer names and surnames are correlated with customer questionnaire data. The process flow is shown in Figure 7.

The second stage starts with the mapping of customer reservation codes with transfer data. Then it
The steps of data preparation yield the data set of 2 stages as an output, which will be transformed and cleaned in the next step.

2) Data grouping

There are several questionnaires with answer values, including interested promotions, and those are written differently but have the same meanings. Thus, the attributes that are similar should be grouped. The amount of available data after mapping of registration data, reservation data, and transfer data is shown in Figure 9.

There are several questions and answers in the questionnaire data which are similar and should be grouped. The question and answer values after grouping are shown in Table 2.

### Table 2: Questionnaire Data Dictionary.

<table>
<thead>
<tr>
<th>QID</th>
<th>Question</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>Age</td>
<td>0 - 18 / 19 - 33 / 34 - 48 / Over 48</td>
</tr>
<tr>
<td>Q2</td>
<td>Marital status</td>
<td>Single / Married</td>
</tr>
<tr>
<td>Q3</td>
<td>Income</td>
<td>50,000 - 100,000 / 100,001 - 200,000 / 200,001 - 300,000 / 300,001 - 400,000 / 400,001 - 500,000 / Over 500,000</td>
</tr>
<tr>
<td>Q4</td>
<td>Budget set (Million THB)</td>
<td>5 - 9 / 10 - 19 / 20 - 30 / Over 30</td>
</tr>
<tr>
<td>Q5</td>
<td>Occupation</td>
<td>Employee / State Enterprise / Freelance / Self-Employed / Government Agency / Housewife / Studying</td>
</tr>
<tr>
<td>Q6</td>
<td>Buying reason</td>
<td>Need a bigger house / Uncomfortable location / Separate Family / For Business / Investment / Have Children / Parking Problem / Better Environment / For descendants</td>
</tr>
</tbody>
</table>

3) Data cleansing

The data cleansing is done to verify and improve the data quality of the dataset since merging from several data sources with different formats often causes low-quality data issues such as inaccuracy, incompleteness, redundancy, or nonconformity. This step, theoretically, is the most time-consuming task. In this paper, the data selection process is done first. The selected fields for stage 1 are customer personal data, customer demographics, and questionnaire items. The selected fields for stage 2 are reservation code, transfer status, and customer questionnaire items. Missing values and noise are replaced. A zero replaces a missing numeric value. The ordinal attributes are replaced by the average of each
range. For example, age range is replaced by its upper bound.

4) Data transformation
   In this step, the data is transformed into the proper format, which requires a custom algorithm. The attributes are transformed into one row of customer data and represented as binary. The rest of the attributes are modified as numeric values.

5) Data reduction
   Data rows which lack customer information or attributes are eliminated. We also remove duplicate rows. Next, the outliers are removed after performing Exploratory Data Analysis (EDA) [12].

3.4 Modeling

After the data is prepared and ready to enter the model, the next step is to determine the best algorithm to establish the model. There are several techniques used in data mining. This study proposed two models:

   **Model 1:** A reservation identification model for registered customers.
   **Model 2:** A transferring identification model for reserved customers.

This research selected four predictive modeling algorithms for a comparative experiment, each of which is discussed in the following paragraphs.

1) Decision Tree (DT)
   The Decision Tree algorithm [13] classifies the input data by separating each attribute in the decision node. The prediction starts from the root node by calculating the value of each attribute and then following the branches of the tree until reaching the target variable. In order to find the relationship of this attribute, the GINI Index is used. It is a measurement of the importance of each variable. The decision tree algorithm can be interpreted with minimal user intervention. It can be used for binary and multi-layer classification problems since fast algorithms are known. The demonstration of the Decision Tree is shown in Figure 10.

2) Artificial Neural Network (ANN)
   The key to the Artificial Neural Network [14] is attempting to imitate the human brain. The main components are input or values sent to the neuron via edges, the weight of each edge, bias, and output nodes. The Multi-layer Perceptron, as shown in Figure 11, is the most popular neural network architecture and contains intermediate hidden layers. The ANN tolerates erroneous instructions and usually achieves high prediction accuracy. It also works well with voice recognition, handwriting, or images. However, the ANN takes a long time to train a model, and the result of weighting is not interpretable.

3) Support Vector Machine (SVM)
   The principle of SVM [15] is to map vector-based input into n-dimensions. For example, many results are in 2D and 3D spaces. Then a hyperplane is created to separates the input vector into different types. The SVM’s dominant feature is to map the vector of input space to the feature space by the kernel. Examples of kernel functions are polynomial and radial. In the feature space, the input vector can be classified by a hyperplane. The selected kernel function of SVM can shift the data to a lower dimension to give a higher degree of linearity. Regularization and kernel choices occur only in a way so that SVM shifts the issue of parameter tuning to fit the pattern selection. The kernel model may be more sensitive than the model selection criteria.

4) Gradient Boosted Trees (GBT)
   Gradient Boosted Trees [16] models, as illustrated in Figure 20, consist of a set of regression or classification trees. It learns advance learning sets that get predicted results through better estimation. Boosting is a flexible nonlinear regression that improves tree accuracy by dealing with weak data that is difficult to classify. Set of decision trees are made to create weak predictive sets. Although GBT gains increasing accuracy, it reduces the training speed and ability of human interpretation.
3.5 Evaluation

This research employs k-fold cross-validation [17] as an evaluation method. The basis of the cross-validation method is resampling, starting with the division of data into parts, and sampling some data from that series to cross-check. Cross-accessing results are often used as an option for determining accuracy of network models, such as network architecture and classification models. This repetitive hold-out method aims to measure how much the trained model is overfitting by examining the performance. For example, the overfitting model is proven by the low resulting performance. The k value is an adjustable parameter that refers to the number of partitions (or fold). The demonstration of this method is shown in Figure 13.

3.6 Setting up of experiment

In order to gain the most accurate model, evaluated by a 10-fold cross-validation method, each algorithm optimizes its parameters by using the Evolutionary Optimization algorithm [18]. The evolutionary algorithm is a generic population-based meta-heuristic optimization algorithm. It uses a process motivated by biological evolution. Candidate solutions to the optimization problem play the role of individuals in a population, and the fitness function determines the quality of the solutions.

A set of parameters for each predictive model is shown in Table 3.

4. RESULTS AND DISCUSSION

As stated in the previous section, the comparative experimental result is shown in Table 4 and illustrated in Figure 14. Each model of each stage is reported with its optimum parameter set and four measurements: accuracy (Acc), precision (Pre), recall (Rec), and F-measure (F). The accuracy is calculated by the ratio between correctly classified samples over all of the training set. It implies the number of correctly classified instances over all training data. The precision refers to the ratio of number of true positive instances by number of predicted positive instances. The recall, also known as sensitivity, is the ratio of number of true positives over actual positive ones. The F-measure is the harmonic mean of precision and recall. In brief, the accuracy focuses on overall data including positive and negative values, while the F-measure does not take the negative values into account. It focuses on positive values (confirmation to reserve or confirmation to transfer). Therefore, the results reported in Figure 14 are compared the accuracy and F-measure because the precision and recall are reflected with the F-measure.

As shown in Table 4, the most accurate model for both stages is the ANN, with 0.970 and 0.882 accuracy respectively. In the same fashion, the F-measure for both stages of the ANN are also superior to others, with values of 0.958 and 0.862. This means the ANN is suitable for both the customer identification and loyalty discrimination tasks. As stated in the previous section, the reported parameter sets are optimized to obtain the best model. The optimized number of hidden layers of both models is one layer.
This result reflects the theoretical assumption about the ability of ANN to handle complex data and problems. The single hidden-layer architecture of ANN is enough to handle non-high dimensionality problems. When comparing with a baseline method like the Decision Tree (DT), the accuracy is not significantly different in stage 1 (0.970 and 0.967), but quite obviously is significant in stage 2 (0.882 and 0.719), The F-measure of those methods have the same trend.

The parameter set of each model is quite interesting. When comparing DT and GBT, the optimum maximal depth of DT is higher than GBT since the GBT provides multiple regression trees based on Gradient Descent algorithm. Thus, the complexity is reflected by the number of trees instead. On the other hand, when comparing ANN with SVM, the parametric method like ANN is more suitable than the non-parametric method like SVM. The reported performance was measured by 10-fold cross validation which aims to prevent the overfitting problem. However, additional dataset should be used to test these models in real production environment.

Although their uninterpretable results cause the black-box phenomena in model usage when compared with tree-based or rule-based methods like Decision Tree or Gradient Boosted Tree, the highest predictive performance of ANN leads to the model deployment embedded with a web application to predict the information flow of the developed application.

The application is embedded in the current business process. It assists the salespersons and other stakeholders in determining which potential customer will reserve a single house product and the probability of achieving the transfer stage. To demonstrate the deployed application, Figures 15 to 19 show the information flow of the application and its example results in four different states as summarized in Table 6.
**Table 6:** Output scenario of the developed application.

<table>
<thead>
<tr>
<th>Case no.</th>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Not reserve / Not transfer</td>
</tr>
<tr>
<td>2</td>
<td>Reserve / Transfer</td>
</tr>
<tr>
<td>3</td>
<td>Reserve / Not transfer</td>
</tr>
<tr>
<td>4</td>
<td>Not reserve / Transfer</td>
</tr>
</tbody>
</table>

**Fig.16:** The customer journey analytical application: case 1.

**Fig.17:** The customer journey analytical application: case 2.

**Fig.18:** The customer journey analytical application: case 3.

**Fig.19:** The customer journey analytical application: case 4.
5. CONCLUSIONS

Due to rapidly growing competition in the real estate domain, sellers need data analytic tools to identify potential customers along their journey. This research studies the characteristics and business model of real estate with a preliminary study of the problems and background of real estate companies and trends. The concept of Customer Relationship Management (CRM) is described to show the impacts of customer relationships. This research proposed a two-stage customer retention model for real estate firms, specifically for single house products. The research methodology is based on the CRISP-DM scheme. It started with understanding the problem and transforming it into a data analysis solution. Then the researchers collected the necessary data from different sources. The first stage combined the registration data, reservation data, and customer questionnaire answer. The second stage conformed to stage 1 and also included promotion data and excluded registration data. Then, the researchers performed conversion and integration of the raw data into an analysable format. There are five steps in order to prepare data before modeling: data mapping and integration, data grouping, data cleansing, data transformation, and data reduction. Subsequently, the data was prepared; there are two models which are for single houses in stage 1 and 2. Four classification techniques were used to get the best model. The ANN with 1 hidden layer presented the highest accuracy and F-measure of 0.970 and 0.958 in stage 1 and 0.882 and 0.862 in stage 2, compared to other algorithms. In deployment, the best ANN model was selected to establish the retention prototype which can determine customer class in two stages. This research highlights how data mining techniques can help the sellers to seek potential customers and improve the CRM objectives.

One limitation of this work is that the training data set was not large. That is caused from the lack of a quality data-entry process and can lead to overfitting problems. Some other algorithm may be further employed to empower the prediction system. Moreover, the data used in this research is based on an existing relational database but should be expanded to include more data such as social media contents and geographical information.

ACKNOWLEDGEMENTS

We extend our sincere thanks to all individuals and firms who contributed data and motivated us while we did this research work.

References


Sotarat Thammaboosadee was born in 1982 and received B.Eng. degree in Computer Engineering in 2003, and M.Sc. degree in Technology of Information System Management in 2005 from Mahidol University, Thailand. In 2013, he received Ph.D. degree in Information Technology from King Mongkut’s University of Technology Thonburi, Thailand. He is now an assistant professor at IT Management Division, Faculty of Engineering, Mahidol University, Thailand. He is also the director of Datalent Team, Data Talent Development Research Group. His research interests include Data Science, Data Privacy, Data Governance, Data Stewardship, and Applications of Data Mining on Several Domains, such as legal, economic, and healthcare domains.

Benjathip Chinomi received B.Sc. degree in Information and Communication Technology from Mahidol University, Thailand in 2015, and M.Sc. degree in Information Technology Management from Mahidol University, Thailand in 2017. Her research interests include Data Mining, and Customer Analytics.

Ehab K. A. Mohamed is the Dean and Professor of Accounting at the Faculty of Management Technology, German University in Cairo. Prior to joining GUC he worked for 10 years at Sultan Qaboos University, Oman. He graduated from Cairo University and received his M.Sc. & Ph.D. from Cass Business School, London. He is a Fellow of the Chartered Institute of Internal Auditors, UK. His areas of research are in auditing, fraud, performance measurement, business education, financial reporting, and corporate governance. He has published a number of papers in international refereed journals and presented papers at numerous international conferences. He published two books on financial accounting and auditing.

International Joint Conference on Artificial Intelligence, 2017.


