Hybrid Learning of Vessel Segmentation in Retinal Images
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**ABSTRACT:** In this paper, a novel technique of vessel segmentation in retinal images using a hybrid learning based approach is proposed. Unlike most other existing methods, a double-layer segmentation technique combining supervised and instance learning steps is introduced to enhance a sensitivity score of segmenting retinal blood vessels. The supervised learning based approach alone may not cope with unseen patterns caused by intrinsic variations in shapes, sizes, and color intensities of blood vessels across different retinal images. Thus, in the proposed hybrid learning solution, the supervised learning part is adopted to compute initial seeds of segmented vessels. They are then fed into the instance learning part as an initial foreground to further learn specific characteristics of vessels in each individual image. In the supervised learning step, the support vector machine (SVM) is applied on three types of features including green intensity, line operators, and Gabor filters. An iterative graph cut is adopted in the instance learning step, together with the pre-processing of morphological operations and the watershed algorithm. The proposed method is evaluated using two well-known datasets, DRIVE and STARE. It shows promising sensitivity scores of 82.6% and 82.0% on the DRIVE and STARE datasets respectively, and outperforms other existing methods in the literature.
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1. **INTRODUCTION**

This paper focuses on developing a technique for segmentation of blood vessels in retinal images. Segmentation results of blood vessels can be further used in many analysis tasks for detecting abnormalities of vessels, including a severe stage of diabetic retinopathy. Thus, it is important to have the technique for segmenting retinal vessels in an automatic way with good performance. Several related methods have been proposed to address this challenge [1]. The existing techniques of vessel segmentation can be classified into two groups, instance-learning and supervised-learning based approaches.

A key challenge of retinal blood vessels segmentation is dealing with variations in shapes, scales, sizes, and colors of the vessels themselves. Across different retinal images, pixels’ intensities of blood vessels may vary significantly. Even within an individual image, shapes and sizes of vessels can have different locations and types (e.g. arteries and veins). This is especially true for retinal images with signals of a disease. For example, severe non-proliferative and proliferative stages of diabetic retinopathy contain abnormalities of blood vessels. Thus, variations of retinal blood vessels could be very significant.

Starting with instance learning based approaches, the main difficulty is that preset parameters cannot cope well with different characteristics in different
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retnal images. For supervised learning based approaches, the learned segmentation model does not work efficiently with unseen vessels’ characteristics caused by variations mentioned above.

Lately, CNN-based approaches, which also belong to the category of supervised learning, have been proposed. However, they cannot surpass the limited performance of sensitivity scores, since they need more training data to address variations of blood vessels. This paper, therefore, proposes a hybrid learning solution to overcome the limitations of each learning category.

Examples of instance learning and supervised learning (including CNN) based approaches of the retinal blood vessels segmentation are reviewed below, to demonstrate how they are developed and work in different perspectives.

Using instance-learning, for example, the paper [2] began with extracting image ridges. They were later grouped into sets of primitives to approximately form up straight-line elements which were parts of vessels. The paper [3] used pixels’ intensities with vessel enhancement as features. Then, the vessel segmentation was performed using a Self-Organizing Map (SOM) with Otsu’s method to estimate the neuron class in a neural network as an unsupervised clustering method. The proposed method in [4] used Heidelberg Retina Tomograph (HRT) images. They contained typical double-edged shapes of retinal vessels with different qualities. The reconstruction of vascular structures in retinal images was done on the green channel with the two-stage approach. A dedicated detector was applied for certain widths of the vessels. In addition, the Gaussian function was used for helping to detect the center line of vessels. Then, an unbiased detector of curvilinear structures was applied to detect vessels.

In [5], histogram equalization was used to enhance the contrast in the retinal image. The distance transform algorithm was then applied to create a distance map image to calculate the directions and the magnitudes of the vessels’ gradients. These pieces of information were used to construct the graph. Then, the graph cut algorithm was applied to segment the graph into vessel and non-vessel parts.

The techniques in this first category have a key advantage of not requiring a training process and a large set of labeled data for training. However, they are fairly sensitive to the intra-variations among the retinal images, which may include variations in color tones and intensities of vessels.

The group of supervised-learning based approaches is described next. For example, [6] used basic and orthogonal line operators and the green channel as features, without any pre-processing or enhancement applied on the input image. This was done to preserve the vessel structure before further analysis. The line operators were calculated at twelve different angles. Also, vessels and backgrounds had more contrast in the green channel, when compared with the red and blue channels. Then, an SVM was used as the final classification tool. [7] used seven features extracted based on the inverted green channel, Gabor Wavelet, and line operator. Similarly, the Bayesian network and SVM were attempted as the classification tools.

In addition, cellular neural networks with line detection on the inverted green channel were used for the segmentation in [8]. They avoided the problems of noise and low contrast between vessels and backgrounds. The proposed method in [9] extracted features based on local area shape-based features combined with multi-scale local statistical features from the green channel. Three types of morphological operators were applied. First, the opening operation was applied to remove smaller bright details such as noise points or pathological areas. Second, the closing operation was employed to enhance dark details which mainly contained vessels. Third, the difference between erosion and dilation was used to enhance the edge information. An SVM was used to find the optimal hyperplane for segmenting vessels from backgrounds.

In [10], they applied adaptive histogram equalization and morphological operations in the pre-processing stage. Then the local binary pattern and the gray level co-occurrence matrix were applied on the pre-processed image. For the feature extraction, the energy, contrast, correlation, and homogeneity were used. An SVM was also used in this paper for the vessel classification. In [11], 7D feature vectors from the gray-level-based features and the moment invariants-based features were computed. Then, a neural network was used as the pixel-based classification tool. It also included two post-processing steps, which were filling of pixel-gaps and removing false detections.

More recently, several methods using convolutional neural networks (CNN) have been proposed for solving the segmentation problem of vessels in retinal images. Their techniques are all very similar, relying on CNN, but with varieties of CNN architectures. In [12], a deformable U-Net is adopted, where deformable convolutional layers are added into the conventional neural networks. This could address the challenges of high-variations of shapes and scales of blood vessels. While in [13], U-Net and Dense-Net structures are combined and used to construct the segmentation model. Rotation and image mirroring are adopted in the data augmentation process, and the CLAHE algorithm is applied for the preprocessing. In [14], dense U-Net is used under an assumption that retinal vessels are tiny, which means they could be learned effectively using a patch-based learning strategy.

In [15], an encoder-decoder architecture is adopted into a fully convolutional deep neural network, using dilated spatial pyramid pooling with multiple dilation
rates. In [16], an encoder-decoder based octave convolution network is introduced for addressing the vessels’ segmentation challenges of variations in sizes and shapes. Also, in [17], a convolutional neural network with a multi-scale residual is adopted to solve the scale-variation of retinal vessels. In [18], five different models of deep convolutional neural networks are attempted using high-resolution patches. M-AlexNet provides the best segmentation result. The main limitation of CNN based methods is they require many computational resources and a sufficiently large set of labeled data for training the segmentation model. Also, as mentioned in the experimental comparisons of this paper, they could achieve high specificity values, but sensitivity scores were not high enough.

One challenge for techniques in this second category could be the overfitting problem, especially when there are not enough training data samples. This occurs often for the case of medical image analysis, where it is difficult to obtain a large number of medical images with related groundtruth. As a result, many small vessels could be missed from the segmentation. Moreover, the main advantage of this category is that well-trained model can be used directly without any additional learning steps or calculations.

Therefore, in this paper, a hybrid solution combining good aspects of both instance-learning and supervised-learning concepts is proposed to solve the problem of segmentation of vessels in retinal images. The supervised-learning using SVM learns pixels of blood vessels based on features of green intensity, line operators, and Gabor features, for recognizing vessels. These features, basic-line operators, orthogonal-line operators, and Gabor filters. The color transfer technique is also adopted to normalize color tones of retinal images before using them in the SVM learning process. Then, the detected vessel-pixels with high confidence values are used as the initial seeds to be learned in the instance learning using a graph cut. This extends the segmentation results to cover remaining blood vessels in the retinal image, especially small branches of the vessels. The proposed method was validated on two well-known datasets, namely DRIVE and STARE. It achieved outstanding sensitivity performance when compared with the other methods in the literature.

Motivations for adopting each technique in the proposed method are explained in this paragraph. The SVM is applied in this paper as the classification tool because it focuses on producing a single binary output of vessel and non-vessel. It also contains a small number of hyper-parameters and guarantees a global optimum [19]. In addition, the color transfer technique is adopted in this paper to normalize color tones of retinal images. This is important to reduce variations of retinal blood vessels for a learning process in the supervised learning step. Also, this makes it easier for the instance learning step to extend coverage areas of blood vessels. The Gabor filter is used to detect key vessel features because it can describe vessel textures/patterns in various scales and orientations. Moreover, the iterative graph cut is used as a main tool in the instance learning step, due to its flexibility and ability to capture multiple characteristics of vessels within individual retinal images.

The rest of this paper is organized as follows. The details of the proposed method are explained in section 2. The experimental results and discussions are summarized in section 3. Finally, the conclusion is drawn in section 4.

2. PROPOSED METHOD

Figure 1 shows an overview of the framework of the proposed method hybridizing supervised and instance learning approaches for the coarse-level and fine-level segmentation of vessels in retinal images. In the pre-processing stage, the green channel is split and used in the further processes because it gives the best contrast between vessels and background, when compared with other two channels of red and blue. Then, the histogram equalization is applied to enhance the contrast. It begins with the construction of a color histogram of the green channel \((hist)\), with 256 bins.

\[
hist = \{h_i\}_{i=0}^{255} \tag{1}\]

Then the accumulative color histogram \((C = \{c_j\}_{j=0}^{255})\) is computed with Eq. 2.

\[
c_j = \sum_{i=0}^{j} h_i \tag{2}\]

The pixel value \(p_j\) is then updated using Eq. 3.

\[
\text{round} \left[ \frac{c_j - c_0}{W \times H} \right] \left(255\right) \tag{3}\]

\(W\) and \(H\) are width and height of the input image respectively, and 255 is the maximum value of the pixel intensity. The sample output of this enhancement process is shown in figure 2.

Next, in the coarse-level segmentation stage, the supervised learning approach is applied to train the extracted high-level features including green intensities, basic-line operators, orthogonal-line operators, and Gabor features, for recognizing vessels. These segmented vessels are used as pre-seeds in the fine-level segmentation stage based on the instance learning approach. The pre-seeds are refined and used as the initial foreground (i.e. vessels) in the iterative graph cut for finalizing the vessel areas. The detailed processes are explained in the following sub-sections.
2.1 Segmentation Level 1 using Supervised Learning (Coarse-Level Segmentation)

In this level, four types of features are extracted for each pixel in the retinal image. The first feature is the intensity of the green channel since it provides the best contrast information between vessels and background, when compared with the red and blue channels.

Due to the intra-variation of color statistics across different images, the green channels \( I_g \) of all images are normalized to match the statistic of the reference image \( I_R \). This process reduces such variation, using the color transfer based-approach [20]. Since this color-statistic normalization process is performed on the single color channel, it can be done on the channel directly without converting the image to the \( \alpha \beta \) color space. The process is defined in Eq. 4.

\[
\tilde{I}_g(p) = (I_g(p) - \mu_g) \frac{\sigma_R}{\sigma_g} + \mu_R
\]  

\( I_g(p) \) is the pixel \( p \) of the image \( I_g \). \( \tilde{I}_g(p) \) is the transferred value of \( I_g(p) \). \( \mu_g \) and \( \mu_R \) are the means of \( I_g \) and \( I_R \) respectively. \( \sigma_g \) and \( \sigma_R \) are the standard deviations of \( I_g \) and \( I_R \) respectively. Also, the transferred values must be trimmed up or down into the range of the green channel.

Two more features are extracted using line operators [6,7]. The second feature is computed based on the basic line operator. It is a line with fixed length centered at the considered pixel with 12 orientations spanning 360 degrees, including 0°, 30°, 60°, 90°, 120°, 150°, 180°, 210°, 240°, 270°, 300°, and 330°. The average gray level of the image is evaluated along lines. This is done in order to find the line direction among the 12 directions noted above that provides the maximum gray level, denoted as \( \tilde{\theta} \).

The \( \tilde{\theta} \) at the pixel of the coordinate \((i, j)\) is calculated with Eq. 5.

\[
\tilde{\theta} = \arg \max_{\theta} \sum_{x=i-k}^{i+k} I_g(x, q)
\]

\( \theta \in \{0^\circ, 30^\circ, 60^\circ, 90^\circ, 120^\circ, 150^\circ, 180^\circ, 210^\circ, 240^\circ, 270^\circ, 300^\circ, 330^\circ\} \), \( I_g(x, q) \) is the pixel at the coordinate \((x, q)\) of \( I_g \), \( q = x \tan(\theta) - i \tan(\tilde{\theta}) + j \), and \( k \) is a parameter defining the length of the considered line as 2\(k+1\).

The next step is to compute the difference by subtracting the mean value of all pixels on the line of the rotation \( \tilde{\theta} \) centered at the coordinate \((i, j)\) with length of 2\(k+1\) from the average gray level within the square window with the size of \((2n+1) \times (2n+1)\). This difference \( (S) \) is called the line strength, and is calculated using Eq. 6.

\[
S = \sum_{x=i-k}^{i+k} I_g(x, r) - \frac{\sum_{x=i-k}^{i+k} \sum_{q=x-n}^{x+n} I_g(x, q + a, j + b)}{(2n+1) \times (2n+1)}
\]

where \( r = x \tan(\tilde{\theta}) - i \tan(\tilde{\theta}) + j \).

The value \( S \) is then used to determine whether the considered pixel is a vessel or not. Any pixel with a high value is assumed to be part of a vessel. It will be used as a feature in the supervised learning process. Figure 3 shows the sample output of the basic line operator.

In addition, to improve the segmentation of a pixel that is located on a thin vessel, the third feature is extracted from the orthogonal line operators by evaluating the average gray level of the neighboring pixels along the line that is perpendicular to the second feature. The rotation of the perpendicular line is denoted as \( \theta_o \). Its strength is denoted as \( S_o \). \( S_o \) can be obtained by subtracting the mean value of all pixels on the line of the rotation \( \theta_o \) centered at the coordinate \((i, j)\) with the length of 2\(k+1\) from the average gray level within the same square window used in the second feature. The calculation uses the same equation (6) above, where \( y = x \tan(\theta_o) - i \tan(\tilde{\theta}) + j \).

The fourth feature is based on the Gabor filter [21-23]. The Gabor filter is a linear filter that has been broadly used for multi-scale and multi-directional edge detection. It can be used to detect oriented features of vessels in the retinal image. It can be fine-tuned for particular scales and directions. The response of a Gabor filter kernel is defined by the product of a function \( f \) and a complex sinusoid, using Eq. 7.
Fig. 2: The enhancement on the green channel. (a) An original image. (b) A split green channel image. (c) An applied histogram equalization of (b).

Fig. 3: The sample output of the basic line operator.

\[ f(x, y, \theta, \lambda) = e^{-\frac{x^2 + y^2}{\sigma^2}} e^{i(2\pi \frac{x}{\lambda} + \psi)} \]  \hfill (7)

\[ \hat{x} = x \cos(\theta) + y \sin(\theta), \quad \hat{y} = -x \sin(\theta) + y \cos(\theta), \]  \hfill \theta is the orientation, \( \sigma \) is the scale, \( \lambda \) is the wavelength of the sinusoidal factor, \( \gamma \) is the spatial aspect ratio, and \( \psi \) is the phase offset of the sinusoidal factor.

In this paper, the Gabor filter is applied to the inverted green channel of the retinal image, using a 2D convolution operator. The maximum Gabor response across the orientation \( \theta \) spanning from 0 to \( \pi \) degrees in steps of \( \pi/18 \), is calculated for each pixel at four different scales \( \sigma \) of 2, 3, 4 and 5. Then the maximum response \( f_s(x, y, \theta, \lambda_s) \) across the orientation at each scale \( \lambda_s \) is taken as the pixel feature using Eq. 8.

\[ f_s(x, y, \theta, \lambda_s) = \max_{\theta \in \{0, \pi/18, 2\pi/18, \ldots \}} f_s(x, y, \theta, \lambda_s) \]  \hfill (8)

In this stage of the coarse-level segmentation of vessels in the retinal image, a Support Vector Machine (SVM) [24-28] is used as the supervised classifier for the pixel classification. In the classification process, each pixel of the retinal image is placed into one of two label classes, vessel and non-vessel, which can be separated into the two classes of samples with the best generalization. In the training phase using SVM to build up the vessel classification model, sample positive (i.e. vessel) and negative (i.e. non-vessel) pixels are taken from the groundtruth images with the 4 types of extracted feature vectors as explained above.

When using SVM [24-28] in the training phase of this binary classification problem, labeled training data \( \{(d_m, c_m)\}_{m=1}^M \) is required, where \( m \) is the total number of training samples. The training dataset needs both positive samples where \( d_m \) is the extracted feature vector of the vessel pixel and the class label \( c_m \) is represented by \( +1 \), and negative samples where \( d_m \) is the extracted feature vector of the non-vessel pixel and the class label \( c_m \) is represented by \( -1 \).

In this paper, the SVM solves the hyperplane for the two-class \( (c_m = +1, c_m = -1) \) classification problem by using the optimization in Eq. 9.

\[ \min_{w, b, \xi} \frac{1}{2} w^T w + C \sum_{m=1}^M \xi_m \]  \hfill subject to \( c_m (w^T \phi(d_m) + b) \geq 1 - \xi_m \) \hfill (9)

\[ \xi_m \geq 0 \]  \hfill \( \xi_m \) is the margin width, \( w \) is a weight vector, \( b \) is a bias parameter, \( \phi(d_m) \) is the kernel mapping for a higher-dimensional space, and \( C \geq 0 \) is the regularization parameter. In this paper, the histogram intersection is used as the kernel. Eq. 9 is then determined with the dual optimization in Eq. 10.

\[ \min_{\alpha} \frac{1}{2} \alpha^T Q \alpha - I \alpha \]  \hfill subject to \( c^T \alpha = 0 \) \hfill (10)

\[ 0 \leq \alpha \leq C, I \]  \hfill \( I \) is the all-one vector of size \( M \), \( Q \) is the \( M \times M \) positive-value matrix, \( Q_{ij} = c_i c_j K(d_i, d_j) \), \( K(d_i, d_j) = \phi(d_i)^T \phi(d_j) \), and \( c = [c_m]_{m=1}^M \). Next, the
optimal $w$ is solved with Eq. 11.

$$w = \sum_{m=1}^{M} c_m \alpha_m \phi(d_m) \quad (11)$$

The final decision function is defined in Eq. 12 for the given input feature vector $d_{in}$.

$$f(x) = f(w^T \phi(d_{in}) + b) = f\left(\sum_{m=1}^{M} c_m \alpha_m K(d_m, d_{in}) + b\right) \quad (12)$$

$f(x)$ returns $+1$ for the vessel class if $f(x) \geq 0$. Otherwise, $f(x)$ returns $-1$ for the non-vessel class.

The trained model is then used to classify pixels in the retinal image into vessel and non-vessel pixels with equation (12). The vessel pixels with the high confidence values in the top 25% percentiles are used as pre-seeds for the next stage of instance-based learning.

### 2.2 Segmentation Level 2 using Instance Learning (Fine-Level Segmentation)

**Fig.4:** The overall framework of the proposed fine-level segmentation.

Figure 4 shows the overall framework of the proposed fine-level segmentation. This level of segmentation uses the pre-seeds of vessels computed in the previous level of segmentation as the initial input. First, the pre-seeds are refined using morphological operations \([29, 30]\). Dilation is applied on the pre-seeds to enlarge candidate areas of vessels, which will be refined at the end of this process using the iterative graph cut. The dilation factor is set to be 3, with a disk-shaped structuring element having radius = 3. The sample result is shown in Figure 5.

Then the watershed algorithm \([31]\) is applied to reduce the noise from the pre-seeds. The output from the watershed is then used as the initial foreground (i.e. vessels) in the iterative graph cut algorithm \([32]\). The existing usages of graph cut based their approaches \([33-36]\) on the initialization of a bounding box or region covering the target object. However, our method uses the pre-seed pixels obtained from the coarse-level segmentation based on supervised learning as the known foreground pixels for building up the initial foreground model using Gaussian Mixture Models (GMMs).

The graph is first constructed where each node represents each pixel in the image. There are two additional special nodes, including the source node representing foreground or vessels, and the sink node representing background or non-vessels. Each node in the graph is then connected to neighboring nodes and the two special nodes.

The weight of the link connecting each node to the source node is computed using the foreground Gaussian mixture model. The weight of the link connecting each node to the sink node is computed using the background Gaussian mixture model. Then the weight $w_{p_1,p_2}$ of the link connecting between two nodes of two pixels $(p_1, p_2)$ is computed using the linked pixels’ similarity, using equation 13 \([37,38]\).

$$w_{p_1,p_2} = \frac{50}{\text{dist}(p_1,p_2)} \exp^{-\beta||p_{v1}-p_{v2}||^2} \quad (13)$$

$\text{dist}(p_1,p_2)$ is the distance between the pixels $p_1$ and
of each method is evaluated based on the sensitivity images using the proposed method. The performance of Microsoft Visual C/C++ environment.

The performance of each method is evaluated based on the sensitivity and the specificity. The sensitivity reflects the ability of the method to correctly detect vessel pixels, while the specificity presents the ability of the method to correctly detect non-vessel pixels.

The sensitivity is calculated by dividing the true positive with the summation of true positive and false negative. The specificity is calculated by dividing the true negative with the summation of true negative and false positive. The true positive is the number of vessel-pixels that are correctly classified as vessels. The true negative is the number of non-vessel pixels that are correctly classified as non-vessels. The false positive is the number of non-vessel pixels that are incorrectly classified as vessels. The false negative is the number of vessel pixels that are incorrectly classified as non-vessels.

The ROC curves based on the DRIVE and STARE datasets are shown in figures 7 and 8 respectively. They are computed by varying the confidential score of SVM for classifying vessels and the dilation factor used in the fine-level segmentation step. Tables 1 and 2 provide the results of performance comparisons between our proposed method and the other existing methods in the literature.

As can be seen in tables 1 and 2, our proposed method outperforms the other methods based on the sensitivity values. This is because of the two-level segmentation deployed in our proposed method. The first level using the supervised learning can detect initial seeds of vessel pixels. The performance on different input images can vary because they contain different details of illumination and other signals of disease. The same trained model could not cover all input images with the same performance. The second level using the instance learning began with the segmentation result from the first level and extend the model to cover more foreground pixels based on internal contexts of individual input images.

In addition, the CNN-based approaches [14][15][16][18][43] achieved high specificity scores, but with significantly lower sensitivity scores. This is because in each image, the negative class or non-vessel pixels comprise a significantly higher proportion of the image, when compared to the positive class or vessel pixels. More importantly, the CNN-based approaches belong to the supervised-based learning category which works well on seen data/vessel patterns. However, in fact, retinal vessels contain high variations of shapes, sizes, and colors. So a trained CNN model may not be able to segment vessels that are different from the data seen in the training process. In addition, the complexity of the CNN architecture requires training using a sufficiently large set of labeled data.

Our proposed method addresses these intrinsic variations to some extent, since it uses the instance-based learning technique on pre-seeds of vessels seg-

$p_2$ coordinates, $pv_1$ and $pv_2$ are the pixel intensities of the pixels $p_1$ and $p_2$ respectively, $\beta = \frac{1}{\pi \cdot (pv_2 - pv_1)^2}$, and $\langle , \rangle$ denotes the expectation over the image sample. The constant value of 50 is used in the equation since it is the value suggested for the segmentation task in [39] for model calculations.

The models are initially created based on the refined pre-seeds. Then the updated foreground and background pixels are used for constructing the models in the next iteration. In each iteration of the iterative graph cut, the mincut algorithm [40, 41] is used to cut the graph into two segments with the minimum cutting cost. The cost function is the summation of weights of the links being cut.

The pixels on the nodes connecting to the source node are said to be foreground pixels or vessel pixels. The pixels on the nodes connecting to the sink node are said to be background pixels or non-vessel pixels. All of these processes are iteratively repeated until the segmentation converges or the maximum number of iterations is reached.

In the final step, post-processing is applied on the segmented image. The morphological operations are then applied again to fill holes in vessels and remove noise. Also, the outer boundary of the retina contour is detected and removed from the final output image.

3. EXPERIMENTS AND DISCUSSIONS

Two public retinal image datasets were used to evaluate the proposed method, the structured analysis of the retina (STARE) dataset [42] and the digital retinal images for vessel extraction (DRIVE) dataset [2]. The STARE dataset consists of 20 digitized images captured by the TopCon TRV-50 fundus camera at 35° field-of-view (FOV), where ten of them present pathology. They are available in the ppm format. The size of each image is 700 × 600 pixels with eight bits per color channel.

The DRIVE dataset is mainly used to enable comparative studies on blood vessel segmentation in retinal images. It consists of 40 eye-fundus color images acquired by the Canon CR5 nonmydriatic 3CCD camera at 45° field-of-view (FOV), where seven of them present pathology. They are available in the TIF format. The size of each image is 768 × 584 pixels with eight bits per color channel. For both datasets, 20% of the images were used in the training process, and the remaining 80% of the images were used in the testing phase.

In our experiments, the proposed method was implemented on a computer with Core(TM) i7 CPU @2.70 GHz and 16 GB RAM. It was developed using the library functions of OpenCV in the Microsoft Visual C/C++ environment.

Figure 6 illustrates the sample segmented vessel images using the proposed method. The performance of each method is evaluated based on the sensitivity and the specificity. The sensitivity reflects the ability of the method to correctly detect vessel pixels, while the specificity presents the ability of the method to correctly detect non-vessel pixels.
Fig. 6: Sample outputs of the vessel segmentation using the proposed method. (a) Original images. (b) Ground truth images. (c) Segmented images.

Further enhancement of the segmentation performance could be done in the future by filtering and/or clustering the pre-seed values obtained from the first level segmentation. The pre-seed values of vessels could be clustered into multiple groups based on their intensity levels. Then the more reliable pre-seeds could be the cluster(s) containing pixels of approximate connected line(s). The Hough transform could be used to deal with the approximate line detection. This process should improve the purity of pre-seed values for being used as known vessel pixels, which will lead to better initialization of the graph cut and better segmentation results.

4. CONCLUSION

This paper proposes two-level segmentation of vessels in retinal images. The main contribution of this paper is the development of this hybrid learning solution combining both aspects of instance learning and supervised learning processes. The pair of learning processes could minimize limitations of using either alone, as mentioned in the main content of this paper. The segmented vessels from the supervised learning step are further used as the initial seeds in the instance learning step in order to enhance the sensitivity score. Our method starts with a pre-processing stage using histogram equalization and color transfer. Then the four types of features are extracted and used in the first level of the segmentation: the green intensities, basic-line operators, orthogonal-line operators, and Gabor features. An SVM is used as the vessel classifier. The segmentation output from this level is refined using the second level based on the instance learning approach. It includes morphological operators, watershed, and iterative graph cutting. Our method was validated using two well-known datasets, DRIVE and STARE. Our method achieves outstand-
Fig. 7: ROC curve on the DRIVE dataset.

Fig. 8: ROC curve on the STARE dataset.

ing sensitivity values, when compared with the other methods in the literature.
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