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Interaction System for Interactive Content in

Virtual Museum
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ABSTRACT: Virtual Reality (VR) generates realistic visualization and sensa-
tion applied to various practices. A Virtual Museum (VM) is a use case where
VR may be applied to convince museum visitors to participate with a story told
through digital content. Recently, immersive VR technologies have been inten-
sively developed providing a lot of devices which support interactive VM appli-
cations. In development of interactive VM, interaction always depends on the
selected device. Then content is tuned to �t speci�c device capacity. Major de-
velopment must be addressed again whenever the virtual environment is adapted
to a new device. This paper proposes a storytelling framework to assist designing
interactive content which is device independent. Our framework provides a high-
level abstraction of story and interaction with it which is then translated to any
low-level device. A storytelling model and an interaction model are introduced to
create a common language for story making. It works with the Viewer, the Asset
manager, the Event editor, and the Timeline to organize virtual environments and
assign interactions. An example of interactive content design on our framework is
presented to demonstrate the development process. We de�ned three interaction
systems: a 2D system, a 3D system, and a CAVE system with interaction tech-
niques based on the interaction model. The storytelling platform has the ability
to change interaction systems as required on the same story, allowing us to study
the use of di�erent interaction system on VM applications.

Keywords: Virtual
Reality, Virtual Mu-
seum, Interaction
System, Storytelling

1. INTRODUCTION

Museums, the
eld of cultural heritage, and the entertainment in-

dustry are widely using Virtual Reality (VR) technol-
ogy to create Virtual Museums (VM). Many low-cost
or high-performance devices are used for VM appli-
cations to provide visitors with an immersive experi-
ence. 3D digitization of a story is becoming a main-
stream technique to transform museum information
into digital data [1, 2]. This includes the ability to
interlink content for interactive and immersive appli-
cations.

1.1 Storytelling

Digital content plays an important role in devel-
oping a VM application. To create a successful VM,

we need interactive content which allows user engage-
ment. The combination of interactive content and an
immersive VM must capture user interest and enable
knowledge gain. The results of visitors using VMs
[3] showed that virtual environments and interactive
content are both important elements for learning.
Moreover, the e�ectiveness study [4] of immersive en-
vironments indicates that cognitive involvement is in-
creasing when interactive content is used within VM
applications. Using interactive content is a better
way to educate, entertain, and engage visitors for
learning within a VM. Immersive VR and interac-
tive content are the main concepts used to develop
VM applications, but the keystone remains good sto-
rytelling. When storytelling is related to cultural her-
itage, it presents tangible and intangible assets that
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characterize past activities and events that may make
visitors emotion [5]. We need a style of storytelling
for interactive content to drive the immersive environ-
ment which responds to user interaction. The inter-
action is a critical part of VM development to achieve
e�ective storytelling.

1.2 Virtual Museum Development

Depending on the involved digital chain, �ve cate-
gories of VM can be found: digital media VM, online
VM, interactive Web3D VM, mobile application VM,
and interactive VM (on-site installation). Each type
has di�erent patterns of development and interaction
with di�erent users depending on the technology and
various devices used to access the data in the VM.
Most of them are device dependent platform. Espe-
cially in an interactive VM, immersive VR technology
is used and plays an important role for VM devel-
opment [6]. Interactions are expected, and various
devices are obviously connected to the application.
Therefore, the interaction system of a VM applica-
tion is based on the selected device: the application
structure itself is device dependent. Maintenance and
service of an interaction system is restricted to the
contents of all development process. It remains di�-
cult to support technologies which change over time
without content modi�cation [7]. In order to deal
with this issue, we provide a device-independent VM
development platform. The application must support
using any device without changing its structure.

1.3 Virtual Experience and Devices

VR research is focusing on the development of im-
mersive devices, on the creation of realistic virtual
environments, and on perception [8]. The virtual ex-
perience through these devices is also di�erent due to
performance and technology.

The 2D system to support a virtual experience
needs a large screen for more perception through high
resolution and a wide angle of view. The Powerwall
is a special multi-monitor [9] setup that consists of
multiple monitors tiled together contiguously in or-
der to form one large screen. We use the Powerwall
instead of a single large screen to get tile layouts, to
get a greater screen area per length, and a greater
pixel density per area. This wide display is coming
in many exhibition centres and is a good technology
candidate for VM.

The 3D system provides depth perception with
stereoscopic display by using binocular vision. An ac-
tive or passive shutter glass is used to display stereo-
scopic images. It works by presenting only the im-
age intended for the left eye while blocking the right
eye, then switching sides. A 120 Hz repetition of this
process does not interfere with the fusion of the two
images into a single 3D image [10].

The CAVE (Cave Automatic Virtual Environ-
ment) system is a full immersion environment that

usually occupies a room or place where up to six pro-
jectors create a complete immersive cube box. The
MIHRIAD miniCAVE is a CAVE platform at the
G-SCOP laboratory [11] with �ve stereoscopic pro-
jections assembled as an open box. The user wears
stereoscopic shutter glasses inside the miniCAVE to
see 3D graphics generated and synchronized with the
stereoscopic projectors. The user's movements are
tracked by a motion capture system recording the real
time position of the users gaze. The computer gener-
ates a pair of images, one for each of the user's eyes,
based on the motion capture data. The user perceives
objects apparently oating in the air, getting a proper
view of what it looks like in reality.

A Head Mounted Display (HMD) is a display de-
vice worn on the head or as part of a helmet. The
HMD generally has one or two small displays with
transparent lenses and glass embedded in the device.
A VR system with HMD provides real-time head-
tracked perspective with a large angle of view, inter-
active control, and stereoscopic display. A user moves
in the 3D space and uses motion-tracked handheld
controllers to interact with the environment. The
wireless controllers are additional tool for more im-
mersive experience to users. The controller has mul-
tiple input methods which include a track pad, grip
buttons, and a dual-stage trigger which has infrared
sensors that detect the base stations to determine the
location of the controller.

We can see that VM development is based on de-
vices. New devices will come in the future to sup-
port future challenges. The story is expected to en-
code with computer science in term of semantic story-
telling [12] and VM is expected into new paradigms to
fasten virtual environments preparation. Interactive
VM as an on-site installation is the platform where
most new technologies a�ect application design and
user interaction.

1.4 Research Goal

This paper proposed a novel method for developing
a VM application providing a digital storytelling tem-
plate to create interactive content and an adaptive in-
teraction system where an application is exportable
into any device. We provide exible editing tools for
developers to manage the content structure. The in-
teraction usage will be interpreted into a high-level
abstraction and run on a low-level hardware device
where interactions have been adapted. Storytelling
speci�es interaction behavior which can drive inter-
action in a virtual scene even when a device may be
switched. We claim that the development of an adap-
tive interaction system will help us �nd a good inter-
action system for any given content and that is device
capacities can be evaluated. This implementation is
useful to deploy not only for the development of digi-
tal heritage applications, but also for any interaction
system where interactive content and collaborative
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working are required.

2. RELATED WORK

Most VMs are usually created on a platform which
supports VM structure management within a VR
framework. VR and authoring frameworks are re-
lated to this concept, but the development process
and tools are di�erent. We have observed four kinds
of VR framework: VR toolkits, CVE toolkits, toolk-
its for research, and game engines. All toolkits pro-
vide interaction and rendering systems. Interaction
is based on the connection of device. Some software
o�ers more or less standard connection services. The
person in charge of developing a VR environment
faces a huge set of tools, and a long process to in-
tegrate selected software bricks correctly.

Most VR frameworks propose virtual environ-
ments development and support developers to han-
dle con�guration of devices. On the other hand, the
authoring frameworks provide high-level abstractions
to de�ne object behaviors in general for interaction.
An authoring framework is used to preset an inter-
active multimedia development. It can be de�ned as
software that allows developers to create multimedia
applications and to manipulate multimedia objects.

2.1 VR Toolkits

VR toolkits provide reusable components to cre-
ate VR applications. Using a toolkit allows the de-
velopers to avoid starting from scratch, and reduces
the amount of low-level programming and scripting
required. VR toolkits include functions for han-
dling, displaying, distributing, or managing input de-
vices. The primary requirements for VR develop-
ment systems are performance, exibility, and ease of
use. Moreover, capabilities of the environment, in-
cluding cross-platform development, support for VR
hardware, rapid prototyping, runtime exibility, and
development interface are also considered. The fol-
lowing VR toolkits are still active and representa-
tive solutions: VRJuggler [13], AVANGO [14], Vrui
[15], FreeVR [16], CalVR [17], MIREDGE [18]. These
toolkits reduce the necessary amount of programming
e�ect. However, the features provided by toolkits are
just the basis of the VR application development. VR
toolkits do not explicitly support VM narration. It
lack scene graph design that emphasizes interaction
between objects.

2.2 Toolkits for Research

Toolkits for VR research have features similar to
VR toolkits, but are dedicated to VR research. How-
ever, they are designed for a set of speci�c tasks.
These toolkits are interesting because they are de-
signed to be used with VR devices as well as for fur-
ther development, so that they can be used to create
other VR applications. Examples of such toolkit are

DIVE [19], Alice [20], inVRs [21], VARU [22], and
RUIS [23]. These toolkits are used for explicit ap-
plications with a speci�c list of devices. Application
development for research does not di�er from using
a VR toolkit. IDEs were added for easier manage-
ment. They focus on virtual environment manage-
ment rather than on device connection and display
processing. In addition, resource management is ac-
cessible at a low-level for system interaction. This is
a design usable for an on-site installation VM that
focuses on user interaction.

2.3 CVE Toolkits

Some research toolkits have been extended to sup-
port more functions and more types of interaction.
They usually enable the interconnection of hetero-
geneous devices and become toolkits for collabora-
tion. A Collaborative Virtual Environment (CVE)
is relevant for multiple user applications. A CVE is
used to distribute device organization. Most exist-
ing CVEs support developers with easy to use ways
A to handle device con�guration. In order to study
the interaction process, a CVE manages device con-
nections in the system where collaboration and shar-
ing features of virtual environment are considered.
Typically, a CVE is used for collaboration and in-
teraction of multiple users working together within
a VR application [24]. However, a CVE does not
just provide for multiple users in the system, but it
also enables using multiple devices together in the
same application. COVISE [25] is designed for col-
laboration through a network, and it supports pre-
session access control using a multi-server design to
distribute workload. The objective is to integrate to-
gether simulation, post-processing, and visualization
functionalities. COLLAVIZ [26] focuses on webbased
technology developed on the top of shared highper-
formance visualization platforms for scienti�c and in-
dustrial work to do remote analysis. Large data sets
can be handled on a single workstation. COLLAVIZ
allows engineers and researchers to collaborate easily
access functionalities and customizations with just a
simple Internet connection.

While COVISE and COLLAVIZ are focusing on
interconnection, CVE (CVE application developed at
G-SCOP laboratory) focuses on a meta-model frame-
work to support structured information, including vi-
sualization and device interconnection. In CVE, ev-
ery system is a machine governed by states which
can be structured in a more or less complex semantic
graph. CVE shares the graph between the set of inter-
connected devices or applications [27]. The semantic
graph is controlled by model driven engineering en-
gines [28].

2.4 Game Engine Toolkits

A game engine toolkit is a software development
environment designed to provide the necessary set
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of features to build games. Such a toolkit brings
together several core areas such as graphics, audio,
networking, physics, GUI, and scripting. The ob-
jective of using a game engine is obviously to create
games, but with the mentioned capacities game en-
gines are also used to create VR applications. The fol-
lowing game engine toolkits are widely used to build
VM applications: Unity3D, Unreal Engine 4 (UE4),
and Blender [29]. VM applications can be easily de-
signed and developed using a game engine. Game
engines create closed worlds. The content may be de-
�ned once at the development stage. Behaviors are
encoded with scripting languages. They provide li-
braries of prede�ned e�ects. With the recent deploy-
ment of head mounted devices, game engines have
become VR preparation toolkits and may integrate
basic functions for collaboration. They also provide
connectors to VR devices. However, there are still
limitations to access speci�c VR devices and to switch
devices: interaction with the virtual environment is
based on the selected device. Moreover, game engines
are dedicated to a wide public and few devices (as
Head mounted device) are supported. Some middle
VR technologies remain necessary for extra connec-
tions. In the last few years Unity3D and UE4 have
completed research development, where experiences
and demonstrations �t closed virtual worlds.

2.5 Authoring Framework

Most VR frameworks are proposed as tools for
virtual environment development and support de-
vice con�guration. However, storytelling support and
structure organization are still lacking. An authoring
framework provides a high-level abstraction to de�ne
object behaviors in general and supports integration
of interactive media in a story. An authoring frame-
work is used to pre-set interactive multimedia devel-
opment. It allows developers to create multimedia
applications and to manipulate multimedia objects.
Adventure Author [30], Storytelling Alice [31], and
StoryTec [32] are examples of this framework devel-
oped to support the creation of a learning applica-
tions. In educational application development such
as <e-Adventure> [33] and WEEV [34] allow non-
programmers to easily create application with pro-
gramming features.

The three main components of the authoring
framework are content organization, content control,
and content assessment [35]. The content organiza-
tion allows users to structure and sequence content or
other multi-media. Content control refers to the abil-
ity to determine presentation of content and story-
telling to engage learners with the content. Content
assessment refers to the ability to test the learning
outcomes within the system. Other tools such as

Table 1: Comparison of characteristics and features
of both VR frameworks and authoring frameworks.

Thinking Worlds and Scratch support the concept of
an authoring framework. They provide features and
functions to create educational applications with sto-
rytelling components.

2.6 Frameworks Comparison

Existing VR and authoring frameworks do not pro-
vide complete sets of functions to address develop-
ment of interactive VM applications. We compare the
available technologies in Table 1 with main approach,
storytelling, animation support, physics engine, sup-
ported devices, and characteristics of interaction.

The main approaches for VR frameworks use
scripting with some xml con�guration support. Each
system is set up to adjust the parameters according
to the desired values [36]. CVE toolkits and game
engines usually have their own IDE (Integrated De-
velopment Environment) or speci�c visual language
which allows scripting. However, some VR frame-
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works have been developed with GUI (Graphic User
Interface) editors, whereas all authoring frameworks
have GUIs which may be considered a feature of vi-
sual languages [18].

Storytelling requires the modules to support vir-
tual environment creation including animation and
multimedia [37]. VR toolkits and CVE toolkits do
not support these features by default, while game en-
gines can support storytelling with the features of cin-
ematic processes and video/audio editing [38]. Even
though an authoring framework is concerned with a
narrative and storytelling, some of them lack this
feature (Adventure Author, Thinking Worlds, and
Scratch).

Most VR frameworks do not have animation fea-
tures. However, some frameworks for research such
as Alice, inVRs, VARU, and RUIS are designed to
support making animation. CVE toolkits have few
animation tools or only simple animation (COVISE).
All game engines have animation features. They pro-
vides speci�c editors for making complex animation.
Authoring frameworks support animation as a com-
ponent of story ow, but some of them support only
simple 2D animation. The physics engine is used to
simulate collisions or gravity with animation. The
game engines are useful for this feature [39] which is
applied to enhance the realism of a virtual environ-
ment. For VM, physics realism is not the main trig-
ger, but visual e�ects are expected to work as they
do in game engines.

Immersive VR devices are used in various projects.
VR frameworks support device connectivity, depend-
ing on settings and related tasks. Game engines focus
on supporting commercial devices [38] to enable col-
laboration with their users. Usually, HMD devices
and AR features are used on mobile. All authoring
frameworks mainly use desktop devices and do not
focus on using VR technology. All VR frameworks
have the same interaction based on basic 3DGUIs,
but they have di�erent features depending on usage.

A VR framework supports device organization and
a CVE supports user collaboration, but most of them
do not contribute anything helpful for storytelling,
animation and simulation. Game engines support
game development. They provide animation and
physics engines for simulation [40], but a complete
tool for storytelling is still needed. Authoring frame-
works have features for developing structured learn-
ing, but applications remain locked on desktop de-
vices and need more interaction. Therefore, a com-
plete platform integrating features from existing sys-
tems is lacking, but could out our goal.

We need a tool that allows us to develop VM ap-
plications on di�erent devices and to use di�erent in-
teraction techniques. This led us to develop a new
storytelling framework that creates a VM application
and runs it on a variety of devices without any mod-
i�cation of the applications. It enables usage com-

parison of applications that interact with users on
di�erent devices. A storytelling platform is proposed
to support a conceptual framework for developing an
interactive on-site installation of VMs with the fol-
lowing objectives:
• To develop a complete platform for designing inter-
active virtual environments.
• To develop an interaction system for managing de-
vice connections.

We de�ne a high abstraction model that supports
VM storytelling de�nition and the details are given
in the next section.

3. DESIGN AND DEVELOPMENT OF A

STORY MODEL

From related work, we know there is a lack of in-
teraction between a user and a story in many VMs.
Design and development of the story model should
integrate interaction within the story [41, 42]. We
introduce a new storyline by adding an interaction
model adapted to historical and storytelling models.

Fig. 1 is a UML diagram showing the main con-
cepts of our story model. It was separated into three
submodels. The historical model describes histori-
cal facts which are the basic knowledge and artefact
references of a museum used to tell a story about
a selection of these facts. This leads to the second
part, the storytelling model, where it is possible to
create relationships between components in terms of
the virtual environment and user interaction. Then
this story is accessed through an interactive system
by the interaction model.

3.1 Historical Model

The historical model is developed as an abstrac-
tion of a historical story based on the CIDOC-CRM
[43], the ontology for cultural heritage relationships.
It provides a generic structure for the de�nition of his-
tory facts and is extensible to the requirements. The
main classes in the model are the �historical fact� and
the �component�. The historical fact is the core pro-
cess to present an event. It takes a component as
input and returns a new modi�ed component as out-
put. The historical model allows events to be linked
to external events by triggers. The trigger is called
when the event of historical fact is entered, referring
to the storytelling model. To test our framework,
we implemented a VM about Wat Phra Mahathat
Woramahawihan, the famous temple in the south of
Thailand.

The following scene is an example of historical
model implementation. It is called �Abandon ship
scene�. There are various legends about Phrathat.
One legend mentioned that the Buddha relics (the
teeth of the Lord Buddha) were kept inside. The
relics were moved from Tontha Buri by Prince Tha-
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Fig.1: UML class diagram of the generic story model.

Fig.2: Historical model for abandon ship scene.

nakuman and Princess Hemchala with a ship. The
ship sunk and they moved the relics to a beach. It
has been assumed that the original form of Phrathat
was Mondop, a structure with four arches and a pyra-
midal roof topped with �ve tiers in the Srivijaya style.
Here, this scene will use:
• Historical facts: Buddha relics, Srivijaya style
• Components: Prince Thanakuman, Princess Hem-
chala, Ship, Mondop, etc.

When the history is designed within the histori-
cal model, the implementation of the story to cre-
ate a virtual environment is possible. Both historical
facts and components of each scene from the historical
model are used to design a storytelling model. Ex-
ample, the historical model of �abandon ship scene�,
is shown in Fig. 2. Prince Thanakuman, Princess

Hemchala, Ship and Mondop are there as the entity
related to the storytelling model (see Fig. 1). These
components support historical fact in the story as
shown in Fig. 3.

3.2 Storytelling Model

The storytelling model uses historical facts and
writes a story from the museum perception of this
fact. It is a story following a storyboard model, which
is usual for animation issues. The storytelling model
is driven by the storyboard, with subsequent elements
to outline the story and to design scenarios with their
situations. The storyboard is described with three
concepts: entity, event, and action. One entity is
associated with many events, and one event is also
associated with many actions. This structure allows
many choices of actions to describe situations of the
entity. The action is the way to present an entity
through event conditions.

In order to drive the entity, the event is set up
to de�ne a situation for the entity. There are two
types of event, time and interaction, depending how
it is triggered. Event triggered by time is a condition
that occurs at a speci�c time or delay. An interaction
event is the condition to run the event triggered from
a user interaction. Three kinds of interaction modes
are derived from interaction events as classi�ed by
[44]: selection, manipulation, and navigation.

The story is a static or dynamic story depending
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Fig.3: The story result of abandon ship scene on the Viewer.

on how the events are set. Animation, media, and
option are the components of action used to control
the story. The original feature of this storyboard is to
include some optional branches in the story. A video
typical provides a single sequence of views.

3.3 Interaction Model

We also de�ne a high-level abstraction for a �exi-
ble interaction model for supporting di�erent devices.
The same interaction tasks should be applied yield-
ing the same result, even when using di�erent devices.
Model-Driven Engineering (MDE) is the conceptual
model chosen for abstract representation [45]. We
developed the framework and applied MDE to de�ne
metamodels, transformations, and mappings to ad-
dress the problem of interaction plasticity and to sup-
port multiple devices [46]. The interaction tasks are
considered to be selection, manipulation navigation,
and system control [44, 47]. All devices are based on
prede�ned interaction techniques which are set up as
a device con�guration. It needs to de�ne the rela-
tionship between the device and the interaction tech-
niques to allow changing devices. Interaction tasks in
the interaction model are linked to interaction events
in the storytelling model to implement events from
high-level abstractions to low-level devices.

4. THE STORYTELLING FRAMEWORK

A story model was implemented to create an op-
erational platform. An historical model is used to
transform a history into components of story in terms
of relationships. A storytelling model creates a theme
in terms of a virtual environment where user interac-
tion can be added. The Interaction model is used
to determine the use of devices, including interactive
techniques. The details of the platform development
are described below to show how these models are
applied to create a VM application.

Fig.4: The Viewer on runtime mode  with additional 
timeline.

4.1 Components of the storytelling platform

The storytelling platform provides story organiza-
tion and high-level abstraction to de�ne object behav-
iors in general for interaction. The platform was de-
veloped to support interactive content creation. The 
high-level abstract model is de�ned corresponding to 
storytelling with events and actions. The details of 
each component are described in the following sub-
sections.

4.1.1  The Viewer

The  Viewer is a display window with 3D visualiza-
tion providing camera modes, navigation modes, and 
many API features connected to the application. This 
viewer was developed on top of an home made envi-
ronment (G-SCOP CVE). It can be con�gured seam-
lessly to display content on a 2D desktop, on a 3D 
stereoscopic display, or in a CAVE. Storytelling mode 
and runtime mode are applied on the same Viewer as 
shown in Fig. 4.

4.1.2  The Asset manager

The  Asset manager is a tool panel to manage all 
objects in a scene which can be 3D models or terrain. 
The two components of the Asset manager are the list 
of objects within the scene and the transformation
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Fig.5: Event editor appearance showing the struc-
ture of the linked nodes on canvas.

attributes management. The objects are represen-
tations of historical facts in a model list. Both model 
and terrain can be selected to modify their transfor-
mation values through the transformation attribute 
management and the result of the transformation is 
directly displayed on the Viewer. When an icon is 
added, the icon name will be present under the model 
name on the models list. The asset manager is an 
original development from this study because it is di-
rectly connected to the historical model rather than 
connected to the geometric assets. It adds more se-
mantics in the VR environment even though histori-
cal components are associated to geometric assets.

4.1.3  The Event editor

The  Event editor is a tool for de�ning high-level 
abstraction events. It provides a common template 
for every story. There is a component list on the 
left and a canvas on the right as shown in Fig. 5. 
An entity, an event, or an action is created by drag-
ging the name from the components list and drop-
ping it on the canvas. Story structure is made by 
linking these components together so that their re-
lationships will be interpreted to make a story. The 
event editor is a direct GUI for the storytelling model. 
Other metaphors could be used, but in a �rst step, 
we propose a direct representation of the connection 
between entities, events, and actions.

4.1.4  The Timeline

The  Timeline is a tool where a slider represents the 
running time of a storyline. The executed storyline 
is controlled by the storytelling structure within the 
event editor when the structure from the Event editor 
is interpreted. In storytelling mode, we can use the 
Timeline window for animation checking. In runtime

Fig.6: Working process for storytelling and runtime
modes.

mode, we create a new virtual timeline in the Viewer,
allowing users to jump to any frame. The Timeline
provides functions to compile for interpreting, to play
for checking the whole story, to run for enabling inter-
action, and to move the slider for animation checking.

4.2 Storytelling Platform Implementation

The platform is used for both story design and ex-
ecution. It corresponds to two modes of object con-
trol in a scene, the storytelling mode and the runtime
mode, as shown in Fig. 6. It explains the two modes
through state chart diagrams. Each rectangle is an
action, and arrows de�ne the actions that can follow.

4.2...1 In Storytelling mode

We prepare animation and de�ne the interactions
for each object. The Viewer and Event editor will
be used together to de�ne the story using a graph
association of entity, event, and action. First, all
entities must be imported to the scene. Then the
Event editor is used to assign events and actions to
the entity. Transformation settings of each entity are
organized with the Viewer links to the Event editor.
The Viewer in the storytelling mode is responsible
for displaying the orientation and position of objects
within the scene. It cooperates with the Asset man-
ager to adjust object transformations. It visualizes
the animation result when it is used together with
the Timeline slider.

4.2...2 In Runtime mode

The Timeline registers the storytelling result frame
by frame to present the story as a video player does.
The user can play, pause, or even approach to inter-
act with any object in the scene at any time. When
entering runtime mode, the Viewer becomes an input
window and allows user interaction. The object se-
lection triggers an interaction as de�ned in the Event
editor. Runtime mode has an event listener for each
frame. When an event is triggered, the object (entity)
will run an action or jump to the next frame. Selec-
tion, manipulation, and navigation are connected to
the event trigger. Thus, the process of runtime mode
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Fig.7: Transformation of storytelling model to low-
level device connection.

Fig.8: The toolbar menus for the interaction system.

is a synchronization loop over the event listener. At
any time, we can switch from one mode to the other.

4.3 Story Adaptation to Various Devices

Our storytelling model is device independent and
can be projected into a device dependent virtual en-
vironment. The model transformation process begins
with device installation and description of the inter-
action behaviors of each device. A device interaction
capacity depends on a few state values, which are ei-
ther Boolean, integer, real, string, or positions. But-
tons and events are linked to Boolean state values.
The storyboard can be de�ned as a set of buttons,
but can be also linked with strings. Mouse and track-
ing systems capture position, speed, and acceleration.
The de�nition of device behavior must associate the
evolution of its state value to the edition of the inter-
action model. It can be achieved at a low abstraction
level which is story independent. Several behaviors
may be prede�ned and are stored at the high-level
abstraction in the CVE.

As a top-down design, high-level abstraction is de-
composed into lower level functions. The storytelling
model is related to high-level abstractions through
the de�nition of entities, events and actions. The in-
teraction model will be used through event node in
the Event editor to de�ne interaction behavior along
the scene.

Thus, the storytelling platform enables device and
interaction switching. The Event editor is the combi-
nation of methodology between the storytelling and
interaction models and is the core component of the

Fig.9: The interactor design for the CAVE interac-
tion system.

Table 2: Selection and manipulation tasks for each
interaction system.

platform to create interactive content that can be
adapted to any interaction system.

In the runtime mode, speci�cation of interaction
techniques will be transferred into low-level functions
related to selected devices. When the interaction
event is triggered, the action is launched as de�ned.
Fig. 7 illustrates how high-level abstraction is trans-
formed into a virtual environment that can be de-
ployed on various immersive devices. Fig. 8 shows
how it becomes as simple as a menu selection to
switch to another device. No extra latency is added
with the implementation.

5. USE CASE DEMONSTRATION

The use case describes the development process of 
an on-site installation VM which may use several de-
vices for user interaction. A story in terms of a virtual 
environment is developed on the storytelling platform 
connected to various interaction systems. Di�erent 
interaction systems are set up with immersive devices 
locally available for our study.

5. 1 Design of the Interaction Systems

We set up three types of interaction systems with 
distinct user interfaces depending on the display de-
vice. The implementation interactors for each system 
are designed to supports of interaction techniques. 
Then the interaction technique will be de�ned as a 
method to interact with each system as shown in Ta-
bles 2 and 3.

5.1.1  2D interaction system

A 2D interaction system is set up with a Powerwall 
and on a desktop device. The user interface uses
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Table 3: Navigation by travel tasks for each inter-
action system.

mouse point and click and menus on the top left. The 
standard interactor is a pointer.

5.1.2  3D interaction system

A 3D interaction system is set up on a stereoscopic 
projection display with a Virtuose 6D haptic arm or 
an Xbox controller. The user interface uses a 3D en-
vironment and menus on the top left. The standard 
interactor is a 3D pin avatar.

5.1.3  CAVE interaction system

A CAVE interaction system is set up on a full im-
mersive CAVE (the MIHRIAD miniCAVE) with a 3D 
wand. The user interface uses the 3D environment 
and menus on the left space for better accessibility. 
The standard interactor is a 3D stick aligned with the 
wand pointer (Fig. 9).

5. 2 Story Making

A story was described in the Event editor with 
a walkthrough navigation mode. A �rst-person per-
spective camera attached to the avatar enables users 
to live inside the virtual environment. �Collision� 
events are added to support walkthrough navigation 
commands. When a user navigates into a given area, 
we customize the actions as a result of the collision. 
Selection and manipulation events still play an im-
portant role for interacting with virtual environment 
allowing the story to be fully driven by user inter-
action. It is also referred to as a non-linear story, 
which depends on user exploration and the areas of 
interaction.

Fig. 9 shows the visual result of a story made 
in the Event editor. A collection of interactions are

placed

Fig.10: The result of story description seen in run-
time mode.

on this scene where the story is run by user interac-
tion with walkthrough mode navigation. The inter-
actions lead to various results which are animation,
information, or jumping to another scene. All inter-
actions including selection, manipulation, and navi-
gation are used with this story and are de�ned inde-
pendently of the execution device.

5.3 Connection of Devices

The platform provides a function to select the de-
vice for interaction, such as the 2D system, the 3D
system, and the CAVE system (Fig. 8). All de-
vices are set up and determine interaction behaviors.
The interactive content created in the Event editor
provides the same story handled by interaction sys-
tem without structure or program modi�cation. The
platform allows changing the interaction system with
prede�ned interaction techniques applying the inter-
action model as de�ned in a high-level abstraction
con�guration when devices are installed. When the
interaction event is triggered, the action is launched
with the same result as de�ned in the storytelling
model and for any selected system. Storytelling be-
comes device independent. The results of interaction
transformation are shown in Fig. 10 - 11, where the
same story is deployed on three di�erent devices.

5.4 Interactions Report

From the development of the story experience, we
designed interaction with objects in the scene fol-
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Fig.11: Interaction transformation on the same story is applied to 2D system, 3D system and CAVE system,
respectively.

Fig.12: Interaction with objects from actual usage compared with the interaction design of the story experi-
ence.

lowing the story and providing information to users.
However, in actual usage, the user may have a di�er-
ent interaction from the design. We should capture
the user behavior to learn how often users interact
with each object within the designed scene. If the
design does not meet the needs of the users, we will
recognize which object or locations should be updated
to meet the needs of the users.

The storytelling framework is designed to support
this idea. We kept all interaction data which can
be used to generated a report for the developer af-
ter a user has �nished using the system. The report
will show the amount of interaction with the scene
and where the interesting points were for the user.
Virtual museum developers can use this report to im-
prove their design to make it more attractive and in-
teractive meet to the needs of users.

Fig. 12 shows the interaction design within the
scene compared to the actual usage. It was found that
some object interactions are quite di�erent. Within
the large dashed rectangle, we predicted a large num-
ber of interactions, but the users interacted rather
less than we expected. Maybe the arrangement is
not interesting, or the story in this part does not ap-
peal to the user. Within the small dashed rectangle,
we do not propose any interaction, but many users

expected more information by trying to interact with
objects. This report addresses the needs of users and
can be used to improve the design of interactions for
user bene�t. Using our reports, VR becomes a user
centered design environment for VM.

6. RESULTS AND CONTRIBUTIONS TO

KNOWLEDGE

The result of this study will help us to design the
content for interactive on-site installation VM appli-
cations. This research achieved a number of contri-
butions to the development of applications to better
immerse museum visitors in VMs. We highlight rele-
vance topics in following subsections.

6.1 A new framework for interactive content

development

A new storytelling framework to design interac-
tive content with various devices was implemented.
This framework allows us to develop applications for
on-site VM installations. It also enables us to de-
velop applications with interactive content that run
on a variety of devices. This feature allows re-
searchers to study user behavior with applications
developed through devices using di�erent interaction
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techniques. Using HMD devices in the learning pro-
cess [4850] is better than using video and also more
satisfying. However, with the same lesson, how we
can prove that when we change the device the re-
sult remains the same? Our framework provides the
necessary tools required to prove this idea. This is
very useful for research about VM development and
the development of interactive media to assess learn-
ing and user engagement. In our research, we set up
devices for our experience with only three systems:
the 2D system, the 3D system, and the CAVE. There
may be new devices coming in the future. With the
addition of the device to the platform, it will be pos-
sible to study user behavior using those new devices
and to compare them with older devices or systems.

6.2 Design of interaction techniques based on

user's behavior

We added functionality for reporting user inter-
action to the platform, allowing us to capture user
data during interaction with the system. When users
are �nished, the platform will report elapsed times
of each user as navigation time, manipulation time,
and selection time. It supports developers, allowing
them to investigate mistakes in the actual usage in
order to design better interaction techniques in new
development.

6.3 Design of interactive content based on

user's behavior

Designing a VE to match user expectations is an
important issue that makes VM development more
e�ective. This platform is designed to monitor not
only the time of interaction, but also the amount of
interaction with each object in the scene. The report
shows how many times each user interacts with each
object in the scene, which allows developers to know
user behavior when using their design. This informa-
tion can be used to improve the interactive content of
a VM to meet the needs of users. We have achieved
a kind of user centered VM design.

7. LIMITATIONS AND PERSPECTIVES

7.1 Limitations

There are some limitations of our research work
which can be summarized as follows:

• The storytelling platform has an interactive
model that allows changing devices. However, we
need to de�ne interaction techniques for each device
�rst. The interaction techniques should be consis-
tent with other devices to allow the application to
run without malfunction no matter which system is
enabled. Some functions are not so easy to reproduce
on every device.
• In the CAVE, we need to use the wand as an inter-
actor for selection and manipulation of objects within
the scene. Navigation requires a joystick because the

wand does not have enough control buttons and over-
laps other functions on selection and manipulation.
Because there are two interactors on the CAVE sys-
tem, it is di�cult for users to switch between them.
New solutions could improve the CAVE perception.
• The whole stories comprise many scenes with a lot
of models to create animation and interaction with
the user. This makes the system performance become
very slow. Especially on the CAVE system, we have
to separate the scenes into sub-�les to prevent ani-
mation delay or interaction not responding. We cut
the details of the model and cut some of the textures,
so the realism of the story was reduced. The per-
ception of the system is obviously impacted by some
misbehavior of the overall rendering capacity.
• Initial experiences were very long and not compat-
ible. We tried to reduce the experience time. So, we
removed some parts of the experience, leaving only
the main part, which led to some details being lost in
the experience.
• Based on the design of the experience, we �rst de-
signed four interaction systems: 2D system, 3D sys-
tem, CAVE system, and HMD system. Because the
time-consuming trial and testing of the HMD sys-
tem was incomplete, we removed the HMD system,
so unfortunately we cannot study the user's interac-
tion with this system.

Most of these limitations are due to technological 
issues with our proof of concept system which is not 
perfect. However, we intend to validate the overall 
process and the concept of this framework is useful.

7. 2 Perspectives

This research focuses on presenting a methodology 
for studying factors a�ecting user interaction. There 
are also topics and details in this research that are in-
teresting to complete with additional context, which 
are divided into the following issues:

7.2.1  Interactor design

In this case, the interactor is an input device that is 
used to interact with the system. The more com-plex the 
system is, the more capable the interactor must be. A 
good interactor design will allow users to interact with the 
system more easily. For instance, in the CAVE system, the 
wand is used as the main interactor for selection and 
manipulation, but when navigation is added, it is not 
capable enough to con-trol all interaction. Thus, we have 
to design a new interactor or add another input device 
such as a joy-stick integrated with a wand. Users may 
have di�er-ent interactions when using di�erent 
interactors. It is interesting to study potentially more 
appropriate in-teractor designs for the application that 
will be used in the VM.

7.2.2  Study of interaction techniques
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One interaction system can have many interaction
techniques. On the 2D system, we use a mouse and
keyboard as an input device and the user manipu-
lates VE by clicking and dragging on an object. We
should change the interaction technique to use but-
tons on keyboard instead, and study which interac-
tion techniques are better for di�erent contents. We
can use the storytelling platform to study the inter-
action techniques of each interaction system. With
the features of the storytelling platform, applications
can use di�erent interaction techniques on the same
interaction system and content.

7.2...3 Full study of interaction systems

From the VE design (including the design of inter-
actor and interaction techniques) we can propose a
new conceptual framework to develop applications for
VMs installed on-site. First, we must design the con-
tent and story to be presented in the application using
various interactions. Next, we must install the inter-
action system and test the design of interactor and
interaction techniques. This step will �nd the best so-
lution of interactor and interaction technique of each
system before it is compared. Then we can compare
each interaction system by monitoring and capturing
user interactions. Finally, the collected data can be
analyzed to �nd the optimal interaction system and
use interaction behavior of the users to improve the
content designed in the �rst step. This approach will
enable the creation of a VM application that responds
to user needs with better learning. Our goal is to of-
fer a full suite of tools to follow this process rather
than proving the concept platform.

7.2...4 Future work and VMs in Thailand

For the development of the storytelling platform,
we created a wide range of application interfaces that
enabled us to choose the right device for the content.
We highlighted that when creating applications us-
ing di�erent devices,this can result in di�erent levels
of performance. We can enhance the user's interest
in the content through the selection of appropriate
devices and interaction techniques.

However, most VM applications have features
adapted to multi-user applications. In the future,
storytelling platforms should be developed to support
multi-user and inter-user interaction. This will allow
us to study the behavior between users to enhance
the learning experience of the VM in the future.

What we built can be used to develop VM appli-
cations in Thailand. It still requires a design which is
consistent with the immersive VR technologies that
are increasingly more able to enhance the learning
experience of the user. The storytelling framework
will support choosing the appropriate devices and in-
teractions for the VM's content about historical sites
and culture in Thailand. This enables user interac-
tions to enhance learning abilities for users of VM

applications.

8. CONCLUSIONS

Our state of the art software demonstrates that
the main expected functions, which are device or-
ganization and authoring features were developed.
However, both frameworks still separate and have no
integration.The creation of an interactive on-site in-
stallation VM needs storytelling abilities to support
educational features for user learning. A new plat-
form and integration layer were created to combine
all features together. It not only advances interac-
tion of the systems, but also enables device switch-
ing to study various devices' performance when us-
ing it. This paper proposed the storytelling plat-
form to support digital interactive content for VM
applications with various devices. Storytelling and
interaction models are introduced to provide a high-
level abstraction of story making for virtual environ-
ments. The platform provides tools to organize the
story and interaction. These are the Viewer, the As-
set manager, the Event editor, and the Timeline. The
main process to generate the story abstraction is in
the Event editor which combines storytelling and the
interaction model together and also supports device
changing abilities. Device connection and interaction
techniques are handled on a CVE application during
the story execution by the Event editor. Model trans-
formation allows a user to switch devices and interac-
tion techniques while the story structure remains the
same.

An example of the development process is pre-
sented to explain how interactive content is imple-
mented using low-level functions with various inter-
action systems. Three interaction systems: a 2D sys-
tem, a 3D system, and a CAVE system, are de�ned.
The interaction techniques are based on the interac-
tion model. The storytelling platform has the abil-
ity to change interaction system as required. This
allows us to study the use of the di�erent interac-
tion systems with VM applications for the same story.
The storytelling platform enables independent inter-
action systems by creating interactive content that
uses interaction without depending on a speci�c de-
vice. Nevertheless, it depends on the interaction tech-
niques that are pre-de�ned, including selection, ma-
nipulation, and navigation. With this feature, even
new devices coming in the future can be supported. It
will be possible to study user behavior of new devices
and to compare them with older devices or systems,
while the story remains the same.

The case study was designed to be used with the in-
teraction system to investigate how di�erent interac-
tion systems and stories a�ect the learning outcomes.
The case study demonstrated the ability of a story-
telling platform to create a wide range of interactive
content including an interaction system which can be
freely altered. In the storytelling framework, interac-
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tion report is provided to analyze user behavior on
our designed story to address user needs. Then we
can improve the story and the design of VE to match
user expectations. This can be useful for interactive
content design and to investigate the appropriate in-
teraction system for VM applications.
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