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Automatic Aspect-Based Sentiment 
Summarization for Visual, Structured, and 

Textual Summaries
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ABSTRACT: Online reviews are valuable sources of information to help compa-
nies to make good decisions for business intelligence. In this study, we propose an
Automatic Aspect-based Sentiment Summarization (AAbSS) system that has two
components and can generate a summary as an output. The �rst component is the
Aspect-based Knowledge Representation and Selection (AKRS) used to represent
reviews based on aspects and their polarities for selecting aspect-based knowl-
edge. To represent and selection knowledge, a set of frequency of polarity opinion
strength, a summation of frequency of aspect, and an information of aspect are
initiated. The second component is the Summary Format Generation (SFG) used
to automatically generate three kinds of formats. In this component, new repre-
sentations for visual and structured summaries, and a new way of applied natural
language generation for a textual summary are proposed. In the experiments, 15
domains from benchmark datasets of customer reviews, e.g. cell phone, digital
camera, etc. are used. The proposed system not only fast generates summaries
having good performance when compared to other summaries generated by other
systems and easily updated when adding new reviews in the same domain but also
does not spend memory capacity to save any raw data.
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1. INTRODUCTION

Nowadays, the development of technology is so
fast, especially in internet technologies. Thus, users
can express their opinions, emotions, and attitudes
on social networks or comment feedback on websites
about products they purchased, services they used,
and the experiences they had. For example, feed-
back about a camera from customers is �the picture
quality of this camera is great�. These comments usu-
ally contain users' expressed words that play the ma-
jor factor in assessing users' satisfaction [1]. Hence,
these comments and feedback help not only the busi-
ness to enhance a quality of products or services
but also the customers to have feedback from oth-
ers about the interesting products. On social me-
dia, users do not usually follow grammar or language
rules when they comment or feedback. Noisy texts
or words out of vocabulary are also in online reviews

[2]. With the big amount of these reviews, the com-
panies/governments/customers cannot easily under-
stand the important information by reading manu-
ally to make their decisions. Therefore, we need one
system that can automatically identify, extract im-
portant knowledge, and produce a good summary.
Aspect-based sentiment summarization can be ap-
plied to this system. The sentiment summarization
system based on aspect has an input as customers'
reviews and produces an output as a summary by
having an entity and its aspects with their polarities
(positive/negative). The summary which is used to
enhance the businesses is a part of business intelli-
gence [3].

Currently, the output of the existing aspect-based
sentiment summarization systems is represented in a
visual summary, a structured summary, or a textual
summary. For the visual summary, users' opinions are
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depicted in each aspect with its polarities by charts,
symbols, or a rating meter [4]. With the structured
summary, polarities are grouped together by aspects
[5]. Moreover, the total positive/negative reviews of
each aspect are shown. At each polarity, opinions or
sentences related to aspects are selected and depicted.
The textual summary means that sentences related to
aspects are selected and arranged in summary [4].

In this paper, we propose an Automatic Aspect-
based Sentiment Summarization System (AAbSS) for
customer reviews that can produce a summary in-
cluding relevant aspects. Furthermore, the system
can generate the output with three kinds of format
(visual/structured/textual). The proposed system
can help companies/governments/customers to have
various perspectives to support decision making. The
input of the system can be various datasets anno-
tated aspect terms and polarity. In addition, the pro-
posed system can easily update the generated sum-
mary when adding new reviews. With a visual sum-
mary, new representations on a chart are proposed.
With a structured summary, a new template is pro-
posed. With a textual summary, Natural Language
Generation (NLG) is applied in our system to have a
readable and flexible summary. Our contributions in
this work are proposing of 1) Automatic Aspect-based
Sentiment Summarization system that can generate
an aspect-based summary without building any tree
or training any data and 2) methods to generate three
kinds of output formats (visual/structured/textual).

2. RELATED WORK

In this part, we will discuss two groups: 1) previ-
ous studies with outputs of visual/structured/textual
summaries and 2) commercial tools.

In the first group, previous studies related to as-
pectbased sentiment summarization that provided
the summary output (visual/structured/textual).

For the visual summary, the summary is repre-
sented by charts, symbols, and a rating meter to help
readers to have a quick view about aspects or a whole
product/service that the readers are interesting. Hu
and Liu [6] used a vertical bar chart to depict polari-
ties (positive/negative) for each aspect on one chart.
Carenini and Rizoli [7] also used a bar chart to indi-
cate polarity and opinion strength. The authors can
represent one aspect per chart. Abulaish, et al. [8]
represented polarities of all aspects on a bar chart
with a percentage of a count of reviews. Kherwa, et
al. [9] used three kinds of charts to visualize aspects
and their polarity. The first chart was Google-o-meter
to depict polarity for one aspect. The second chart
was a bar chart to describe polarity for all aspects.
The last chart was a pie chart to visualize percent-
ages for aspects. Kamal [10] used bar and pie charts
to express the degree of opinion for aspects of a prod-
uct. Wu, et al. [11] used a horizontal bar chart to
show numbers of positive and negative opinions for all

aspects. Kanbur and Aktas [12] used a vertical bar
chart to represent the top 10 aspects and polarity.
Most of the visual summaries represented polarities
for aspects on the bar chart.

For the structured summary, polarities (positive or
negative) are grouped together by aspects. At each
polarity, sentences including aspects are extracted
and depicted [5]. Hu and Liu [13] used statistics for
opinion sentences (positive, negative) for each aspect.
Zhuang, et al. [14] used statistics for opinion sen-
tences (pro, con) for each aspect or each person’s
name such as actor, actress, director, etc. Blair-
goldensohn, et al. [15] used quantitative and qual-
itative summary. The quantitative summary was in
“star rating” by transferring from all sentences that
were classified under a given aspect. The qualita-
tive summary was represented by a set of sentences
to represent the sentiments being expressed for each
aspect. Ly, et al. [16] clustered opinion sentences
into two parts (positive, negative) and chose the most
representative sentence for each part. Liu, et al.
[17] filtered based on LSA (LatentSemantic Analysis)
and grouped reviews by polarity (positive, negative).
Jmal and Faiz [18] used statistics for product and
each aspect with a percentage of customer satisfac-
tion by calculating sentence score and review score.
Bafna and Toshniwal [19] used statistics opinion re-
views (positive, negative) for each aspect. Yauris and
Khodra [20] used statistics opinion aspects (positive,
negative) for each aspect category. López Condori
and Salgueiro Pardo [5] used statistics for opinion re-
views (positive, negative) for each aspect. For each
aspect, the best sentence containing aspect was cho-
sen. Amplayo and Song [21] suggested a sentiment
score of each aspect in all reviews. The structured
summary usually grouped aspects with their polari-
ties and listed sentences.

For the textual summary, sentences containing as-
pects and having high scores are extracted from the
dataset. This is the main idea of the extractive sum-
marization. Most of the previous studies used this
idea to calculate sentence scores. Titov and Mc-
Donald [22] chose words having a top probability for
each topic. Carenini and Rizoli [7] counted opinion
strength for each aspect and built a hierarchical tree
for aspects. Lu, et al. [23] chose phrases with the
highest support in each aspect. Xu, et al. [24] calcu-
lated a ranking score for each sentence. Carenini,
et al. [25] suggested MEAD* framework that ex-
tracted sentences from a dataset to generate a sum-
mary. These sentences contained aspects whose po-
larity and opinion strength scores were high. Yu, et
al. [26] suggested choosing phrases by sorting aspects.
If two phrases had the same aspect, these phrases
were merged with only one aspect. López Condori
and Salgueiro Pardo [5] used Greedy algorithm to se-
lect k sentences. Angelidis and Lapata [27] sorted

polarities of comments into positive and negative, and
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Fig.1: An Automatic Aspect-based Sentiment Summarization (AAbSS) system.

Fig.2: Excerpts of review benchmark datasets.

removed neutral or redundant comments. Tran, et
al. [28] proposed the method to select top interesting
aspects whose total users’ comments were high. Af-
ter selecting, newly generated sentences and selected
aspects were used to generate a text summary only.
Carenini, et al. [25] used discourse relations among
aspects. Gerani, et al. [29] suggested the method to
select aspects from a discourse tree by using rhetori-
cal relations. Gerani, et al. [29] built an aspect tree
based on discourse structure. López Condori and
Salgueiro Pardo [5] used the K-means algorithm to
cluster aspects. Yang, et al. [30] proposed the text
categorization task to find aspects and explore differ-
ent ways to express different text categories. Gerani,
et al. [31] proposed a framework to build an aspect
tree based on conceptual/rhetorical/hybrid. In gen-
eral, the summarization systems consumed time to
build tree or listed sentences containing aspects from
the dataset.

In the second group, online commercial tools anal-
yse users’ input and return results to the users. The
online commercial tools are Awario [32], Hootsuite
Insights [33, 34], Sentiment Viz [35, 36], Social Men-
tion [37, 38], Social Searcher [39-41], Talk walker [42,
43], SentiStrength [44, 45], Lexalytics [46-48], Mean-
ing Cloud [49, 50], Sentigem [51], and Sentiment An-
alyzer [52]. There are six tools [32-43,46-48] which
are real-time search and retrieve results from the in-
ternet, e.g. Facebook, Twitter, etc. Most of these
tools have their visual outputs except SentiStrength

[44, 45], Meaning Cloud [49, 50], and Sentigem [51].
All these tools concern with the sentiment. For exam-
ple, Lexalytics generates three kinds of outputs with
the sentiment. Sentiment Viz produces two kinds of
outputs concerning with sentiment. The textual out-
puts of these tools are generated by selecting sen-
tences from an input.

These tools are usually free or will be paid for a fee
after one month trial. Most of the tools are easy to
use with a friendly interface and provide a real-time
search. Keyword(s) can be an input of some tools.

3. PROPOSED METHOD

To produce automatically a summary from aspect-
based customer reviews, the Automatic Aspect-based
Sentiment Summarization (AAbSS) system is pro-
posed as illustrated in Figure 1. The system consists
of two components: 1) Aspect-based Knowledge Rep-
resentation and Selection (AKRS), and 2) Summary
Format Generation (SFG). An input of the system is
customer reviews, e.g., products or services reviews,
which are annotated aspect terms and their polari-
ties in each sentence. An output of the system is a
summary whose format is one of three kinds (visual,
structured, and textual).
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Fig.3: Representing for aspect-based review from annotated review.

Table 1: The Aspect-based Review A for the Cell Phone Review in Figure 2 (a) sorted by Ia.

i
Aspect Fai SumFai Iaiai < f−3, f−2, f−1, f0, f+1, f+2, f+3¿

2 battery life < 0, 0, 0, 0, 0, 0, 1 > 1 3
3 phone < 0, 0, 0, 0, 1, 0, 0 > 1 1
4 vibration < 0, 0, 1, 0, 0, 0, 0 > 1 -1
1 volume < 0, 2, 0, 0, 0, 0, 0 > 2 -4

3.1 Aspect-based Knowledge Representation
and Selection Component

The first component named Aspect-based Knowl-
edge Representation and Selection (AKRS) is used to
represent an aspect-based review from datasets hav-
ing aspects and their polarities. The two procedures
are in the AKRS component: 1) representing aspect-
based review and 2) selecting aspect-based knowl-
edge. After representing, the aspects are selected into
aspect-based knowledge. Before discussing these pro-
cedures, definitions are introduced as the following:

Let s be a polarity opinion strength, and s is an
integer number in [-3, +3].

Let a be an aspect.
Definition 1: A frequency of polarity opinion

strength fs is a number of comments from users with
polarity opinion strength s for the aspect.

Definition 2: A frequency of aspect Fa is a
septuple with a frequency of each polarity opinion
strength fs for aspect a as shown in Formula (1).

Fa =< f−3, f−2, f−1, f0, f+1, f+2, f+3 > (1)

where,

f−3 is the frequency of polarity opinion strength
-3 (or the most negative),

f0 is the frequency of polarity opinion strength 0
(or neutral), and

f+3 is the frequency of polarity opinion strength
+3 (or the most positive) in aspect a.

Definition 3: A summation of frequency
SumFa is a value of total frequency of all polarity
opinion strength for aspect a as depicted in Formula
(2).

SumFa =

+3∑
s=−3

fs (2)

Definition 4: A information of aspect Ia is a
value of total information calculated from each po-
larity opinion strength s and its frequency for aspect
a as depicted in Formula (3).

Ia =

+3∑
s=−3

(s× fs) (3)
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Fig.4: Finding ranges for all degrees.

Definition 5: An aspect-based review A
is a set whose members have a quadruple <
a,Fa, SumFa, Ia > in the review as shown in For-
mula (4).

A = {< ai,Fai
, SumFai

, Iai
>} (4)

where,
i is an index of aspects, 1 ≤ i ≤ m, m is the number 

of aspects.

3.1.1 Representing aspect-based review procedure

The procedure aims to represent an aspect-based 
review from datasets that include aspects (features) 
and their relevant information (polarity and opinion 
strength). The polarity and opinion strength with 
frequency can help the organization staff to under-
stand what their customers are thinking about prod-
ucts or services.

Excerpts of the review benchmark datasets are 
shown in Figure 2. Figure 2 (a) depicts a sample

of sentences from cell phone review [13] that are an-
notated aspects, polarity, and opinion strength. For
example, the aspect “volume” is annotated in S1, and
[-2] means the polarity is negative and the opinion
strength is 2. Figure 2 (b) describes a sample of a
sentence containing the annotated aspect and polar-
ity from the SemEval-2015 dataset (Task 12) [53]. For
example, the sentence id 1004293:5 from the restau-
rant review, the annotated aspect is “place” and its
polarity is negative.

The Aspect Review algorithm in Figure 3 is used
to represent an aspect-based review from aspects
and their relevant information (polarity and opinion
strength). Line 1 of Figure 3 is used to initialize the
aspect-based review A. Lines 2-12, annotated aspects
and their relevant information are extracted. If an

extracted aspect ai is not in A, then a new aspect
ai is added into A, and its Fai , SumFai , and Iai

values are equal to ∅, 0, and 0 for initialization. After
that, an opinion strength of the extracted aspect ai is
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Fig.5: Selecting aspect(s) for each degree with the n interesting aspects..

Table 2: The Aspect-based Knowledge K is Selected from the Aspect-based Review A with n = 4.

j
Aspect Faj SumFaj

Iaj
dajaj < f−3, f−2, f−1, f0, f+1, f+2, f+3¿

1 volume < 0, 2, 0, 0, 0, 0, 0 > 2 -4 -2
2 battery life < 0, 0, 0, 0, 0, 0, 1 > 1 3 +2
3 phone < 0, 0, 0, 0, 1, 0, 0 > 1 1 +1
4 vibration < 0, 0, 1, 0, 0, 0, 0 > 1 -1 -1

checked. If ai has polarity opinion strength s, its fs 
value is increased by one. If ai does not have polarity 
opinion strength, then its polarity is checked. If ai 
polarity is negative/neutral/positive, the respective 
value of f−1/f0/f+1 is increased by one. Lines 13-15, 
the values of SumFai and Iai are calculated for each 
aspect ai in A. The value of SumFai is calculated 
with Formula (2). The value of Iai is calculated with 
Formula (3). Line 16, A is sorted in decreasing order 
by Ia. Line 17, the algorithm returns the aspect-
based review A.

For example, the Aspect Review algorithm is ap-
plied to the cell phone review in Figure 2 (a). The 
result has four tuples and is depicted in Table 1. Four 
aspects of the result are battery life, phone, vibration, 
and volume. The respective values of SumFa for as-
pect battery life, phone, vibration, and volume are 1, 
1, 1, and 2. The respective values of Ia for aspect 
battery life, phone, vibration, and volume are 3, 1, 
-1, and -4.

3.1.2 Selecting aspect-based knowledge procedure

The procedure aims to automatically select knowl-
edge that will be used to generate a summary.

Before selecting the knowledge, the aspect is de-
termined which degree the aspect is in. Therefore, 
finding ranges play a vital role in determining degree.

Let t be a number of degrees, and t = 7.

Let d be a degree value, and d is an integer number
in [-3, +3].

Let V be a set of degree value, and V = {-3, -2, -1,
0, +1, +2, +3}.

Let L be a set of degree labels, and L = “hate very
much”, “hate”, “dislike”, “neither like nor dislike”,
“like”, “love”, “love very much”.

Let VL be a relation between V and L, and VL = (-
3, “hate very much”), (-2, “hate”), (-1, “dislike”), (0,
“neither like nor dislike”), (+1, “like”), (+2, “love”),
(+3, “love very much”).

Definition 6: An aspect-based knowledge
K is a set whose members have a quintuple <
a,Fa, SumFa, Ia, da > as shown in Formula (5).

K = {< aj ,Faj
, SumFaj

, Iaj
, daj

>} (5)

where, j is an index of aspects, 1 ≤ j ≤ n, n is the
number of aspects in K, daj is a degree value for the
aspect aj .

The Finding Range algorithm in Figure 4 is used to
find the ranges for the degrees. Line 1 is used to elim-
inate redundantly Ia values in A because the aspects
may have the same Ia value and we will consider only
the distance of each adjacent Ia values. Lines 2-3 are
used to calculate an average of |Iai

− Iai+1
| values in

the positive and negative parts. Lines 4-8 are used
to find the first index i in the positive part of A if
|Iai − Iai+1 | value > distpos. If the index i is found,
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Fig.6: Generating the visual summary from the aspect-based knowledge K with ω aspects.

Fig.7: The main visual summary graph for knowledge K in Table 2 generated by the proposed AAbSS system.

then the index i is saved and Outlier+ = Ia1
for the

positive part. Lines 9-10, the outlier(s) in the positive
part is removed if the outlier(s) is found. Lines 11-15
are used to find the first index i in the negative part of
A if |Iai

−Iai+1
| value > distneg If the index i is found,

then the index i is saved and Outlier− = Ia|A| for the
negative part. Lines 16-17, the outlier(s) in the neg-
ative part is removed if the outlier(s) is found. Lines
18-19 are used to find the minimum and maximum
of Ia in the A. Lines 20-21 of Figure 4, the normal
range (i.e. max value is positive, and min value is
negative) is determined. Lines 22-23, the case of no
negative range (i.e. max and min values are positive)

is determined. Lines 24- 25, the case of no positive
range (i.e. max and min values are negative) is de-
termined. Lines 26-28 are used to determine ranges.
Line 29, the algorithm returns the ranges of degrees.
It is noted that the rangeneither like nor dislike = 0 be-
cause it is represented the neutral value.

For example, finding the ranges for the aspect-
based review A as shown in Table 1 will be as
the following: No outliers; min = -4, max = 3.
The result has a normal range because the min
value is negative, and the max value is positive.
Hence, rangepos - dmax /2e = 2; rangeneg - dmax /2e
= -2; Ranges are found that are: rangehate =
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Fig.8: Structured summary template.

[min,rangeneg)=[-4, -2); rangedislike =[rangeneg,0)=[-
2,0); rangeneither like nor dislike = 0; rangelike=(0,
rangepos]=(0, 2]; rangelove = (rangepos, max]=(2,3].
The other ranges do not exist because of their unsuit-
able values.

The Selecting Knowledge algorithm in Figure 5 is
used to select aspects from A if their Ia values satisfy
one of the ranges. The total number of the interest-
ing aspects chosen by the algorithm equals to n and
is saved in K. Line 1 is used to sort A in descend-
ing by SumFa Line 2, the aspect-based knowledge
K is initialized. Lines 3-11 are used to select n as-
pectsfrom A whose SumFa value is high. Iaj

value
is checked in order to assign degree value for aj . If
the Iaj

value belongs to one of the ranges (“hate very
much”, “hate”, “dislike”, “neither like nor dislike”,
“like”, “love”, “love very much”) then daj

is assigned
the respective degree value. After that, the (aj , Faj ,
SumFaj

, Iaj
) from A and daj

are added into K. Line
12, the selected knowledge saved in K is returned.

For example, with the found ranges in the previous
example and n = 4, the aspect-based knowledge K
selected from A (Table 1) by the Selecting Knowledge
algorithm is presented in Table 2.

3.2 Summary Format Generation Component

The purpose of the Summary Format Generation
(SFG) component is to automatically generate a re-
view summary whose format is one of three kinds
(visual, structured, and textual). To produce three
kinds of format, three procedures are discussed in the
next sections.

Let ω be the number of aspects in the summary.

3.2.1 Visual summary generation procedure

The visual summary generation procedure is used 
to generate a main visual summary that is based on 
the aspect-based knowledge K and options. The op-
tions are 1) “percentage of one aspect”, 2) “percent-
age of the ω aspects”, 3) “word cloud for each part”,

4) “percentage of the ω aspects and K”, and 5) “bub-
ble for K”.

The main visual summary is a graph that is based
on the knowledge K. The graph has two axes that
are Ia as x-axis and SumFa as y-axis. The Ia
axis expresses users’ love/hate with aspects. The
SumFa axis expresses a number of comments for as-
pects. Each point on the graph has three variables
(ai, Iai , SumFai) that means the aspect ai has a level
of love/hate from users and total comments from
users for this aspect. Furthermore, readers can select
other options to observe further information. Those
options are: 1) The “percentage of one aspect” op-
tion is represented by a pie chart and shows that the
percentage of users’ comments loved or hated this as-
pect; 2) The “percentage of the ω aspects” option is
represented by a pie chart and shows to the readers
a number of degrees and their percentage with the
ω aspects; 3) The “word cloud for each part” option
is represented by two word-clouds and each shows
aspects in each part (positive and negative parts);
4) The “percentage of the ω aspects and K” option
is represented by a bar chart and shows a compari-
son between the ω aspects and K in each degree; 5)
The “bubble for K” option is represented by a bubble
graph and shows different colors for K (each color for
each degree).

The Visual Summary Generation algorithm in Fig-
ure 6 is used to generate the visual summary with
options. Lines 1-5 are used to represent the knowl-
edge K on the graph. After representing K on the
graph, aspects are separated among degrees by lines.
Selected aspects are marked with different symbols
with other aspects. Then the percentage of each de-
gree in K is calculated and showed on the graph. Line
6 is used to calculate the percentage of each degree
in the ω aspects. Lines 7-8, a pie chart shows that

the percentage of users’ comments loved or hated this
aspect if the “percentage of one aspect” option is cho-
sen. Lines 9-10 of Figure 6, the pie chart represents
a number of degrees and their percentage with the ω
aspects if the “percentage of each degree in the ω as-
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Fig.9: Generating the structured summary from the aspect-based knowledge K with ω aspects.

Table 3: Lexicons for Degree Labels.
Degree Label Lexicons

“love” “loved”, “felt great”, “felt awesome”,. . .
“like” “liked”, “felt good”, “felt satisfactory”, “felt fine”, “felt cool”,. . .
“neither like nor dislike” “confused”, “neutral”, “uncertain”,. . .
“dislike” “disliked”, “did not like”, “felt not good”, “felt unsatisfactory”,. . .
“hate” “hated”, “detested”, “loathed”, “abhorred”,. . .

Table 4: Sentences Template and Connecting Words to Generate Textual Summary.
Category

Sentences Template and Connecting Words
name

“Most of the reviewers loved (hated) so much about outlier aspect.”; “The outlier aspect was
oS (were) the best (worst) in the review.”; “Most of the users commented that they loved (hated) very

much on the outlier aspect.”,. . .
“There were reviews that degree lexicon with list aspect.”; “There was only one (were) list aspect

nS that the users degree lexicon.” ; “The list aspect was (were) degree lexicon by the users.” ; “The
users who commented degree lexicon only one (some) about list aspect.”;. . .

pCW “Moreover”, “Furthermore”, “In addition”, “Also”, “And”,. . .
nCW “However”, “Otherwise”, “On the other hand”, “On the contrary”, “Nevertheless”,. . .

pects” option is chosen. Lines 11-12, two clouds show
aspects based on their Ia (one cloud for positive and
one for negative) if the “word cloud for each part”
option is selected. Lines 13-14, a bar chart shows a
comparison between the ω aspects and the knowledge
K in each degree if the “percentage of each degree in
the ω aspects and K ” option is chosen. Lines 15-
16, a bubble graph shows aspects of each degree in
different colors if the “bubble for K” option is chosen.
Line 17, the algorithm returns the visual summary.

For example, the Visual Summary Generation al-
gorithm is applied to the knowledge K (Table 2) with
ω = 1 and ω = 4 aspect(s), and the result is depicted

in Figure 7. With ω = 1, a selected aspect is one 
circle dot and has a “hate” degree. With ω = 4, se-
lected aspects are one circle dot and three triangle 
dots. Note that there is no option in this example.

3.2.2 Structured summary generation procedure

The structured summary generation procedure is 
used to generate a structured summary that lets read-
ers have an overview of the ω aspects. In the ω as-
pects having the highest comments, the summary de-
picts a number of aspects in positive comments or 
negative comments. Moreover, the readers also know 
the aspects are interesting or not from customers via
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Fig.10: Generating the textual summary from the aspect-based knowledge K with ω aspects.

frequencies of the aspect, a level of love/hate of the
aspect from customers via the opinion strength, and
percentage of like/dislike among users’ comments for
each aspect.

The template to generate the structured summary
is proposed and depicted in Figure 8. The template
has three parts of polarity that are positive, neutral,
and negative. In the template, np is the total num-
ber of aspects in three degrees (“love very much”,
“love”, and “like”), ne is the total number of aspects
in “neither like nor dislike” degree, and nn describes
the total number of aspects in three degrees (“hate
very much”, “hate”, and “dislike”). At each polarity,
aspects and their relevant information are in detail.
The relevant information includes degree label, total
comments from users, polarity opinion strength, per-
centage of comments, and the number of comments
for polarity opinion strength.

To generate the structured summary, the Struc-
tured Summary Generation algorithm is proposed
and described in Figure 9. Line 1 is used to initialize
three variables that are used to save the total num-
ber of aspects for each polarity (np is the number of
positive aspects, and ne is the number of neutral as-
pects, nn is the number of negative aspects). Line 2
is initialized three variables that are used to save as-
pects with the relevant information for each polarity
(Sp is a positive part, Se is a neutral part, and Sn
is a negative part). Lines 3-14 of Figure 9, the algo-
rithm gets the relevant information for each aspect
in each polarity and keeps it. At each aspect, five
information (aspect term, degree label retrieved from
VL and daj

, SumFaj
as a total comment, percent-

ages by calculating the percentage of each polarity 
opinion strength, and number of comments for each 
polarity opinion strength) is used to generate a sen-
tence for aspect aj . After that, the sentence is saved 
on a temporary variable tmp. Aspect is then checked 
and saved in the respective polarity part. If aspect aj 
is in the algorithm in Figure 9 adds tmp into Sp and 
increases np by one. If aspect aj is in negative, the 
algorithm adds tmp into Sn and increases nn by one. 
Lines 15-17 are used to show aspects and the relevant 
information for each polarity if aspects in that polar-
ity are not empty. Line 18, the structured summary 
is returned.

3.2.3 Textual summary generation procedure

The textual summary generation procedure is used 
to generate new sentences including aspects in a tex-
tual summary. To have a coherence among sentences, 
the Natural Language Generation (NLG) is applied 
in this procedure. Hence, lexicons and templates for 
sentences are defined. The lexicons for degree labels 
are defined and presented in Table 3 (the first column 
is degree label; the last column describes lexicons). 
The template for sentences (oS for an outstanding 
case, nS for a normal case) and the set of connecting 
words to connect between two sentences (pCW for 
positive, nCW for negative) are suggested and pre-
sented in Table 4. The first column of Table 4 is each 
category name: oS, nS, pCW, nCW; the second col-
umn depicts sets of sentences and connecting words. 
Note that words in a bracket and bold of the template 
will be flexibly chosen by the algorithm.

The outlier aspect is aspects of “love very much”
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Table 5: The Result of Polarities and Selected Aspects from the Proposed AAbSS System with 10 Aspects.

or “hate very much” degree. The list aspect is as-
pects that are in “hate”, “dislike”, “neither like nor
like”, “like”, or “love” degree. The degree lexicon
is lexicons for each degree that are in Table 3 ran-
domly chosen by the algorithm.

The Textual Summary Generation algorithm in
Figure 10 is to generate the textual summary. Lines
1-2 are used to initialize tS and wS to keep new sen-
tences and connecting words, respectively. Lines 3-
12, the algorithm generates sentences in summary for
each degree value in the relation VL. At each degree

value di in the relation VL, a degree value of aspect
aj is checked. If its degree value daj

is the same as

di, then aspect aj is added into temporary variable
tmp aspect. The sentence of each degree value is ran-
domly selected from the template (outstanding case
and normal case) if the tmp aspect is not empty. Af-
ter selecting the sentence, parameters in the sentence
are suitably changed such as aspect terms, verb, etc.
and added into tS. Lines 13-17 are used to select one
connecting word.

If a number of sentences in a negative part are
less than a number of sentences in a positive part,
then the connecting word is chosen from nCW. Oth-
erwise, the connecting word is chosen from pCW.
Line 18 of Figure 10 is used to generate the summary
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by combining tS and wS. Line 19, the textual sum-
mary is returned. Note that the outlier aspect in
the template is replaced with tmp aspect if aspects
are in “love very much” or “hate very much” de-
gree. The list aspect in the template is replaced
with tmp aspect if aspects are in “hate”, “dislike”,
“neither like nor like”, “like”, or “love” degree.

A complexity time of the AAbSS system is O(m
log m), where m is the number of aspects.

4. RESULTS AND DISCUSSION

4.1 Dataset

Three benchmark datasets about customer reviews
are used in this study. The first dataset published by
Hu and Liu [13] had five domains (Cell phone, Nikon
digital camera, Canon digital camera, Mp3 player,
and DVD player). The second one was released for
Task 12 (Task 12 for aspect-level sentiment analysis)
of the International Workshop on Semantic Evalua-
tion 2015 (SemEval-2015) [53] and the Restaurant do-
main was used. The last dataset was released by Liu
et al. [54] and nine domains (Canon SD500, Canon
S100, Diaper Champ, Hitachi Router, Nokia, Nor-
ton, Mp3, iPod, and Linksys Router) were used. A
description of the three review datasets is summa-
rized in the first three columns of Table 5 (dataset,
domains, and a number of sentences).

4.2 Data Pre-processing

There are some irregular annotations for aspects
and their polarities in a dataset. To extract these
aspects and polarity, the pre-processing procedure is
required. In this study, two phases (before and after
extracting annotated aspects) are considered.

The “before extracting annotated aspect” phase,
some irregular annotations in sentences of the
two datasets (Customer product reviews and Ad-
ditional product reviews) are edited (e.g, re-
moved/replaced/added). These irregular annotations
are edited and described as the following:

• Remove the annotated aspects and their polarity
if no opinion strength or polarity is annotated
such as “player [+]”, “look [2]”.

• Add [ in front of the annotated polarity if there
is only one in the annotated polarity and opin-
ion strength, e.g., the aspect connection+3 ]” be-
comes “connection[+3]”.

• Add ## or # in the annotated sentence if this
symbol is missed (## is used to separate the
annotation and text). For example, “volume
control[-1] Weak . . . becomes “volume control[-
1]## Weak . . .”

• Replace { or } of the annotated polarity by [
or ] such as the aspect “design[+3]” becomes
“design[+3]”.

The “after extracting annotated aspect” phase,
this phase is applied to the three datasets. The ex-

tracted aspects in the form of uppercase or lowercase
letters are considered as one aspect. Furthermore,
the extracted aspects in singular and plural nouns are
also considered as one aspect. For example, the ex-
tracted aspect “LCD” and “lcd” are considered as one
aspect. The extracted aspect “batteries” and “bat-
tery” are considered as one aspect with “battery”.

4.3 Experimental Results

A number of polarities (negative/neutral/positive
column) for each domain of the three benchmark
datasets with 10 selected aspects are introduced in
Table 5. In our experiments, the number of aspect-
based knowledge n is equal to 100, and the number
of aspects to be in a summary ω equals to 5, 10, and
15. Table 5 shows ω equals to 10.

Consuming time of the AAbSS system is by calcu-
lating the time-consuming process of constituents in
the AAbSS system. The constituents include 1) pre-
processing, 2) presenting for aspect-based review, 3)
selecting knowledge including finding ranges, 4) gen-
erating a main visual summary, 5) generating a struc-
tured summary, and 6) generating a textual summary.
The consuming time measured in second for each do-
main presented in the last column of Table 5.

From the three benchmark datasets, the cell phone
review is discussed in details of three kinds of sum-
mary formats (visual, structured, and textual). First,
the AAbSS system represents reviews based on as-
pects, their polarities, and opinion strength using the
Aspect Review algorithm. The result is the aspect-
based review A. After that, a range is determined by
the Ia using the Finding Range algorithm. There is
one outlier for a positive part in the cell phone review.
The min and max values are -8 and 35, respectively.
With the min and max values, this review has a nor-
mal range. These ranges are rangehate = [-8, -4),

Fig.12: A “percentage of one aspect” option for
“phone” aspect in the cell phone review from the pro-
posed AAbSS system.
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Fig.13: A “percentage of each degree in the 5 and
10 aspects” option for the cell phone review from the
proposed AAbSS system.

rangedislike = [-4, 0), rangeneither like nor dislike = 0,
rangelike = (0, 18], rangelove = (18, 35], and
rangelove very much = (35, 118]. The degree of sum-
marization or feeling is equal to six in the cell phone
review because the “hate very much” degree is empty.
Then the aspect-based knowledge K is selected from
A with n = 100 using the Selecting Knowledge algo-
rithm. Finally, three kinds of output are generated
by the algorithms and described as the following:

The first kind of output is a visual summary. The
main visual summary graph for the cell phone re-
view in Figure 11 is generated by the Visual Sum-
mary Generation algorithm. Figure 11 is the main
result of the visual summary. With ω = 5, selected
aspects are big circle dots. Note that 5 selected as-
pects in Figure 11 are in “love very much” and “love”
degree. With ω = 10, selected aspects are five big cir-
cle dots and five triangle dots. With ω = 15, selected
aspects are the previous ten aspects and five rectan-
gle dots. Figure 12 is shown the “percentage of one
aspect” option for the aspect “phone”. This figure
lets the readers quickly observe the aspect “phone”
that has four degrees (“love very much” 27%, “love”
69%, “like” 2%, and “hate” 2%) with their percent-
ages. Figure 13 is shown a “percentage of each degree
in the ω aspects” option. Figure 13 (a) shows with 5
aspects (“love very much”, “love” degree). Figure 13
(b) shows with 10 aspects (“love very much”, “love”,
and “like” degree). Figure 14 is shown a “word cloud
for each part” option. Figure 14 (a) shows aspects of
the positive part. Figure 14 (b) shows aspects of the
negative part. Figure 15 is shown if the readers want
to compare the percentage of each degree between ω

aspects and the knowledge K. In addition, the readers
can observe that the “hate very much” degree does
not exist in the cell phone review. In the knowledge
K, the most interesting degree is “like” that has 60%.
Figure 16 is shown a “bubble for K” option. This fig-
ure shows that each degree has one color, and the size
of the bubble is depending on frequencies of polarity
strength. The comparison of the visual summary gen-
erated by the proposed AAbSS system and existing
system [13] for the Canon digital camera review is
depicted in Figure 17.

The second kind of output is a structured sum-
mary. The structured summaries ω = 5/10/15 in
Table 6 are generated using the Structured Sum-
mary Generation algorithm. With ω = 5, the pos-
itive polarity has 5 aspects that are “phone”, “size”,
“speakerphone”, “radio”, and “battery life”. From
the structured summary, the “phone” belongs to the
“love very much” degree. The comments are 27% of
comments with polarity opinion strength +3, 69% of
comments with polarity opinion strength +2, 2% of
comments with polarity opinion strength +1, and 2%
of comments with polarity opinion strength -2. If ω
= 15, the positive aspects are 11 and the negative
aspects are 4. The comparison of a structured sum-
mary generated for the Canon digital camera by the
proposed AAbSS system with the existing system is
shown in Figure 18. The structured summary repro-
duced from Hu and Liu (2004) by López Condori and
Salgueiro Pardo [5] showed an example from the orig-
inal sentences. Note that the summary generated by
the proposed AAbSS system does not include users’
comments.

The third kind of output is a textual summary.
The textual summary for the cell phone review is gen-
erated using the Textual Summary Generation algo-
rithm. The first result of this algorithm is the aspects
in each degree shown in Table 7. After that, the al-
gorithm generates textual summaries based on the
aspects with their degrees. The textual summaries
generated by the proposed AAbSS system are shown
in Table 8 from two reviews (Cell phone and Restau-
rant). Table 9 shows the comparison of a textual
summary generated by the proposed AAbSS system
with the MEAD* system [25, 29] and the rhetorical
AHT system [29]. Note that some aspects are the
same as the proposed AAbSS system.

The comparison of the AAbSS system with the
online commercial tools in terms of format types for
summaries is described in Table 10. In this table,
the first four columns are the name of tools, type of
input, real-time search, and retrieved sources from
the internet. The rest of the columns are three types
of output (visual/structured/textual). In each type,
the column Sentiment shows readers whether the out-
put has sentiment or not, and the column Descrip-
tion presents outputs in brief. In the visual output,
the column Type of chart what kind of visualization
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Fig.14: A “word cloud for each part” option for the cell phone review from the proposed AAbSS system.

Fig.15: A “percentage of each degree in the 5/10/15 aspects and K” option for the cell phone review 
from the proposed AAbSS system.

Fig.16: A “bubble for K” option for the cell phone review from the proposed AAbSS system.

each tool has. Lexalytics and the proposed AAbSS
system has three kinds of outputs. The AAbSS sys-

tem can provide various perspectives when compared
with the visual output. The textual output of Lex-
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Fig.17: The example of the visual summary for the Canon digital camera review.

Table 6: The Structured Summaries Generated by the AAbSS System for the Cell Phone Review with ω
Aspects.

alytics is generated by selecting sentences from an
input. Meanwhile, the proposed AAbSS system gen-
erates the textual output by producing new sentences.
The AAbSS system and Lexalytics also concern with
the sentiment. The other tools have two kinds of
outputs or only one kind of output. Sentiment Viz
and Social Searcher have two kinds of output and
concern with the sentiment. The textual output of
Sentiment Viz tool is also generated by selecting sen-
tences from retrieved results of an input. In addition,

these two tools can represent only keyword(s) on their
visual outputs when the visual output of the proposed
AAbSS system represents all interesting aspects.

With any annotated dataset having aspects and
polarity, the proposed AAbSS system for generating
summaries performs well in terms of three outputs.
The visual summaries provide various perspectives of
aspects via the main visual, pie, bar, bubble, and
word cloud as shown in Figure 11 to Figure 17. The
structured summary illustrates three major groups
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Fig.18: Comparison between the AAbSS and existing system for the Canon digital camera.

Table 7: Selected Aspect(s) for each Degree with Parameter ω on the Cell Phone Review.

Table 8: The Textual Summaries Generated by the Proposed AAbSS System for Two Reviews.
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Table 9: Comparison between Existing Systems and the Proposed AAbSS System for Nikon Digital Camera.

(positive, neutral, and negative) as shown in Table
6 and Figure 18. The compact textual summary is
generated by using new sentences as shown in Table
8 and Table 9. Furthermore, the proposed AAbSS
system allows users to update summaries by adding
new reviews.

The limitation of the proposed AAbSS system is
the annotated input with aspects and polarity, and it
is not a real-time search.

In future work, we plan to build one component
that helps to apply to the AAbSS system for the
datasets without annotation. Furthermore, we also
plan to add options into the AAbSS system for select-
ing sources that are 1) provided by users (a current
function) or 2) retrieved from the internet.

5. CONCLUSION

In this work, the Aspect-based Automatic Senti-
ment Summarization (AAbSS) system is proposed.
With any dataset annotated aspect and polarity as
an input, the proposed AAbSS system can process
and keep into the aspect-based knowledge. It is easy
to update a generated summary by adding new re-

views from the same domain into the aspect-based
knowledge. From the aspect-based knowledge, the
proposed AAbSS system can generate three kinds
of output format without consuming time to build
any tree or accessing a dataset to extract sentences.
Hence, our proposed AAbSS system not only fast gen-
erates the summaries but also does not spend memory
capacity to save any raw data. The proposed system
only keeps the small value of the aspect-based knowl-
edge. To automatically generate efficient, effective,
and useful summaries, the new representations on a
chart for a visual summary, the new template for a
structured summary, and the new method of applied
natural language generation for a textual summary
are proposed. The visual summary not only shows
the different magnitude of polarities for aspects but
also specifies the magnitude of polarity for each as-
pect of the top interesting aspects. The structured
summary depicts the most interesting aspects with
the percentage of comments for each degree. The tex-
tual summary is generated by new sentences without
consuming time to build any tree. In the experimen-
tal results, the user can select the number of inter-
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esting aspects to automatically generate three kinds
of outputs using ω parameter. The summaries (vi-
sual, structured, textual) generated by the AAbSS
system have good performance when the summaries
are compared to other summaries generated by the
other systems.
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