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\textbf{ABSTRACT:} Emotions are essential in daily human life. Our goal is to make a machine which can recognize the human emotional state, and which can intelligently respond to the needs of humans. Accomplishing this is very important to support human-computer interaction (HCI). The majority of existing work concentrates on the classification of six basic emotions only. This research work proposes a bimodal emotion recognition system to be used for human emotion detection. In this method, we used facial landmarks combined with a Gabor filter bank for the extraction of facial features. We also used the pyAudioAnalysis library for extraction of speech features. Both facial and speech features are fused at feature-level and forwarded to the Deep belief network for the classification of eight basic emotions. Finally, we used the Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS) in the experiment, for both unimodal and bimodal emotion recognition. The our results show that the performance of bimodal emotion recognition using the deep belief network (DBN) that was tested on the RAVDESS database in the classification of eight basic emotions with facial and speech information achieved an overall accuracy rate of 97.92\%, which is better than unimodal emotion recognition (facial or speech expression).
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1. \textbf{INTRODUCTION}

Emotions are essential in daily human life. Many psychologists see emotional importance. They have researched human emotions, and they have created many different emotional models (discrete emotion models, dimensional models, meaning oriented models, and componential models) \cite{1}. There are two models found in most research: discrete and dimensional \cite{2}. The dimensional models are an emotional model that has both 2D and 3D models. Each emotion is continuous, and it is not separated clearly. For example, in the 2D model, emotion is determined on 2D space (Valance and Arousal). Valance shows the polarity of emotions (positive vs. negative). Arousal shows the intensity of emotions (low vs. high). Thus, the dimensional models and discrete emotion models are different because discrete emotion models are the basic emotions that separate each emotion clearly. Each emotion has no continuity. The variety of theories causes the number of emotions in each group to be different, according to each method and principles used to explain it, including differences in the objectives of psychologists. Therefore, both models are used for human emotion detection. Emotion recognition is applied in many areas such as robots, automobile safety, animations, affective computing, human-computer interaction (HCI), etc \cite{3-5}.

Human emotion can be detected with many approaches. For example, emotion detection can be done through analysis of facial expressions, speech, body gestures, and physiological signals. Previous work found that combining two modalities gives better performance than using only one single modality \cite{6}. Nevertheless, data integration has different features such as facial and speech expression, facial expression and body gesture, and speech expression and body gestures. Previous works found the integration of two modalities also had little research \cite{7}. Most of the previous approaches focus on decision level fusion methods or model level fusion methods, and feature level fusion methods are seldom utilized \cite{8}. Very few papers discussed the classification of eight emotions.
In this paper, we propose a bimodal emotion recognition system using multimodal data including facial and speech features fused at the feature-level, which makes features into a high-dimensional feature vector. The deep belief network method is suitable for large datasets with complex structures and is high-dimensional. It can associate relationships of data by inferring the probability of data. The deep belief network approach was used for the classification of eight basic emotions (neutral, calm, happy, sad, angry, fearful, disgust, and surprised) based on the RAVDESS database. It was used for the training and testing model by using the deep belief network approach. The experimental results display that the integration of two modalities at the feature level allows for higher performance and a better emotion recognition rate. The remainder of the paper is organized as follows: The bimodal emotion recognition system based on facial and speech expression, including database, number emotion, classification method, and experimental results are discussed briefly in Section 2. Section 3 explains the overview of the system and the database used for the experiment. Sections 4 and 5 describe the feature extraction method and the classification method. Section 6 shown results from the experiment. Finally, the conclusion is shown in Section 7.

2. LITERATURE REVIEW

The research work is about a bimodal emotion recognition system based on facial and speech expression by using the audio-visual signals in analyzing human emotions. The emotion classification method is briefly discussed.

Busso et al. [11] presented the strengths and weaknesses of an emotion recognition system based on facial expression or acoustic information, including the combination of two modalities at the decision level and feature level. They used a database recorded by an actress. The audio-visual information performed the classification of four emotions using a support vector machine (SVM). It was found that the bimodal emotion classification had better performance than either of the unimodal systems. The result from classification at the decision level was 89.00% and the feature level had an accuracy of 89.01%.

Wang et al. [12] proposed an emotion recognition system using audiovisual information. The facial features were extracted by a Gabor filter bank while the speech features were extracted by preocidic, Mel-frequency Cepstral Coefficient (MFCC), and formant frequency. The combination of facial and speech features was concatenated directly into a single long feature vector. The stepwise method was used in order to select the essential features for the classification of six emotions with Fisher’s Linear Discriminant Analysis (FLDA) approach. The overall performance of the system achieved 82.14% accuracy.

Yan et al. [8] presented a novel bimodal emotion recognition approach from facial and speech expression. The openSMILE software was used to extract the speech emotional features. The Scale Invariant Feature Transform (SIFT) was used to extract emotional features from facial expression. The Sparse Kernel Reduced-Rank Regression (SKRRR) fusion approach is a combination of facial and speech features. Support Vector Machine (SVM) and Sparse Representation (SR) approaches were used for the classification of six emotions from the eNTERFACE’05 database. The results from classification emotions by the SVM approach achieved 87.02% accuracy, and the SR method achieved 87.46% accuracy. This was better than the bimodal emotion recognition rate among some state-of-the-art approaches.

Nguyen et al. [13] proposed a novel approach which combined 3 Dimensional Convolution Neural Networks (C3Ds) and Deep Belief Networks (DBNs) for multimodal emotion recognition from facial and speech expression. The audio-visual information was extracted by employing C3Ds and DBNs approaches. It was used for the classification of six basic emotions on the eNTERFACE database at score level fusion. Overall performance of emotion recognition achieved 89.39% accuracy that was better than the state-of-the-art approach by about 2%.

Miao et al. [9] proposed the multimodal emotion recognition system from facial expression and acoustic signals. The Chinese Natural Audio-Visual Emotion Database (CHEAVD 2.0) consists of eight emotions. It was used for the experiment. The toolkit OpenSMILE was used for the extraction of speech features and the convolution neural network (CNN) was used for the extraction of facial features from Audio-Video information. Classification of human emotion used traditional machine learning (SVM, REPTree, Random Forest) and deep learning (DBN, RNN) approaches. The overall performance of the system achieved 41.89% accuracy and 33.74% macro average precision (MAP) on the test dataset.

Xu et al. [10] presented emotion recognition based on the integration of facial expression and human voices. The experiments used the Chinese Natural Audio-Visual Emotion Database (CHEAVD 2.0) whose data consists of eight emotions. The toolkit OpenSMILE was used for the extraction of the audio signal. Geometric features and histogram of gradient features (HOG) were used instead of facial expression information. The facial and speech features were classified with the SVM approach. Then, the classification results were integrated at the decision level using Bayesian rules. The emotion at the highest score value was selected as the final output. The overall performance of multimodal emotion recognition achieved an accuracy of 38.41% for the dataset of CHEAVD 2.0.
Prasada Rao et al. [14] analyzed the performance of a bimodal emotion recognition system based on facial and speech features. The decision level fusion used the SVM approach in the classification of six basic emotions. The facial features did gender classification by using the AdaBoost algorithm. The Indian Face Database and Berlin Speech Database were used in the experiment. Results from the experiment have an overall accuracy of 78%. This method had 2-3% better performance than the unimodal recognition.

3. METHODOLOGY

We propose a new bimodal emotion recognition system. The data used in the experiment is comprised of video and audio datasets from the Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS) [7]. In the facial feature extraction process, we used a Gabor filter bank and facial landmarks for the extraction of the specific facial features that imply emotions from the facial expressions in the video dataset (eight basic emotions). Furthermore, in the speech feature extraction process, we used the pyAudioAnalysis library to extract the specific speech features that imply emotions from speech expression in the audio dataset (eight basic emotions). Then, we used the technique of feature-level fusion (Early fusion) to increase performance of emotion recognition by using features (facial and speech) with deep belief network (DBN) method. Therefore, these features were forwarded to the DBN method to classify the eight basic emotions. Our software was implemented in three parts: Emotion detection through facial expression, speech expression, and bimodal data, as shown in Fig. ??.

3.1 Database

The Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS) is a relatively new database, published on May 16, 2018 [15]. We chose to use this database for the training and testing model. It consists of two main parts: facial and speech expression. The RAVDESS database has a total size of 24.8 GB. There are three forms of data (Audio-Only, Audio-Video, and Video-Only), consisting of 7,356 files. Each file is approximately three seconds long. All three forms are divided into two types. The first type is the song. There is a dynamic emotion expression of six basic emotions, such as neutral, calm, happy, sad, angry, and fearful. All six basic emotions have the intensity level of different emotions with two levels (normal and strong level) by using 23 professional actors (11 females and 12 males). The age of the actors was between 21-33 years. The second type is speech. There is a dynamic emotion expression of eight basic emotions such as neutral, calm, happy, sad, angry, fearful, disgust, and surprised. All eight basic emotions have the intensity level of different emotions with two levels (normal and strong level) by using 24 professional actors (12 females and 12 males). The age of the actors was between 21-33 years. See Table 1 for details.

<table>
<thead>
<tr>
<th>No.</th>
<th>Form</th>
<th>Detail</th>
<th>Type</th>
<th>Emotions</th>
<th>Number of Files</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Audio-Only</td>
<td>16bit, 48kHz (.wav)</td>
<td>Song</td>
<td>6</td>
<td>1,012</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Speech</td>
<td>8</td>
<td>1,440</td>
</tr>
<tr>
<td>2</td>
<td>Audio-Video</td>
<td>720p, H.264, ACC</td>
<td>Song</td>
<td>6</td>
<td>1,012</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Speech</td>
<td>8</td>
<td>1,440</td>
</tr>
<tr>
<td>3</td>
<td>Video-Only</td>
<td>16bit, 48kHz (.mp4)</td>
<td>Song</td>
<td>6</td>
<td>1,012</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Speech</td>
<td>8</td>
<td>1,440</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Total Number of Files</td>
</tr>
</tbody>
</table>

Fig.1: Overview of Bimodal Emotion Recognition.

4. FEATURE EXTRACTION

4.1 Facial Features

We now describe the facial feature extraction method used for the video dataset. The dataset was loaded into the system. It consists of the video files obtained from the RAVDESS database. The video is separated into frames inside the system. The frames brought into the system were used to detect the face position and 68 positions of the facial landmarks by
using the Dlib library [16]. Fig.2 and Table 2 present
details of the facial landmarks. When the position
of a face from an image was found we cut the face
area from the image to convert the data from a color
image to the standard format of a grayscale image.
It was used in the facial feature extraction process
by using a Gabor filter bank method that joins with
68 positions of the facial landmark (The facial land-
marks are adjusted to the cropped image). The facial
feature extraction from the image is done by bringing
the grayscale image of the face through the Gabor filter
bank process that has four scales (4, 7, 10, 13) and
eight orientations (0°, 22.5°, 45°, 67.5°, 90°, 112.5°,
135°, 157.5°) and can make a total of 32 patterns as
shown in Fig. 3, 4, and 5 respectively. After that, 32
patterns (Magnitude part) are combined with 68 po-
sitions of the facial landmark to determine the one po-
sition of the facial landmark consisting of 32 features.
Therefore, there are 2,176 (32 x 68) facial features per
frame in a video. After that, the facial features are
collected and the process is repeated until all features
in one video have been extracted, according to Fig.
6. Next, we repeat the same process, according to
Fig. 6, until we have finished (1,440 videos, eight
basic emotions). Finally, bringing together all fea-
tures we calculated the average of feature vectors in
each frame of the video until we finished processing
all 1,440 video files. Therefore, one-row data of the
features contains 2,176 features for a video. Then,
1,440 videos yields 1,440 data rows.

<table>
<thead>
<tr>
<th>Geometric Features</th>
<th>Point Range</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jaw</td>
<td>1-17</td>
<td>Face Contour Landmark</td>
</tr>
<tr>
<td>Right Eyebrow</td>
<td>18-22</td>
<td>Eyebrows Landmark</td>
</tr>
<tr>
<td>Left Eyebrow</td>
<td>23-27</td>
<td></td>
</tr>
<tr>
<td>Nose Bridge</td>
<td>28-31</td>
<td>Nose Landmark</td>
</tr>
<tr>
<td>Lower Nose</td>
<td>32-36</td>
<td></td>
</tr>
<tr>
<td>Right Eye</td>
<td>37-42</td>
<td>Eyes Landmark</td>
</tr>
<tr>
<td>Left Eye</td>
<td>43-48</td>
<td></td>
</tr>
<tr>
<td>Outer Lip</td>
<td>49-60</td>
<td>Mouth Landmark</td>
</tr>
<tr>
<td>Inner Lip</td>
<td>61-68</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2:** Details of 68 Facial Landmarks

**Fig.2:** 68 Facial Landmarks

**Fig.3:** Real Part using Gabor Wavelet

**Fig.4:** Imaginary Part using Gabor Wavelet

**Fig.5:** Magnitude Part using Gabor Wavelet
4.2 Audio Features

The speech feature extraction approach from the audio dataset will now be described. The information put into the system was an audio signal. The audio signal was divided into several frames (short-term windows) by using the pyAudioAnalysis library [17] with the short-term and non-overlapping time frame data. Each frame was calculated with 34 features, as shown in Table 3.

In Table 3, audio features are divided into two groups. The first group has the features 1 to 3 which are related to the time domain features. The second group has the features 4 to 34 which are related to the frequency domain features. After that, 34 features were used to calculate the average and standard deviation resulting in 68 features of statistical values per audio signal. This data was then collected resulting in the features as shown in Fig. 7. Next, we repeated the same method until we finished processing all of the audio files (1,440 audios, eight basic emotions), according to Fig. 7. Therefore, one row of data of the features is equal to 68 features per audio sample. Then, 1,440 audio samples yielded 1,440 data rows.

4.3 Bimodal Feature

In this section, we used the facial and speech features from the previous facial and speech feature extraction processes mentioned in section four. Therefore, the bimodal features (facial and speech features) were used together, which can be summarized as in Table 4.
5. CLASSIFICATION

The classification of eight basic emotions used a deep belief network method. We separated the classification into three parts. There is emotion classification through facial expression, speech expression, and bimodal data. First we brought all features through the feature scaling process to adjust the data range. Then all features went through a normalization process and all data was divided into two parts. The first part used 90% for the training model. In the second part, 10% was used for the testing model by classification of eight emotions with the deep belief network approach, as shown in Fig. 9.

Fig. 10: Adapted from [22]. (a): The structure of DBN. (b): Separating DBN into RBM for pre-training. (c): Unrolling DBN into DA for fine-tuning.

6. EXPERIMENT RESULTS

6.1 Face Emotion Recognition

Fig. 10 exhibited two main parts of DBN. The first part (b) was the pre-training. The second part (c) was fine-tuning. Thus, the structure of DBN has a size of 2176-2200-1800-900-8. For the pre-training phase, the learning rate was 0.08, and the number of iterations was 6. For the fine-tuning phase, the learning rate was 0.5, and the number of iterations was 296. The batch size was 48. The activation function was the Rectified Linear Unit (ReLU). The dropout was 0.2. These parameters were used for the training model. It was used for the classification of eight basic emotions through facial expression. The results are displayed in Fig. 11. The overall performance of the system has an accuracy value at 96.53%, precision of 96.61%, recall of 96.53%, and f-measure of 96.55%. Of 144 samples, 139 samples were classified correctly, but five samples had the wrong classification. The diagonal components of the confusion matrix indicated that all emotions were recognized with more than 95.00% accuracy. The happy, angry, fearful, and disgusted emotions were recognized with very high accuracy. On the other hand, the sad emotion
often was misclassified as calm. On the other hand, the calm emotion often was misclassified as sad.

![Fig.11: Confusion Matrix of Face Emotion Recognition](image)

6.2 Speech Emotion Recognition

Emotion classification through speech expression by the deep belief network approach will be discussed next. The structure of DBN has a size of 68-389-262-120-8. For the pre-training procedure, the learning rate was 0.08, and the number of iterations was 8. For the fine-tuning procedure, the learning rate was 0.5, and the number of iterations was 296. The batch size was 48. The activation function was the Rectified Linear Unit (ReLU). The dropout was 0.1. These parameters were used for the training model. It used for the classification of the eight basic emotions through audio signals. The results are displayed in Fig. 12. The confusion matrix showed the overall performance of the system. There was accuracy of 70.83%, precision of 71.31%, recall of 70.83%, and f-measure of 70.70%. The eight basic emotions were classified correctly for 102 samples. The number of wrong classifications was 42 from 144 samples. The angry emotion has the highest accuracy in each class. On the other hand, the sad emotion has lower accuracy than other emotions. The sad emotion had the wrong classification as neutral emotion, calm, fearful, and disgusted. Therefore, the bimodal emotion recognition allowed improving the performance to be better than the unimodal emotion recognition.

![Fig.12: Confusion Matrix of Speech Emotion Recognition](image)

6.3 Bimodal Emotion Recognition

The emotion classification using bimodal data by a deep belief network method is discussed next. The structure of DBN has a size of 2244-2600-2200-1100-8. For the pre-training process, the learning rate was 0.09, and the number of iterations was 11. For the fine-tuning process, the learning rate was 0.7, and the number of iterations was 260. The batch size was 48. The activation function was the Rectified Linear Unit (ReLU). The dropout was 0.2. These parameters were used for the training model. It used for the classification of eight basic emotions using bimodal data. The results are displayed in Fig. 13. The overall performance of the system has an accuracy value at 97.92%, precision of 98.01%, recall of 97.92%, and f-measure of 97.90%. The samples were used for classification of emotions. There were 144 samples. They were classified correctly for 141 of the samples. The diagonal component exposed that all emotions can be recognized correctly more than 97.00% of the time in each class. The recognition of neutral emotions, calm, sad, and surprised can be improved to be better. The combination of facial and speech features are highly effective because of additional features from the feature-level fusion of features (face and speech) whose relationship can help improve the emotion recognition performance, including the DBN method and configuration. The better system performance is displayed in Table 5 and Fig. 14.
Fig. 13: Confusion Matrix of Bimodal Emotion Recognition

### Table 5: Summary of Result

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face Emotion Recognition</td>
<td>96.53</td>
</tr>
<tr>
<td>Speech Emotion Recognition</td>
<td>70.83</td>
</tr>
<tr>
<td>Bimodal Emotion Recognition</td>
<td>97.92</td>
</tr>
</tbody>
</table>

Fig. 14: Efficiency comparison between unimodal and bimodal emotion recognition

![Graph showing efficiency comparison between unimodal and bimodal emotion recognition](image)

Fig. 14 shows that the sad emotion recognition has lower accuracy than other emotions (neutral, calm, happy, angry, fearful, disgust, and surprised) when using either facial or speech expressions. Therefore, bimodal emotion recognition which used the integration between facial and speech features in the feature-level was tried. It can improve the accuracy of recognition of sad emotions. The accuracy of detecting emotions (neutral, calm, sad, and surprised) improved compared with the unimodal emotion recognition (only using face or speech). The other emotions (happy and disgusted) have the same accuracy in comparison with the unimodal emotion recognition (face), but angry and fearful emotions have a little reduction in accuracy.

Furthermore, previous work proposed the bimodal emotion recognition system based on facial and speech expression. We found the classification of eight basic emotions was investigated in two papers in the year 2018. Each work used different methods and got different results on the same database, as shown in Fig. 15.

![Graph showing efficiency comparison between unimodal and bimodal emotion recognition](image)

Fig. 15: Bimodal Emotion Recognition System

With our bimodal emotion recognition system based on facial and speech expression by deep belief network method for the classification of eight basic emotions on the RAVDESS database, the overall accuracy rate is 97.92%.

7. CONCLUSION

In this paper, we presented an emotion recognition system based on facial and speech expression, which used a deep belief network approach for the classification of eight basic emotions from video and audio information on the RAVDESS database. The combination of facial and speech features at feature level fusion was more effective than using single modality data. The experimental results showed that the emotion recognition system through facial expression had an accuracy rate of 96.53%. The speech emotion recognition system had an accuracy rate of 70.83%. Our bimodal emotion recognition system has an accuracy of 97.92%. From this research result we can conclude that the bimodal emotion recognition system has better performance than unimodal emotion recognition systems using only facial or speech expression.
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