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ABSTRACT: Frequent itemsets generation has known by researchers as the most computationally expensive task in association rule mining. To extract association rules, the classical algorithm, Apriori, needs to scan a database several times during frequent itemsets generation. Some researchers have solved such problems by applying new data structures instead of using the original structure. However, some mechanisms for scanning data through the new data structure must be provided. Each mechanism also needs CPU-time for its operation. In this paper, we present an algorithm that generates frequent itemsets based on the concept of power set enumeration over transactions, which takes only three iterations over the data. We have evaluated it against the closest algorithm which also applies the concept of a power set. The results show that our proposed method takes less CPU-time than other methods. Based on the proposed method, two new versions were developed by taking advantage of set operations in the pruning phase. We have evaluated them against the most popular frequent itemset mining algorithm, FP-Growth. The results show that our two modified versions give the best performance in terms of taking less CPU-time when the support thresholds are given at lower levels.
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1. INTRODUCTION

Association rules refer to confident patterns of items that appear together in a large database. They provide useful information that can be adopted in various areas [1], for instance in medical diagnosis [2][3], protein sequence analysis [4], census data analysis [5-6], customer relationship management [7-8], and so on. The process of generating association patterns is so-called association rule mining or ARM. It was first introduced by Agrawal et al [9] in 1993. In the paper, the authors defined the problem of finding frequent itemsets as a sub-problem of association rule mining. In 1994, they created an algorithm named Apriori for association rule mining, and followed that by two extensions of Apriori, named AprioriTid and AprioriHybrid [10]. The authors also showed that association rules are very helpful in market basket analysis. Currently, it is the most well-known classical algorithm for ARM in data mining and knowledge discovery.

Basically, the process of ARM can be achieved by performing two important sub-sequential tasks. One is known as frequent itemsets generation, and the other is association rules generation. It is well known by researchers that the former is more complex and requires much more CPU time than the later. As the former requires too many system resources, it then has become an incentive for researchers to turn their attention toward improving the efficiency of the task. Most of the researchers have focused their work on reducing time and memory usage in computation. For example, FP-Growth transforms the dataset into a frequent pattern tree structure and then generates frequent itemsets by traversing this structure instead of scanning the original dataset. This approach can finish with two scans of the dataset without candidate item sets generation. In 2013, an algorithm that applies the concept of global power set enumeration was...
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proposed [11]. Although the authors claimed that it takes only two dataset scans, it must also spend time to manipulate data stored in the global power set.

One can observe that most algorithms try to reduce the number of passes over the dataset by using other formats of data structures rather than the original format of dataset. However, they must face the same problem (i.e., using the time to manipulate other formats of data in memory). Until now, there have not been algorithms that can be called optimal (i.e., suitable for the general context of applications), due to the variety of data formats (i.e., data types and density of data), which directly affect the performance of the system. In this paper, we first introduce an algorithm for mining frequent itemsets, called the Local Power Set in Transaction Scanning (LPTScan). Then, we conduct an experiment to evaluate the performance of the LPTScan against closely related work [11] because those authors also used the concept of (global) power sets in their work. After that, we modify the LPTScan to accelerate its overall speed by taking advantage of the intersection and subtraction set operations to prune useless item sets from the dataset. The two new versions of LPTScan require scanning the dataset only twice. Finally, we compare all of our proposed methods with FP-Growth, the well-known efficient algorithm that generates all frequent item set without candidate item sets generation and requires scanning the dataset only twice.

There are three contributions provided in this paper: 1) an efficient frequent item sets generation algorithm using the concept of power set enumeration, 2) a novel method to define a minimum support threshold appropriately for each dataset, and 3) two efficient pruning techniques based on intersection and subtraction set operations to remove the item sets that do not meet the minimum support threshold.

The rest of this paper is organized as follows: in the next section, we give some background of the frequent itemsets generation task. In section 3, we discuss some related works focusing on the task improvement. In section 4, we explain how the LPTScan works and its two extensions. We also address the experiments and include an evaluation discussion. In the last section, we provide some conclusions about the work we have done in this paper.

2. BACKGROUND

The objective of this section is to provide readers with a brief introduction to related terminology and an explanation about the frequent itemsets generation task used in the classical algorithm.

2.1 Terminology and Related Symbols

To understand the process of frequent item sets generation, the following concepts, terms, and symbols must be understood:

- An “item set” refers to a set of items that share the same class. Note that items can be any type of objects, such as product items, words in a document, documents in a library, etc.
- (1)-item sets refer to the item sets that have a single member, for example ‘a’. A set with k members can be called a (k)-item set, where k > 0.
- The support count of an item set refers to the number of transactions containing that item set.
- The minimum support count refers to the number of times an item set appeared in a dataset. It can be used as a criterion to determine whether an item can be classified into a frequent itemset or not.
- Frequent itemsets refer to sets of items whose support count reached the minimum support threshold.
- Candidate (1)-item sets refer to sets of items consisting of both frequent itemsets and infrequent itemsets.
- A global power set refers to the power set generated from a set of all unique items in a dataset.
- A local power set refers to the power set generated from a set of items in a transaction.

Table 1: A Simple Dataset.

<table>
<thead>
<tr>
<th>Tid</th>
<th>Item set</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>{a, c, d, e}</td>
</tr>
<tr>
<td>T2</td>
<td>{b, c, e}</td>
</tr>
<tr>
<td>T3</td>
<td>{a, b, c, e}</td>
</tr>
<tr>
<td>T4</td>
<td>{b, e}</td>
</tr>
<tr>
<td>T5</td>
<td>{c, d}</td>
</tr>
<tr>
<td>T6</td>
<td>{a, b, e}</td>
</tr>
</tbody>
</table>

Consider the six transactions of the simple dataset shown in table 1. For easier understanding, one can imagine that dataset is a collection of transactions, similar to a table in a relational database system, as shown in table 1. Each transaction is composed of two attributes, a transaction identifier (tid) and a transaction value (item_set). The tid is used as a variable for keeping unique identifiers of transactions. Each value of the tid represents an identifier of an item set in that transaction. And the attribute itemset is used as a variable for keeping item sets of transactions.

Given U denotes a set of distinct items in a domain and D represents a collection of transactions containing a set of items T; T ⊆ U. Given X represents a set of items; X ⊆ T and T(X) denotes set of transactions containing X. The |T(X)| is used to refer to the support count of X. The proportion of transactions containing X in the dataset is called the support value of X, denoted by sup(X) = |T(X)|/|D|. The support value of X implies how important the set X is in the dataset. The item set X will be said to be a frequent item set if sup(X) is not less than a given minimal support threshold. For example, let us consider the size of the dataset...
Given $X = \{b, e\}$ and $T(X) = \{T2, T3, T4, T6\}$ where $|T(X)| = 4$. The support value of $X$ is equal to $4/6$, or 67% of the total number of transactions. Suppose we define the minimal support threshold, $\text{min\_sup}$, is equal to 50%. The item set $X$ is considered as a frequent item set because its support value reached the minimum support threshold.

Given $X$ and $Y$ represent two distinct item sets appearing within the same transaction, $X \cup Y = \phi$. The proportion of transactions containing both $X$ and $Y$ can be written as $\text{supp}(X \cup Y)$ or $\text{supp}(XY) = |T(X \cup Y)|/|D|$. For example, suppose $X = \{a\}$ and $Y = \{b, e\}$, so $T(X \cup Y) = \{T3, T4, T6\}$. Since the number of transactions containing $X$ and $Y$ is equal to 3, the support value of $X \cup Y$ then becomes to $3/6$, or 50%. The new item set derived from $X \cup Y = \{a, b, e\}$ is said to be a frequent item set.

### 2.2 Frequent Item sets Generation

As previously mentioned in the introduction section, the process of association rule mining that applies the Apriori algorithm can be achieved by two sequential tasks (frequent item sets generation and association rule generation). However, in this work, we aim to focus only on the frequent itemsets generation task as it could greatly affect the overall efficiency of association rule mining.

To generate frequent (1)-item sets, the Apriori counts the number of times that individual items appeared within the dataset. Each counted value expresses the support count of each item. Those itemsets are called the candidate (1)-item sets and represented by $C_1$. Next, the algorithm removes all item sets whose support counts do not reach criterion, minimum support threshold. All the remaining item sets then become frequent (1)-item sets, represented by $L_1$. For finding frequent (2)-item sets, the algorithm generates new candidate (2)-item sets by performing a self-join operation over possible two item sets that appearing in $L_1$. Next, it enumerates each new generated item set to formulate new candidate (2)-item sets, represented by $C_2$. After that, the candidate (2)-item sets whose support counts do not reach the criterion are removed. All of the remaining item sets in $C_2$ then become the frequent (2)-item sets, represented by $L_2$. For other generations of frequent (k)-item sets, the algorithm performs in the same way until candidate (k+1)-item sets cannot be further generated.

**Fig. 1:** Generating Frequent item sets with 50% of minimum support.

For example, for the dataset $D$ shown in table 1 we define the minimum support threshold as no less than 50% of the total number of transactions. Note that typically minimum support thresholds are usually defined in terms of percentage values. In order to make it easier to understand and to reduce the computation of a support value for each item set, we suggest transforming the percentage values to numeric format by multiplying each of them by the total number of transactions as expressed in eq. (1), where $|D|$ represents the total number of transactions in dataset $D$.

$$\text{min\_sup\_count} = \text{min\_sup} \times |D|. \tag{1}$$

Given $\text{min\_sup} = 50\%$ in this example, it implies that the item sets with support counts less than 3 cannot be promoted to be frequent item sets. To generate all frequent item sets, the Apriori runs a level-wise search approach iteratively. It generates frequent $(k+1)$-item sets based on the frequent $(k)$-item sets. Figure 1 shows all previous descriptions. The downward arrows in figure 1 indicate data scanning operations including the number of times.
3. RELATED WORKS

In 1994 the Apriori was first introduced and named by Agrawal et al [10]. It has become a well-known and seminal algorithm for mining confident frequent itemsets.

Since Apriori must perform the process for generating candidate \((k+1)\)-item sets from the frequent \(k\)-item sets iteratively, it faces a big problem when the volume of the dataset is increased. Since a large dataset is stored in secondary storage, the input/output operation of the system must be heavily used when the dataset is scanned iteratively. In practice, Apriori is not suitable for mining frequent itemsets from a dataset containing big transactions based on a low minimum support threshold. However, there are other algorithms developed based on Apriori after it was introduced. The MSapriori [12] algorithm allows users to specify different minimum item support values for different items. Furthermore, there are some algorithms like A-Close [13] focusing on finding frequent closed itemsets which are subsets of completed frequent itemsets. The concept of this focusing is that the set of frequent closed itemsets is usually much smaller than the completed frequent item sets, while the completed frequent itemsets can be regenerated from the set of frequently closed itemsets.

The partition approach was proposed by [14]. It is based on the authors’ observation. They believe that when the size of the dataset is larger than memory existing in the system, it results in expensive amounts of CPU-time consumption. Therefore, they suggest dividing the large dataset into smaller chunks so that each chunk can be individually loaded into memory. After the partitions are loaded, the technique of Apriori algorithm can be adapted to each partition for finding frequent itemsets. Finally, it combines the results derived from each partition to formulate completed frequent itemsets. Although it can reduce the loading size of the dataset, the size of the generated candidate sets may be larger than the partitions’ size of the dataset. In addition, combining frequent itemsets generated from partitions in the final step may require too much memory and too much computation time. Later, various extensions of the Apriori algorithm have been proposed continuously to overcome the big limitations (dataset scanning repeated multiple times and huge candidate item sets generation situation).

FP-Growth [15] tries to avoid multiple scanning by using compact data structures called the Frequent Pattern Tree or FP-tree, to keep frequent itemsets in memory. The Matrix Apriori [16] keeps frequent itemsets in a binary matrix. Both have claimed that they only need two passes over the dataset. Moreover, FP-Growth does not need to generate candidate itemsets to find frequent itemsets. A benchmark between them has been done by the author of [17]. Although they can reduce the number of dataset scans, in fact, they must spend time maintaining and scanning the FP-tree structures in its operations.

In 2013, the author of the paper [11] proposed an algorithm that can extract all frequent itemsets within only two passes over the dataset. In the first scan, it generates frequent (1)-item sets in the same way used in the most of other algorithms. Then the algorithm generates a power set based on the frequent (1)-item sets, called the global power set. Each item element of the global power set is assigned zero as its initial value. In the second scan, the algorithm generates a power set for each transaction based on item sets appearing within the transaction, called the local power set, represented by a hash table in memory. The algorithm also assigns an initial support count of 1 for each element of the local power set. After that, it updates support counts of item elements in the global power set by scanning for support counts of their corresponding elements that appeared in local power sets. Finally, all frequent itemsets are formulated by removing item sets if their support counts are less than the minimum support threshold. Based on our observation, the algorithm consumes too much CPU-time to update information in the global power sets. Therefore, we turn our attention to manipulate only the local power sets of transactions, instead of wasting too much time with the global power set.

Parallel and distributed computing methods have been known as valid approaches to deal with very large datasets. New parallelization techniques and distributed processing frameworks such as Hadoop in big data provide environments that let researchers easily implement and test their work in parallel. All of them are incentives for researchers to improve performance of existing algorithms. The authors in [8-9] have implemented the Apriori algorithm and the KAAL algorithm [10] on the MapReduce framework.

Recently, there are many works that try to adopt parallel and distributed processing [11] in frequent itemsets generation. However, no matter what the algorithms of the frequent itemsets generation task are, there is certainly no doubt that executing them in parallel and with distributed processing will provide better performance than running algorithms in a single process. As one considers improvements, the big challenge is to improve algorithms based on single processing. However, our proposed method can also support those parallel and distributed systems like existing algorithms do.

4. METHODOLOGIES

Since the hash table structure plays an important role and it is heavily used in our proposed algorithms, we need to briefly explain the hash table structure, which is called a dictionary in Python. After that, we describe the proposed algorithm along with its asymptotic analysis by comparing it with the
related work [11] based on total complexities followed by experimental results. Next, we describe how to achieve better performance from the proposed algorithm by creating two new modified versions. Then we compare these with a highly efficient algorithm, FP-Growth.

4.1 Dictionary Format

“Dictionary” is used to refer to a data structure containing data in a set of key-value pairs in the following format: \{key_1: value_1, key_2: value_2, ..., key_n: value_n\}. The keys serve as unique indices providing direct access to the corresponding values with which they are associated with. To apply this data structure, each item set is defined as a key and then its support count is assigned to be a value of the item set. For example, when transaction T1 in the simple dataset is scanned, each item set element in the transaction will be enumerated. The results are kept by merging item sets and their initial counting value 1. After scanning of T1 is completed, the dictionary will become \{a: 1, c:1, d:1, e:1\}

4.2 Local Power sets in Transaction Scanning

Basically, the complexity of power set generation grows exponentially according to the size of the original set. For example, suppose there are 30 unique items, \(|U| = 30\) in the given dataset. Generating global power sets for 30 elements must loop \(2^{30}\) or 1073741824 times to process. It also requires 1073741824 positions in memory for keeping all elements. Then, the total complexity of this operation is around \(O(2^{30})\) excluding an empty set element.

To reduce the computation time and memory usage, our approach, called Local Power sets in Transaction Scanning, or LPTScan, avoids generating the global power sets from the whole collection of unique items as it has been done in [11]. However, the LPTScan must scan the dataset three times. The first scan is for generating candidate (1)-item sets. The second scan is for updating the dataset. The last one is for generating local power sets and also for enumerating elements of the local power sets simultaneously. The pseudo-code version of the LPTScan is illustrated in figure 2.

In summary, LPTScan can be completed by performing the following three steps.

1) Candidate (1)-item sets generation: In this step, the algorithm scans the dataset for counting the number of all unique item sets and keeps the count information in the dictionary structure named \(C\). The complexity of this processing step is \(O(M \times |\bar{t}|)\), where \(M\) represents the total number of transactions and \(|\bar{t}|\) denotes an average length of transactions in the dataset.

2) Eliminating unsatisfactory item sets from the dataset: In this step the algorithm scans the dataset again. It takes the user-defined minimum support threshold as a criterion to eliminate unsatisfactory item sets from the dataset. The aim of this step is to reduce the size of transactions which will also decrease the size of local power sets to be generated for transactions. The complexity of this processing step is \(O(M \times N)\), where \(N\) is the total number of items in candidate (1)-item sets.

3) Extracting all frequent (k)-item sets: In the last dataset scanning phase, the algorithm generates a local power set for each transaction, then it accumulates a support count for each item element of the local power set into a dictionary structure named \(C\). Whenever the accumulated support count of elements reaches a criterion, the algorithm will copy that item element along with its current support count to the other dictionary structure named \(F\). As a result, all frequent (k)-item sets will be collected in \(F\). The complexity of this step is \(O(M \times 2^{|\bar{t}|})\).

The total complexity of the LPTScan is equal to \(O(M \times |\bar{t}|)+O(M \times N)+O(M \times 2^{|\bar{t}|})\).
itemsets, as shown in Figure 4. The minimum support threshold will be classified as frequent with support values equal to or exceeding the minimum threshold. The elements in each transaction and its corresponding support count for each subset element in that local power set. The elements with support values equal to or exceeding the minimum support threshold will be classified as frequent itemsets, as shown in Figure 4.

For example, assume a minimum support threshold of 50%. To extract all frequent (k)-item sets from the simple dataset, in the first step, the algorithm scans the dataset for all unique items. During this scan, it calculates support counts for all unique items and stores them in a dictionary of candidate item sets, \( C_1 \). Next, it scans data in \( C_1 \) and takes advantage of it to remove all items whose support thresholds are less than the criterion from the dataset, as illustrated in Figure 3. In the final step, it scans the dataset again to generate a local power set for each transaction and it accumulates a support count for each subset element in that local power set. The elements with support values equal to or exceeding the minimum support threshold will be classified as frequent itemsets, as shown in Figure 4.

**Figure 3:** Removing infrequent items from the dataset.

**Figure 4:** Generating all frequent item sets.

### 4.3 Algorithm for the work [11] and the LPTScan in asymptotic analysis

At first, we analyze the complexities of the two algorithms developed based on the same concept of power set enumeration. While one [11] applies the concept both in global and local levels, LPTScan applies simply only to the local level of power set. While the former requires two dataset scans, LPTScan needs three. In order to compare complexity of the former with the LPTScan, we divided the operation of the former into 4 steps for analysis:

1) **Frequent (1)-item sets generation**: the algorithm begins by extracting all unique items, called candidate (1)-item sets or \( C_1 \), from the dataset and then eliminates elements of \( C_1 \) that do not comply with the criterion, the minimum support threshold. After removal, all of the remaining values in \( C_1 \) then become the frequent (1)-item sets, \( L_1 \), by default. The complexity of this process is equal to \( O(M \times |t|) + O(N) \), where \( M \) represents the total number of transactions, \(|t|\) denotes an average size of transactions, and \( N \) is the total number of item sets in the candidate (1)-item sets, \( C_1 \).

2) **Global power sets generation**: The algorithm generates a power set based on the frequent (1)-item sets, called the global power set and then assigns an initial count of 0 for each item element in the global power set. The complexity of this step is equal to \( O(2^{|L_1|}) \).

3) **Local power sets generation**: The algorithm scans all transactions in the dataset again. During this scan, it removes items which do not appear in the frequent (1)-item sets from the dataset. Then it generates a local power set for each transaction based on the remaining elements of the transaction. It also assigns an initial support count of 1 for each local power set element in the local power sets simultaneously. The complexity of this step is equal to \( O(M \times 2^{|t|}) \).

4) **Updating global power sets**: The algorithm scans all local power sets of transactions to calculate the total support count of their distinct item elements. It also updates the corresponding elements in the global power set one by one simultaneously. In the end, the algorithm eliminates the elements of the global power set that do not comply with the criterion. The remaining items in the global power set then all become frequent itemsets by default. The complexity of this step is equal to \( O(M \times 2^{|t|}) \).

In summary, the total complexity of the task can be written as \( O(M \times |t|) + O(N) + O(2^{|L_1|}) + O(M \times 2^{|t|}) \). Although the LPTScan algorithm takes three passes over the dataset, when comparing its complexity with the related algorithm [11], it is much less complicated. The formula used for this comparison is quite simple and straightforward as shown in eq. (2).

\[
\text{complexity(our algorithm)} - \text{complexity(LPTScan)} = (2^{|L_1|} - 1) + O(M \times 2^{|t|}).
\]
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\[ O(2^{L_1}) + O(M \times 2^{[i]}) + O(M \times [i]) + O(N \times N) + O(M \times 2^{L_1}) - O(N) + O(2^{L_1}) + O(M \times [i]) - [O(M \times N)]. \]

The results of the comparison show that related work [11] seems to have a higher complexity than the LPTScan. In order to get a stronger conclusion for comparison, we conducted some experiments to measure CPU-time consumption of both algorithms by executing them over two real datasets. The first one is named the “GROCERY” dataset, an open dataset collected from the French Retail Store containing 7500 transactions of product items from 120 distinct product items. The other dataset is generated by the IBM Almaden The quest research group, named the “T10I4D100K” dataset. It contains 870 distinct items over 100000 transactions of items. Table 2 shows some aspects of the two datasets.

### Table 2: Interesting attributes of datasets.

<table>
<thead>
<tr>
<th></th>
<th>The total number of transactions</th>
<th>The highest support count in Candidate 1-item sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>GROCERY</td>
<td>7500</td>
<td>1788</td>
</tr>
<tr>
<td>T10I4D100K</td>
<td>100000</td>
<td>7828</td>
</tr>
</tbody>
</table>

One can see that the size of each dataset is very large when compared to the number of transactions containing the item set with the highest support count in the candidate (1)-item sets. This information can be used to define appropriate minimum support thresholds for each dataset. Therefore, we determine a minimum support threshold by referring to the proportion between the highest support count in candidate (1)-item sets and the total number of transactions. For example, for dataset “T10I4D100K”, the maximum support count of the candidate (1)-item sets is 7828 and the total number of transactions is 100000. An appropriate minimum support for the dataset should not exceed 7828/100000 = 0.078. This implies that we cannot get any frequent (k)-item sets with support thresholds exceeding 7.8%. Therefore, an appropriate minimum support for this dataset should be less than or equal to 7.8%. Also, for the “GROCERY” dataset the appropriate minimum support should not exceed 1788/7500 = 0.23 (around 23%). However, in order to make a better speed observation, we need to set the range of minimum support quite low, around 5.5-8% for “GROCERY” and 4-6% for “T10I4D100K”. Table 3 shows the support count for each minimum support threshold used in further experiments.

### Table 3: Appropriate minimum support thresholds and support counts for GROCERY and T10I4D100K.

<table>
<thead>
<tr>
<th></th>
<th>GROCERY</th>
<th>T10I4D100K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimun Support</td>
<td>Support Count</td>
<td>Minimun Support</td>
</tr>
<tr>
<td>4</td>
<td>300</td>
<td>2</td>
</tr>
<tr>
<td>4.5</td>
<td>338</td>
<td>2.5</td>
</tr>
<tr>
<td>5</td>
<td>375</td>
<td>3</td>
</tr>
<tr>
<td>5.5</td>
<td>413</td>
<td>3.5</td>
</tr>
<tr>
<td>6</td>
<td>450</td>
<td>4</td>
</tr>
<tr>
<td>6.5</td>
<td>488</td>
<td>4.5</td>
</tr>
<tr>
<td>7</td>
<td>525</td>
<td>5</td>
</tr>
<tr>
<td>7.5</td>
<td>563</td>
<td>5.5</td>
</tr>
<tr>
<td>8</td>
<td>600</td>
<td>6</td>
</tr>
</tbody>
</table>

For our experimental setting, we created two computer programs using Python 3.7 according to the algorithm proposed in [11] in addition to our proposed algorithm. Then we executed experiments on a personal computer with 32 GB of memory and a 3.60 GHz Intel Core-i7 processor. The results of running our programs on the “GROCERY” and “T10I4D100K” datasets are illustrated as bar charts in figures 5 and 6, respectively.

![Fig.5: CPU-times for the algorithm with global power set and the LPTScan over GROCERY.](image)

Figure 5 indicates that the algorithm of [11] begins to take more CPU-time than the LPTScan when the minimum support thresholds are reduced to 6.5%. Based on minimum support thresholds between 5.5 and 6.5, the LPTScan takes less CPU-time than the other (12% less on average). For the experiments on the larger dataset, the results in figure 6 indicate that both are about equal in their speed of operation. However, it appears that the other [11] tends to take more CPU-time when the minimum support thresholds are set to steadily decline. Unfortunately, when the minimum support threshold further decreases, algorithm [11] faces memory errors. The reason is that it needs to generate and maintain both global and
local power sets in memory until the process is completed. The LPTScan generates and maintains only local power sets, and does not exhaust the memory supply.

4.4 Accelerating of Local Power sets in Transaction Scanning

The size of transactions affects the size of local power sets being generated. We analyze the pseudo-code in figure 2 by focusing on lines numbered 13 to 17 which aim to eliminate the infrequent item-sets from the dataset. Based on our analysis, we have found that this pruning process could be improved. Then we modified the LPTScan to create the ISP_LPTScan (stands for Intersection Set Pruning in LPTScan), and the LPTScan to SSP_LPTScan (stands for the Subtraction Set Pruning in LPTScan) as shown in figures 7 and 8 respectively.

The ISP_LPTScan and the SSP_LPTScan are processed in two steps as follows:

1) Frequent (1)-item sets generation step: in this step, the algorithm scans the dataset and calculates support count for each item. The support counts are kept in the dictionary of candidate item sets \( C \). The item sets in \( C \) with support counts greater than or equal to minimum support threshold will be copied into the dictionary of frequent item sets, \( F \).

2) Completed frequent item sets generation: in this step, both algorithms remove some useless items from each transaction and then generate local power sets for that transaction. Finally, the algorithm enumerates each element of the local power set to accumulate its support count. When support counts of items reach the criterion, those items including their support counts will be promoted to be members of the frequent \((k)\)-item set.

---

**Fig.6:** CPU-times for the algorithm with global power set and the LPTScan over T10I4D100K.

**Fig.7:** Pseudo Code for ISP_LPTScan.

```pseudocode
1. input \( D, \text{min\_supp} \)
2. output : \( F \)
3. procedure : ISP_LPTScan(Dataset \( D \))
4. begin :
5. \( C = \{ \} \) // hash table
6. \( F = \{ \} \) // hash table
7. //generate candidate (1)-itemset
8. for all transaction \( t \in D \) do begin:
9. for all element \( e \) in \( t \) do begin:
10. \( C[e]++ \)
11. if \( (C[e] >= \text{min\_supp}) \) then:
12. \( F[e] = C[e] \)
13. end for
14. end for

// frequent item set generation
15. for all transaction \( t \in D \) do begin:
16. \( D[t] = D[t] \cap F \)
17. \( P_t = \text{powerset}(D[t]) \)
18. for all subset \( s \in P_t \) do begin:
19. if \( (s \text{ is not already in } C) \) then:
20. \( C[s]++ \)
21. if \( (C[s] >= \text{min\_supp}) \) then:
22. \( F[s] = C[s] \)
23. end for
24. end for
end proc
```

**Fig.8:** Pseudo Code for SSP_LPTScan.

```pseudocode
1. input \( D, \text{min\_supp} \)
2. output : \( F \)
3. procedure : SSP_LPTScan(Dataset \( D \))
4. begin :
5. \( C = \{ \} \) // hash table
6. \( F = \{ \} \) // hash table
7. //generate candidate (1)-itemset
8. for all transaction \( t \in D \) do begin:
9. for all element \( e \) in \( t \) do begin:
10. \( C[e]++ \)
11. if \( (C[e] >= \text{min\_supp}) \) then:
12. \( F[e] = C[e] \)
13. end for
14. end for

// frequent item set generation
15. for all transaction \( t \in D \) do begin:
16. \( D[t] = D[t] \cap F \)
17. \( P_t = \text{powerset}(D[t]) \text{ - uselessC} \)
18. for all subset \( s \in P_t \) do begin:
19. if \( (s \text{ is not already in } C) \) then:
20. \( C[s]++ \)
21. if \( (C[s] >= \text{min\_supp}) \) then:
22. \( F[s] = C[s] \)
23. end for
24. end for
end proc
```
4.5 Final experiment

The results of our experiments confirmed that the LPTScan can outperform the method used in [11]. The next step we need to do is compare all of our proposed algorithms to the most popular algorithm, FP-Growth. In the final experiments, we still used the same experimental settings as the previous run, the same personal computer, and same two datasets. We only created the new programs for the modified versions of the LPTScan and FP-Growth. The results are shown in figures 9 and 10.

![Fig.9: CPU-times for all versions of LPTScan and FP-Growth over GROCERY.](image)

![Fig.10: CPU-times for all versions of LPTScan and FP-Growth over T10I4D100K.](image)

Although the bar chart shown in figure 9 clearly indicates that the LPTScan takes more CPU-time than the others, we can observe that all of them still take less than 1 millisecond. Based on the comparison among our proposed algorithms, LPTScan, ISP_LPTScan, and SSP_LPTScan, we can conclude that pruning techniques improve overall performance of the algorithms, especially the algorithms that need to remove useless item sets from the dataset before they generate candidate (1)-item sets.

In the context of execution of the algorithms over a small dataset, the four algorithm operations are not very different. However, figure 10 clearly indicates that the LPT_Scan and the FP-Growth tend to take more CPU-time when the minimum support threshold is decreased from 3% to 2%, while it gradually increased for the ISP_LPTScan and the SSP_LPTScan. Based on our experiments, we conclude that the LPTScan outperforms the work of [11], while both versions of LPTScan outperform the FP-Growth when the minimum support threshold is dropped lower and lower. However, all of the algorithms presented in our experiments still need to be further improved for more efficiency, especially in the matter of memory management.

5. CONCLUSION

The paper proposed an efficiency improvement of the Apriori algorithm because it requires scanning a dataset for multiple times in the frequent item sets generation task. This issue leads to too much CPU-time consumption. To speed up this task we take advantage of the power sets enumeration concept over transactions. At first, the LPTScan was created by performing (only) three repetitions of dataset scanning. We evaluated its performance against the algorithm proposed by [11] because it is the closest one to our focus/field of study. The main emphasis of our evaluation was on two important aspects of the algorithms: complexity and computational time. The results of complexity analysis indicate that the total complexity of the LPTScan is much lower than the competition. The main reason for that is that the LPTScan does not require global power sets processing. For CPU-time consumption evaluation, the results indicate that the LPTScan consumes much less CPU-time than the competition when the minimum support setting is very low. As two aspects of the evaluation were consistent, we conclude that our proposed algorithm outperforms the other. Moreover, in our study, the effectiveness of the LPTScan was extended with two new versions, the ISP_LPTScan and the SSP_LPTScan. These extensions take only three scans of the dataset and focus on the process of pruning useless item sets from the dataset before generating local power sets by transactions. Our proposed algorithms were compared with more efficient algorithms like FP-Growth. The results indicate that the LPT_Scan cannot outperform FP-Growth. However, the modified versions of it do. Although all versions of the LPTScan showed very good performance, in practice, they are not suitable for datasets with transactions composed of very large distinct item sets. The reason that they are unsuitable because the larger the transactions, the larger the local power set being generated will be. As future work, we plan to apply the extensions of the LPTScan on larger real datasets and also to modify them so that they can use distributed and parallel computing capabilities that are currently available.
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