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ABSTRACT
This paper presents a survey on existing stereo vision algorithms. Generally, stereo vision algorithms play an important role in depth estimation. The quality of disparity map as well as computational load vary based on different approaches of stereo vision algorithms. The existing stereo vision algorithms are discussed in terms of concept, performance and related improvements. Also, a brief analysis of a performance comparison among existing stereo vision algorithms is presented. Moreover, available improvements and solutions for stereo vision challenges, such as computational complexity, occlusion, radiometric distortion, depth discontinuity and textureless region are reviewed.
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1. INTRODUCTION
In the last two decades, stereo vision development has received a lot of attention from researchers due to its huge potential in the fields of robotics, automobiles and aerospace. The applications of stereo vision include obstacle detection, 3D object recognition [1], object tracking [2], 3D shape reconstruction [3], and 3D geometric mapping [4].

Generally, stereo vision is a process whereby pixel information of two images is extracted to estimate a disparity map. A binocular camera (also known as a stereo camera), in which two cameras are well aligned horizontally, is required to operate stereo vision. Using this camera, we are able to capture two images (left image and right image) simultaneously and a disparity map is obtained based on the image sets [5].

The quality of generated disparity maps and computation load vary with different types of stereo vision algorithms. Furthermore, image noise and other uncertainties on stereo images will affect the accuracy of the disparity maps directly. Hence, new approaches and modified versions of stereo vision algorithms are developed and updated frequently to refine accuracy and reduce computational cost as much as possible.

Performance evaluation and comparison are essential to differentiate the pros and cons of various stereo vision algorithms. This information is crucial in order to allow developers to choose a suitable stereo vision algorithm according to application requirements. Scharstein, et al. [6] have presented an excellent taxonomy for dense stereo vision algorithms.

In order to evaluate performance of stereo vision algorithms impartially, they have developed an online platform for researchers to use to analyze performance of proposed algorithms using standard benchmark datasets. Researchers are able to compare results with others easily with a ranking table. There are other review papers listed in Table 1 which discuss different aspects of stereo vision including software based and hardware based techniques.

In this paper, a review of the state-of-the-art developments in stereo vision algorithms is presented. Also, the challenges and solutions of stereo vision algorithms, with available solutions, are discussed. In Section 2, a taxonomy for every processing stage of stereo vision disparity map estimation is presented. Then, existing stereo vision algorithms are reviewed in Section 3. Next, Section 4 explains major challenges of stereo vision algorithms, together with appropriate solutions. Lastly, the conclusion is presented in Section 5.

2. A TAXONOMY FOR THE PROCESS FLOW OF DISPARITY MAP ESTIMATION

A stereo vision algorithm mostly consists of four stages: 1) Matching cost computation, 2) Cost aggregation, 3) Disparity optimization and selection, and 4) Disparity refinement as described by Scharstein, et al. [6]. Every stage is necessary to ensure accurate disparity values can be obtained. This is done by utilizing all available information on the images and filtering unfavorable elements that can degrade the quality of the disparity map.

2.1 Matching Cost Computation
Using epipolar geometry, demonstrated in Fig. 1, we can determine the distance to a target scene from a binocular camera accurately based on the position of the target on the left and right images respectively, if the camera is well calibrated. Matching cost compu-
tation is the process used to measure the cost function between two pixels from the left and right images in order to estimate the distance of the target from the camera ultimately.

This is a fundamental process in all stereo vision algorithms used to obtain a disparity map from the two images. In general, a lower cost value means the two pixels are more likely to be correct match. In addition, the epipolar constraint makes the disparity estimation simpler and easier, since target \( P \) is located at \( P_l \) in the left image \( I_l \) and at \( P_r \) on the right image \( I_r \), and they individually are on the same horizontal line. This translates the searching space from two dimensional into a one dimensional problem. Normally, the cost function is obtained by comparing pixel intensities between two points from both images. Similar pixels with near zero cost are assumed to be identical regions with the same depth.

![Fig. 1: Epipolar geometry of target \( P \) on left and right images.](image)

### Table 1: Demographic and Converted Data

<table>
<thead>
<tr>
<th>Author</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scharstein, et al.</td>
<td>Presented a taxonomy for stereo vision algorithms in order to enable quality comparison. Also, they have proposed a test bed for performance evaluation of stereo vision algorithms in which the datasets and results are available online.</td>
</tr>
<tr>
<td>Brown, et al.</td>
<td>Reviewed stereo vision algorithms with real time implementations and solutions for tackling occlusion.</td>
</tr>
<tr>
<td>Gong, et al.</td>
<td>Investigated different cost aggregation methods on real time stereo platform, and evaluation of quality and computational cost are conducted with benchmark datasets available online.</td>
</tr>
<tr>
<td>Nalpantidis, et al.</td>
<td>Presented a survey on stereo matching techniques in development of stereo vision algorithms. Evaluation of various image sizes and datasets are demonstrated. Development of stereo vision algorithms via hardware is discussed.</td>
</tr>
<tr>
<td>Tombari, et al.</td>
<td>Reviewed performance with a comparison of existing cost aggregation approaches in terms of accuracy and computational cost using standard datasets available online.</td>
</tr>
<tr>
<td>Lazaros, et al.</td>
<td>Reviewed performance of up to date existing stereo vision algorithms including global and local approaches. Implementation of stereo vision algorithms in hardware are discussed.</td>
</tr>
<tr>
<td>Fang, et al.</td>
<td>Analyzed various types of cost aggregators and performance of local stereo vision algorithms using OpenCL and executed on GPUs.</td>
</tr>
<tr>
<td>Kumari, et al.</td>
<td>Presented a taxonomy of recent stereo vision algorithms and provided a parameterized comparison of these techniques.</td>
</tr>
<tr>
<td>Hamzah, et al.</td>
<td>Presented a survey on general concepts of stereo vision and various types of existing stereo vision algorithms. They have also reviewed development and implementation of stereo vision using software and hardware with accuracy measurements.</td>
</tr>
</tbody>
</table>

### 2.2 Cost Aggregation

Still, a cost function calculated from two pixels might not have enough information to differentiate the correct match. This in turn may lead to high rates of incorrect matching especially in a local approach. Therefore, more information should be considered around the interest point of the pixel to increase the uniqueness of the particular point through a cost aggregation approach. In this process, cost calculation is done over a predefined region around the interest point and the matching cost will be summed up as the final cost of the interest point. Through this, every pixel of the image becomes more distinct and the correct matching rate is improved significantly.

There are many ways of doing cost aggregation. The simplest way is to use a fixed size window with square shape. The main advantages of this method are easy implementation and low computational cost. The larger the size of predefined window, the more distinctive the calculated cost will be. Anyway, matching at homogenous or repetitive areas using a fixed size window is ambiguous [15].

Moreover, the number of matching errors will increase when the window size is over a certain threshold. This is due to the fact that correct matches of two points from both images mostly are not totally the same in terms of pixel intensity distribution, especially near the depth discontinuity, because of different angles of view. Increasing the window size will magnify the errors [16]. Also, large predefined windows tend to blur boundaries or discontinuity regions [17]. Furthermore, the performance of fixed-size windows varies when different sizes of images or different datasets are used.

In order to minimize the errors, various methods of cost aggregation have been developed, such as robustly adjusting the center pixel of windows in the shiftable window approach [18] or forming multiple smaller windows in the multiple windows approach [19] which intends to avoid occluded regions in the discontinuity area. Finding an appropriate shape and
size for the window is difficult. The rectangularly con-
strained shape of the support window makes it hard to estimate accurate disparity values for the pixels near the depth discontinuity. Veksler [20] has intro-
duced a variable window approach to allow the size of
the support window to change according to surrounding
features of the interest point. This is because larger sizes of support windows can provide satisfac-
tory results on textureless regions, while small sup-
port windows are good for dealing with discontinuity
areas [21].

A better solution for this is using an adaptive weight window [22], whereby the weight parameter is assigned according to color similarity. The influence of depth discontinuity errors can be decreased near outliers of a window as the weight is very small when it is far from the central pixel. Analysis by Yoon, et al. [22] has shown that the algorithm has lower pixel errors in general compared to shiftable windows and variable windows, especially for the pixels near depth discontinuity. However, it has high complexity because of the non-linearity characteristic in computa-
tion of the weight parameter. In addition, image noise will severely affect the performance of this ap-
proach since support weight computation is measured based on individual pixel colour.

Pham, et al. [23] have made an improvement in terms of computational cost reduction by implement-
ning domain transformation to change the 2D opera-
tion into a 1D operation. The integration of the
domain transformation technique into cost aggrega-
tion to compute cost using 1D operations not only re-
duces memory cost, but also eliminates the impact of
input parameters on computational cost. The com-
putational load of this method is at least 20 times
faster than fast cost volume filtering [24], and is 40
times faster than adaptive support weight [25] and
godesic diffusion [26]. These methods are inspired by well-known edge-aware filters such as bilateral fil-
ter and guided filter.

Einecke, et al. [27] introduced a different multi-
window scheme to take into consideration four types of window: a horizontal window, a vertical window,
a small square window and a large square window.
Every window plays a different role in defining the disparity map and combining them can generate a disparity map with satisfactory accuracy while having low computational cost using a local approach. For instance, the horizontal window is used to estimate horizontal structures accurately, such as ground sur-
facing. The vertical window is used for capturing ver-
tical structures such as sign poles. The large square
window can minimize the streaking artifacts caused by horizontal and vertical windows. The small square
window is used to lower the fattening effect on depth discontinuity regions. Under the same cost computa-
tion, this approach can produce a disparity map with lower cost compared to the standard square window
as indicated in their analysis using KITTI benchmark datasets [27].

These approaches have a common limitation that
the support window is constrained as a square or rect-
angular shape and it is hard to remove matching er-
rors at discontinuity regions thoroughly. Cross-based
windows are another variant of cost aggregation pre-

dented by Zhang, et al. [28] whereby the support
window is a cross shape and the four arms lengths
vary based on color similarity and connectivity con-
straints to yield an appropriate window shape close
to the object structures in the image. Through this, dis-
parity estimation at object boundaries can be done
more accurately. Based on Zhang, et al. [28], this
method can achieve lower error than variable windows
and shiftable windows using the Middlebury bench-
mark datasets but, unfortunately, it is unable to com-
pete with adaptive weight windows as indicated in the
analysis.

In addition, a segmentation based window [29] is
similar to a cross-based window in some ways. The
disparity value in the same segment will be considered
as a uniform disparity value, assuming they are lying at
same object structure. It has similar accuracy to a
variable window when analyzed using Middlebury the
datasets. The concerns of using this method is that
errors might arise at regions with slight differences such as slanted surfaces in the same segment.

Wang, et al. [16] focus on cost aggregation anal-
ysis. They found that an adaptive weight window is
able to produce a disparity map with a smaller er-
ror than a fixed window or shiftable window, but it
has larger computational cost. Moreover, Tombari, et al. [10] have done performance evaluation of existing
cost aggregation methods using Middlebury datasets.
They found that segment based windows and adap-
tive weight windows have the highest accuracy, but
they take more than 10 minutes to compute. Compu-
tation with a fixed window takes less than 1 second
using same platform. Besides, a variable window has
moderate cost aggregation among existing cost ag-
gregation approaches with considerable accuracy and
needs only 25 seconds of computation.

2.3 Disparity Optimization and Selection

The strategy of choosing a final disparity value at a
certain pixel is different when using the local or global
approaches. Generally, the local approach is using a Winner Takes All (WTA) strategy (see Eq. (1))
in selecting the final disparity value for each of the
pixels, whereby $\gamma$ is the disparity range and $C(p,d)$
is the cost function of pixel $p$.

$$d_p = \arg \min_{d \in \gamma} C(p,d) \quad (1)$$

This process is easy and simple. For instance, after
obtaining all cost values within the disparity range,
the one with minimum value will be chosen as the fi-
nal disparity value of the particular pixel. Nevertheless, since only a local window with limited information is considered to make the final decision, a local approach is very sensitive to image noise, occlusion and blur areas. These ‘bad’ regions will obviously affect the cost value and cause the correct match not to have the correct minimum cost value within the disparity range. Thus, a denoising filter is often used to improve image quality in order to minimize the errors.

On the other hand, the global approach is more intelligent in making decisions on the final disparity value by having the assumption that similar regions except object boundaries should have a uniform disparity distribution. Hence, a smoothness parameter is included in the disparity estimation as part of the basic matching cost. This assumption makes the global approach have fewer errors caused by discontinuity, occlusion and textureless regions. It normally generates disparity maps with higher accuracy and precision than local approaches at the expense of computational cost. More details of this will be discussed in the global approach section.

2.4 Disparity Refinement

Disparity refinement is a ‘post-processing’ stage to remove uncertainties and noise from a disparity map as well as optimizing the disparity map to have a higher accuracy level. For instance, occluded regions exist even in the image set that has the best quality without any noise. This region can be detected using algorithms such as left-right consistency check [30], bimodality [31], match goodness jumps [32], and occlusion constraint [33].

We are unable to get correct matches in this region as the occluded region only can be found in one side of the image sets. This is done through marking particular pixels of left images as irrelevant pixels when the intensity value differs from the corresponding pixel of the right image by a certain threshold value [23]. Therefore, occlusion filling is essential to approximate the disparity level in this area using adjacent areas as reference.

Regularization is another common refinement step to smoothen the disparity map by eliminating and filtering image noise in the map. The Median filter is one of the common refinement methods in stereo vision development to remove image noise [23]. It is a well-known filter that is able to eliminate salt-and-pepper noise from images. In stereo vision, there are always textureless regions and false matches will occur easily due to uniqueness of pixels within the area which are not significant.

The Median filter plays the role of identifying these false matches and adjusts the disparity value according to the majority of neighboring pixels with a low computation cost [34]. Besides, sometimes desirable accuracy disparity estimation cannot be determined for certain pixels. Interpolation can be used to measure the disparity value based on local information in the adjacent neighborhood in order to obtain a disparity value with higher accuracy.

3. 3TEREOVISION ALGORITHM

Various stereo vision algorithms have been developed. The vast majority of them have three stages. They can be divided into two categories: 1) local approach, and 2) global approach. Generally, the local approach is efficient in terms of computational cost while the global approach has higher accuracy. The following section will discuss several common algorithms using the local and global approaches.

3.1 Local Approach

In this approach, for each pixel a disparity estimation is calculated by comparing the cost function within a predefined local window or area. This reduces the computational complexity drastically, compared to considering the whole image, when calculating the disparity for every pixel. Thus, it is also known as a window-based or area-based approach.

Basically, the computational cost is low and it is easier to implement in real time applications than the global approach. However, the errors of disparity maps generated using a local approach are significant, especially in occlusion areas, textureless regions, and at any discontinuity boundary, since it only considers limited information for measuring disparity depth. Normally, local approaches can be categorized as methods with parametric or non-parametric based costs.

3.1.1 Parametric Based Costs

Absolute Intensity Differences (AD) (see Eq. (2)) and Squared Intensity Differences (SD) (see Eq. (3)) [35] are the simplest cost matching functions. They compare the intensity difference of left and right images directly without any complicated calculations.

\[ C_{AD}(x, y, d) = \frac{1}{n} \sum_{i=1}^{n} |I_l(x, y)_i - I_r(x - d, y)_i| \quad (2) \]

\[ C_{SD}(x, y, d) = \frac{1}{n} \sum_{i=1}^{n} (I_l(x, y)_i - I_r(x - d, y)_i)^2 \quad (3) \]

Assuming the left image \( I_l \) to be the reference image, the right image \( I_r \) is the target image and \( d \) is disparity value, pixels with coordinates \((x, y)\) from the reference are subtracted from pixels with coordinates \((x - d, y)\) from the target to obtain matching cost for disparity estimation.

The AD algorithm has been used in real time stereo vision due to its simplicity [36]. Still, the performance of the AD algorithm is notable only when
image resolution is small enough or in regions with simple textures. This is also true for the SD algorithm. The SD algorithm will produce larger errors since the intensity difference is magnified, especially in regions with light and noise.

The Sum of Absolute differences (SAD) (see Eq. (4)) and the Sum of Squared Differences (SSD) (see Eq. (5)) [37] can be considered as enhanced versions of the AD algorithm and the SD algorithm respectively by involving surrounding pixels around each interest pixel in cost calculation.

\[
C_{SAD}(x, y, d) = \frac{1}{n} \sum_{(a, b) \in N(x, y)} C_{AD}(a, b, d) \tag{4}
\]

\[
C_{SSD}(x, y, d) = \frac{1}{n} \sum_{(a, b) \in N(x, y)} C_{SD}(a, b, d) \tag{5}
\]

Generally, they total up the intensity differences over a predefined support window \(N(x, y)\) and compare the cost value with another image. The SAD algorithm is one of the common methods in stereo vision in this decade as it is easy implement for real time applications. However, both the SAD and SSD algorithms have poor performance in the presence of radiometric distortion.

In 2010, Georgoulas, et al. [2] implemented SAD in their proposed algorithm for real time stereo vision applications because of the low computational cost and simplicity characteristics. In 2013, it was improved to develop a modified version with better performance [38]. Posugade, et al. [39] have tested the performance of the SAD method using a FPGA for real time application. In 2018, it was still being studied by researchers to utilize RGB differences to increase the accuracy of the disparity map [40].

Unlike the SAD algorithm, the SSD algorithm was more popular in previous decades [41, 42]. There is little research on SSD algorithm development in stereo vision recently. However, performance comparison of the SAD and SSD algorithms has been done [37] and the results have shown that the SAD algorithm with a large support window will produce better quality disparity maps than the SSD algorithm.

Similar to the SAD and SSD algorithms, Normalized Cross Correlation (NCC) (see Eq. (6) & (7)) uses predefined windows around interest points when determining matching cost. It is favorable because of robustness in the face of contrast changes and intensity offsets. The NCC algorithm compensates differences of gain and bias and is better at dealing with Gaussian noise statistically. Still, the calculation in Eq. (7) tends to increase blurring in regions of discontinuity more than other existing algorithms [43]. Also, the computational cost of the NCC algorithm is higher than other window-based algorithms, especially in matching large scale images. That makes it unsuitable to be a practical solution [44].

\[
C_{NCC}(x, y, d) = 1 - NCC(x, y, d) \tag{6}
\]

\[
NCC(x, y, d) = \frac{\sum_{a, b \in N(x, y)} I_l(a, b)I_r(a - d, b)}{\sqrt{\sum_{a, b \in N(x, y)} I_l^2(a, b)\sum_{a, b \in N(x, y)} I_r^2(a - d, b)}} \tag{7}
\]

However, the SAD, SSD and NCC algorithms depend on similarity of pixel values in pairs of left and corresponding right images to produce high quality disparity maps. Hence, they are sensitive to radiometric distortions, whereby overall pixel values of the left and right images differ by a certain offset or gain factor [45]. In order to solve this issue, zero mean based algorithms were developed, including Zero-mean Sum of Absolute Differences (ZSAD) (see Eq. (8) & (9)), Zero-mean Sum of Squared Differences (ZSSD) (see Eq. (10) & (11)), and Zero-mean Normalized Cross Correlation (ZNCC) (see Eq. (12) & (13)). The main drawback of zero-mean based algorithms is high computational cost due to additional calculations (see Eq. (14)), in which the pixel values are subtracted with the mean value of the support window \(N(x, y)\) [46].

\[
C_{ZSAD}(x, y, d) = \sum_{(a, b) \in N(x, y)} ZSAD(a, b, d) \tag{8}
\]

\[
ZSAD(a, b, d) = \frac{1}{n} \sum_{i=1}^{n} |ZV(I_l, a, b) - ZV(I_r, a, b)| \tag{9}
\]

\[
C_{ZSSD}(x, y, d) = \sum_{(a, b) \in N(x, y)} ZSSD(a, b, d) \tag{10}
\]

\[
ZSSD(a, b, d) = \frac{1}{n} \sum_{i=1}^{n} (ZV(I_l, a, b) - ZV(I_r, a, b))^2 \tag{11}
\]

\[
C_{ZNCC}(x, y, d) = 1 - ZNCC(x, y, d) \tag{12}
\]

\[
ZNCC(x, y, d) = \frac{\sum_{(a, b) \in N(x, y)} ZV(I_l, a, b)ZV(I_r, a - d, b)}{\sqrt{\sum_{(a, b) \in N(x, y)} (ZV(I_l, a, b))^2 \sum_{(a, b) \in N(x, y)} (ZV(I_r, a - d, b))^2}} \tag{13}
\]
\[ ZV(I, x, y) = I(x, y) - \bar{I}_{N(x, y)}(x, y) \]  

### 3.1.2 Non-Parametric Based Costs

The fundamental idea of non-parametric based costs is similar to zero-mean based algorithms, both of which are designed to deal with changes in image gain and bias. The typical algorithms are Rank transform (RT) (see Eq. (15)-(17)) and Census Transform (CT) (see Eq. (18) & (19)) developed by Zabih, et al. [47]. The main difference of non-parametric based methods compared with parametric based methods is that the matching cost is not related to the intensity value at all, but is an integer in the range \((0, \ldots, x \ast y - 1)\).

\[
C_{RT}(x, y, d) = \sum_{(a, b) \in N(x, y)} |Rank_t(a, b) - Rank_t(a - b, d)| \tag{15}
\]

\[
\text{Rank}(a, b) = \sum_{(a, b) \in N(x, y)} L(a, b) \tag{16}
\]

\[
L(a, b) = \begin{cases} 
1 : & I(a, b) < I(x_c, y_c) \\
0 : & \text{otherwise}
\end{cases} \tag{17}
\]

\[
C_{CT}(x, y, d) = \sum_{(a, b) \in N(x, y)} \text{Hamming}(CT_t(a, b) \tag{18}
\]

\[
CT(a, b) = \text{Bitstring}_{(a, b) \in N(x, y)}(I(a, b) < I(x_c, y_c) \tag{19}
\]

In terms of the RT algorithm, the cost function is defined as number of pixels in a predefined support window where the intensity value is less than the center pixel \((x_c, y_c)\) [48]. The performance evaluation [47] has shown that the RT algorithm is better than parametric based algorithms such as SAD and SSD. It has been used in real time stereo vision with implementation in a FPGA to generate disparity maps with an image size of \(640 \times 480\) pixels under 30 frames per second [48]. Also, with the help of a GPU, RT can achieve up to 36 frames per second with the same image size [49].

The CT algorithm, on the other hand, is identical to the RT algorithm except for only two differences. First, the structure of calculation in the CT algorithm is in the form of a bit string. Next, the integers of neighborhood pixels after comparing with the center pixel are stored, and the similarity with the next image is identified using Hamming distance [50]. That is unlike the RT algorithm where the integers of neighborhood pixels are summed before computing matching cost between two images. This makes the CT algorithm more accurate in matching cost compared to the RT algorithm [47], as well as other algorithms [51, 52]. However, the computational cost of the CT algorithm cannot be ignored when implemented in general CPUs. It is more suitable for use on FPGAs or ASICs which have faster performance [53, 54].

Moreover, accessed size and memory of FPGAs can be further decreased to allow performance of the CT algorithm to achieve up to 130 frames per second with an image size of \(640 \times 480\) pixels [55]. Nevertheless, there is a study where the CT algorithm performance was able to reach up to 42 frames per second using CPUs [56]. In Hernandez-Juarez, et al. [57], an extension of the CT algorithm is selected and implemented in an embedded GPU system with up to 42 frames per second. Besides, the modified CT algorithm is developed to minimize noise. Experimental results have shown the robustness of the proposed algorithm against noise using Middlebury datasets [58].

### 3.2 Global Approach

Unlike the local approach, the global approach treats disparity estimation as a labeling problem with an energy minimization framework [59]. It considers the influence of all pixels to eliminate the impact of local areas which can cause errors because of homogenous regions or occlusion. Thus, the computational cost using global methods is usually larger than that of local methods, but they yield higher quality disparity maps. The common methods of the global approach are Dynamic Programming, Graph Cuts, and Belief Propagation.

Generally, this energy function consists of two terms, a data term and a smoothness term (see Eq. (20)). The data term estimates the consistency between pixels of both images. The smoothness term determines the similarity of pixels in the neighborhood. This function can be solved using either horizontal optimization (1D) or both sides optimization (2D). The typical 1D optimization is using classic DP optimization [18]. It is simple and it requires less time to complete the optimization. Still, the main drawback is that it will lead to a well-known streaking effect due to insufficient coherence with vertical pixels [60].

\[
E(f) = E_{data}(f) + E_{smooth}(f) \tag{20}
\]

A 2D optimization, on the other hand, can produce smoother and better quality disparity maps since it considers both horizontal and vertical direction scanlines. In this decade, most of the global approach studies are using 2D optimization to ensure the disparity estimation is as close as possible to the ground truth image. The main challenge of this implementation is minimizing computational cost to make it suitable for real time applications.
3.2.1 Dynamic Programming (DP)

DP is a mathematical approach that divides an optimization problem into smaller subproblems to decrease complexity [61]. In this method, each corresponding horizontal scanline from both the left and right images will be computed to form a cost matrix, which is also known as the disparity space image (DSI). The local cost of each pixel in a DSI can be obtained using one of the local approaches. Then, minimum cost accumulation is done using the DSI. This can be achieved by comparing left bottom pixels in the local region and searching for the lowest value of accumulated cost. An optimal path is then estimated with a backward direction from the upper right corner, which is demonstrated in Fig. 2.

A lot of research has been done to improve DP performance, since the inability of computing vertical consistency severely affects the quality of disparity estimation while the computational complexity is also significant. Fan, et al. [63] have simplified DP stereo vision by limiting disparity range and down sampling to reduce computational complexity. Kim, et al. [64] presented a Two-Pass DP which examines horizontal and vertical scanlines for estimating disparity depth.

![Fig.2: Back tracking to search for optimal solution [62].](image)

Moreover, considering both horizontal and vertical consistency using sub-optimal cost has been proposed by Sawires, et al. [65] in order to smoothen and improve the accuracy of disparity maps. Witt, et al. [66] combined edge based matching with DP optimization. In this proposed algorithm, DP is used for optimization along edges instead of scanlines and the results have shown that most of the horizontal edges can be recovered but not the slanted plane textures.

Besides, Baek, et al. [59] have proposed a DP based stereo vision with the ability to detect occlusion and error regions. This is done by modelling an energy function with constraints of uniqueness, ordering, and color similarity. After obtaining occlusion or error regions, these areas are refined, and the disparity is estimated using DP and an edge preserving filter. Apart from this, Suhr, et al. [67] proposed a robust stereo vision with a combination of DP and Hough Transform to measure the vertical road profile. The results indicate that the proposed algorithm can estimate the road profile, even if the road is distant from the camera.

3.2.2 Graph Cuts (GC)

A weighted directed graph (See Eq. (21)) consists of two main parameters, a set of vertices V and weighted directed edges E (See Eq. (24)). There are two particular vertices, known as the source s and the sink t (See Eq. (22) & (23)), where the graph axes is according to the image xy axes and disparity range d. In this method, the nodes relate to edges constraints, following by calculating cost using a local method. A cut is a partition of vertices(V∗, V′), in which the cost is the sum of the weights of the edges from the source to the sink (See Eq. (25)). The cut with minimum cost will be considered as the optimal solution for disparity depth estimation.

\[
G = (V, E) \tag{21}
\]

\[
V = V^* \cup (s, t) \tag{22}
\]

\[
V^* = \{(x, y, d), x \in (0, x_{\text{max}}), y \in (0, y_{\text{max}}), d \in (0, d_{\text{max}})\} \tag{23}
\]

\[
E = \begin{cases} 
(u, v) \in V^* x V^* : \|u - v\| = 1 \\
(s, (x, y, 0)) : x \in [0, x_{\text{max}}] \\
((x, y, d_{\text{max}}), t) : y \in [0, y_{\text{max}}] 
\end{cases} \tag{24}
\]

\[
C_{GC}(V^*, V') = \sum_{(u, v) \in E} C_{GC}(u, v) \tag{25}
\]

Similar to DP, much research has been carried out to enhance GC performance since minimizing the energy function is expensive in terms of computational cost while the disparity depth calculation is far from mature. For GC, Boykov, et al. [68] presented two techniques, namely expansion moves and swap moves, to search for the local minimum with higher efficiency. Instead of changing the labels of pixels one by one traditionally, these new approaches allow huge numbers of pixel label changes simultaneously. They have tested with simulated annealing and the results demonstrated that the new techniques are able to converge faster with lower values of energy.

Hong, et al. [69] used a segment domain in the energy minimizing problem which is different from the conventional pixel domain. It helps to increase the
accuracy disparity estimation and minimize the errors due to occlusion, textureless regions, and discontinuity. Furthermore, Altantawy, et al. [70] boosted the estimation by introducing the Non-Local-Mean method in the segment domain to reduce image noise while preserving the edge property.

Moreover, the Patchmatch algorithm was integrated with GC by Feng, et al. [71] to reduce computational complexity. Using the Patchmatch method, the label of pixels is randomly selected and propagated to adjacent pixels. Also, a convolutional neural network is applied to GC for similarity measures on image patches in order to refine the precision of the result. Compared to existing BP based algorithms and other GC based approaches, the proposed GC based method outperforms them on the Middlebury datasets.

### 3.2.3 Belief Propagation (BP)

In this method, the pixels of an image are connected to each other in order to exchange information through message transferring so that the probability distribution of the disparity of the pixels can be determined [72]. The message here is in the form of a probability value and the value is updated every iteration and replaces the previous value. The word ‘Belief’ in the name of this approach means that the probability value has been replaced. Message transferring from pixel \( p \) to pixel \( q \) in iteration \( n \) with minimum energy can be formulated as in Eq. (26).

\[
m^n_{p\rightarrow q}(d_q) = \min_{d_p\in\gamma} (V(d_p, d_q) + D_p(d_p)) + \sum_{r\in N(p)/q} m^{n-1}_{r\rightarrow p}(d_p))
\]  

(26)

\( \gamma \) is the disparity range, \( V(d_p, d_q) \) is a parameter that measures similarity or smoothness of two neighbor pixels, \( D_p(d_p) \) is the matching cost associated with the central pixel and \( m_{i\rightarrow j} = p/(n-1)(d_p) \) is the latest updated message from adjacent pixels [73]. Fig. 3 demonstrates the concept of message passing in BP, in which pixel \( x_1 \) obtains a message from adjacent pixels and passes the message to pixel \( x_2 \). This process continues to spread to the whole image with iterations until the energy is decreased and converged to an acceptable level to obtain the optimal solution of the disparity map.

In terms of enhancement or modification, Sarkis, et al. [74] proposed measuring sparse depth map by matching a sparse image and a dense image for preserving the quality of depth estimation. Recovering the dense disparity map can be done using the sparse depth map using an approximation method. Liang, et al. [75] improved performance of BP by introducing a stability factor in the energy function, and include other occlusion handling such as a left-right consistency check, as well as a median filter to eliminate noise and refine the disparity map.

Semi-limited BP is presented by Luo, et al. [76] whereby passing messages is only allowed within regions of the same object to minimize errors caused by passing irrelevant messages to other regions of an image. Recently, there is study on developing BP to have 1D optimization similar to a classic DP approach [77]. By implementing it on a multicore embedded system, it can run with 1080p resolution images at 24.5 frames per second with only 10-Watt power consumption. Still, the streaking effect remains even though a median filter is used to reduce the noise.

### 3.3 Overall Performance Comparison of Stereo Vision Algorithms

Table 2 illustrates a summary of recent stereo vision approaches. Miron, et al. [78] have done performance evaluation of local approaches for algorithms both with and without cost aggregation using datasets from Middlebury and KITTI. Results have shown the ZNCC algorithm without cost aggregation outperforms the others with around 40% errors. The rest have more than 50% errors. This indicates the zero mean feature can estimate more desirable disparity values without the use of cost aggregation. When fixed window cost aggregation is included, the result is further improved until there are only 29% errors on average. The proposed algorithm presented by Miron, et al. [78] combining CT with mean sum of relative differences of intensities inside a support window has a better disparity map with only 22% errors.

In terms of the global approach, Tappen, et al. [79] have compared the performance of GC and BP algorithms under the same conditions and parameters. Overall, both the GC and BP algorithms have nearly the same error percentage regardless of non-occluded error, textureless error, or discontinuity error. The GC algorithm generates a smoother disparity map than the BP algorithm. But this advantage does not help the GC algorithm in obtaining lower error when compared to ground truth data because the latter has higher energy than both algorithms.
### Table 2: Summary of major stereo vision methods.

<table>
<thead>
<tr>
<th>Stereo approach</th>
<th>Modification</th>
<th>Category</th>
<th>Device</th>
<th>Advantages</th>
<th>Limitations &amp; Concerns</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAD [34]</td>
<td>Uses uniqueness of minimum and median filter</td>
<td>Local</td>
<td>CPU</td>
<td>Good accuracy with low computational cost</td>
<td>Not applicable for high texture images</td>
</tr>
<tr>
<td>SAD [2]</td>
<td>Uses pyramid reduction,ZNCC similarity measures and vergence angle control</td>
<td>Local</td>
<td>FPGA</td>
<td>Extremely low and consistent computational cost and low power consumption</td>
<td>Poor performance in homogenous regions</td>
</tr>
<tr>
<td>SAD [21]</td>
<td>Uses various sizes of correlation window</td>
<td>Local</td>
<td>CPU</td>
<td>Gives good results in non-texture regions as well as depth discontinuity</td>
<td>Performance evaluation under radiometric distortion is not justified</td>
</tr>
<tr>
<td>SAD [38]</td>
<td>Only considers object edge pixels in depth estimation calculation</td>
<td>Local</td>
<td>CPU</td>
<td>Faster than conventional SAD algorithm</td>
<td>Performance evaluation under radiometric distortion is not justified</td>
</tr>
<tr>
<td>SAD/SSD [37]</td>
<td>Uses nuclear norm minimization</td>
<td>Local</td>
<td>CPU</td>
<td>Able to reduce occlusion error and performs better in homogenous regions</td>
<td>Performance in terms of computational cost is unclear</td>
</tr>
<tr>
<td>SAD [40]</td>
<td>Uses bilateral filter</td>
<td>Local</td>
<td>CPU</td>
<td>Good accuracy and is able to reduce noise</td>
<td>Performance in terms of computational cost is unclear</td>
</tr>
<tr>
<td>NCC [83]</td>
<td>Modified to be more like template approximation</td>
<td>Local</td>
<td>CPU</td>
<td>Faster than conventional NCC</td>
<td>Quality of disparity map is not verified</td>
</tr>
<tr>
<td>NCC [84]</td>
<td>Uses shape adaptive window and orthogonal integral image technique</td>
<td>Local</td>
<td>CPU</td>
<td>Produces accurate disparity map quickly</td>
<td>Not suitable for real time application yet</td>
</tr>
<tr>
<td>NCC [44]</td>
<td>Uses dirty filtering</td>
<td>Local</td>
<td>CPU</td>
<td>High precision</td>
<td>High computational cost</td>
</tr>
<tr>
<td>ZNCC [86]</td>
<td>Integrated within neural network</td>
<td>Local</td>
<td>CPU</td>
<td>Good in dealing with textureless areas</td>
<td>Ineffective in dealing occlusion and discontinuity</td>
</tr>
<tr>
<td>CT [54]</td>
<td>None</td>
<td>Local</td>
<td>ASIC</td>
<td>Low computational cost</td>
<td>Disparity map quality is not justified</td>
</tr>
<tr>
<td>CT [63]</td>
<td>None</td>
<td>Local</td>
<td>FPGA</td>
<td>Low computational cost</td>
<td>Post-processing is not included, so disparity quality can be further improved</td>
</tr>
<tr>
<td>CT [55]</td>
<td>Optimizes size and memory access</td>
<td>Local</td>
<td>FPGA</td>
<td>High speed with reduced memory size</td>
<td>Poor performance when image has noise</td>
</tr>
<tr>
<td>CT [86]</td>
<td>Combines with SAD and uses permeability filtering</td>
<td>Local</td>
<td>CPU</td>
<td>Fast operation with promising accuracy</td>
<td>Computational cost is not low enough for real time application</td>
</tr>
<tr>
<td>CT [50]</td>
<td>Uses coherency sensitive hashing</td>
<td>Local</td>
<td>CPU</td>
<td>High accuracy with fewer bad pixels</td>
<td>High computational cost</td>
</tr>
<tr>
<td>CT [58]</td>
<td>Uses random walk and wavelet edge joint bilateral</td>
<td>Local</td>
<td>CPU</td>
<td>Minimizes noise significantly, even in the toughest situation with additive Gaussian noise</td>
<td>Parameter selection is crucial to ensure optimum performance</td>
</tr>
<tr>
<td>DP [64]</td>
<td>Uses generalized ground control points scheme</td>
<td>Global</td>
<td>CPU</td>
<td>Scans the inconsistency problem is removed</td>
<td>Not applicable for real time application</td>
</tr>
<tr>
<td>DP [87]</td>
<td>Uses adaptive aggregation</td>
<td>Global</td>
<td>CPU</td>
<td>Faster and better than conventional DP based approach</td>
<td>Implementation on CPU has high computational cost</td>
</tr>
<tr>
<td>DP [88]</td>
<td>Uses reliability search for matches</td>
<td>Global</td>
<td>CPU</td>
<td>Processing speed is faster than conventional DP based approaches</td>
<td>The improvement is mainly on computational cost</td>
</tr>
<tr>
<td>DP [60]</td>
<td>Uses cross-based adaptive window aggregation</td>
<td>Global</td>
<td>CPU</td>
<td>More accurate and faster than most DP based approaches</td>
<td>The accuracy of the disparity map decreases as the range increases</td>
</tr>
<tr>
<td>DP [62]</td>
<td>Implements memory-based architectures</td>
<td>Global</td>
<td>FPGA</td>
<td>Requires less area cost than array-based architectures</td>
<td>Evaluation in terms of disparity quality is not justified</td>
</tr>
<tr>
<td>DP [67]</td>
<td>Combines with Hough transform</td>
<td>Global</td>
<td>CPU</td>
<td>Generates reliable vertical road profile distant from camera</td>
<td>Unable to work properly for severe roll angle and complete occlusion</td>
</tr>
</tbody>
</table>
Table 2: Summary of major stereo vision methods (continued).

<table>
<thead>
<tr>
<th>Stereo approach</th>
<th>Modification</th>
<th>Category</th>
<th>Device</th>
<th>Advantages</th>
<th>Limitations &amp; Concerns</th>
</tr>
</thead>
<tbody>
<tr>
<td>GC [69]</td>
<td>Uses segment domain in minimizing energy</td>
<td>Global</td>
<td>CPU</td>
<td>Good in dealing with textureless areas, occluded regions and disparity discontinuities</td>
<td>Unable to handle high texture image where object boundaries are inside initial color segments</td>
</tr>
<tr>
<td>GC [89]</td>
<td>Uses SVD in plane fitting with 3 steps outliers filter and improved hierarchical clustering algorithm</td>
<td>Global</td>
<td>CPU</td>
<td>High accuracy</td>
<td>Significant computational cost</td>
</tr>
<tr>
<td>GC [70]</td>
<td>Uses Non-Local Mean technique for cost volume filtering and SVD in plane fitting</td>
<td>Global</td>
<td>CPU</td>
<td>Produces disparity map with satisfactory accuracy and deals with textureless regions well</td>
<td>Performance is affected when there are many or complicated objects in the image</td>
</tr>
<tr>
<td>GC [90]</td>
<td>Uses locally shared labels scheme</td>
<td>Global</td>
<td>CPU</td>
<td>High accuracy with great performance in tackling homogenous regions, disparity discontinuity and occluded areas</td>
<td>Computational cost is not stated. High cost is suspected</td>
</tr>
<tr>
<td>GC [91]</td>
<td>Uses previous sequence image as reference with noise filter and cross-checking to fill occlusion</td>
<td>Global</td>
<td>CPU</td>
<td>Outperforms conventional method in terms of accuracy</td>
<td>Computational cost analysis is not evaluated</td>
</tr>
<tr>
<td>GC [71]</td>
<td>Integrates patchmatch approach and neural network for similarity measure</td>
<td>Global</td>
<td>CPU</td>
<td>Higher accuracy than other patchmatch based or graph cuts-based methods</td>
<td>Computational cost is not analyzed</td>
</tr>
<tr>
<td>BP [74]</td>
<td>Uses sparse disparity map to recover dense disparity map</td>
<td>Global</td>
<td>CPU</td>
<td>Faster than conventional BP method and lower MSE than NCC method</td>
<td>Computational cost still much higher than local approaches (e.g., NCC)</td>
</tr>
<tr>
<td>BP [72]</td>
<td>Uses differential geometric constraint of disparity based on image segmentation</td>
<td>Global</td>
<td>CPU</td>
<td>Works well for slanted planes and curved surfaces</td>
<td>Adapting BP is clearly better than this approach in terms of accuracy and processing time is not studied</td>
</tr>
<tr>
<td>BP [92]</td>
<td>Uses RGB vector measure into smooth function</td>
<td>Global</td>
<td>CPU</td>
<td>High accuracy and good in dealing with disparity discontinuity</td>
<td>Performance in dealing with homogenous regions is not satisfactory</td>
</tr>
<tr>
<td>BP [76]</td>
<td>Uses local method to estimate disparity range and regulates data term of energy function</td>
<td>Global</td>
<td>CPU</td>
<td>Accuracy is better than the original BP method</td>
<td>Computational cost is not analyzed in this study</td>
</tr>
</tbody>
</table>

Phenomenon is caused by pixels with correct disparity within an occluded region in ground truth data which tend to have various intensity values. These increase the matching cost as well as the overall energy value.

Despite that, GC algorithm has lower computational cost than the BP algorithm, but the BP algorithm can be enhanced to be faster than the GC algorithm. Anyway, there are faster versions of the GC algorithm [80], thus the GC algorithm has more advantage in terms of computation. On the other hand, the conventional DP algorithm has lower computational load since it does not involve vertical scanlines with expense of higher error than the BP and GC algorithms [81]. Thus, most of the DP algorithm improvements include consideration of vertical consistency to ensure desirable accuracy can be reached.

4. VARIOUS CHALLENGES AND SOLUTIONS OF STEREO VISION ALGORITHM

This section discusses the major challenges of stereo vision algorithms and available solutions to tackle these challenges. A desirable solution with perfect output has not yet been found.

4.1 Radiometric Distortion

Radiometric distortion is a common defect of images captured by binocular cameras due to image noise, vignette effects, and slight setting changes [46]. We are often unable to avoid the presence of radiometric distortion, so stereo vision algorithms should take into consideration minimizing the influence of these defects. For this, Miron, et al. [78] have done a performance analysis of local approaches in the presence of radiometric distortion.

The results have indicated that parametric-based cost functions such as those in the SD algorithm and used by Klaus, et al. [82] (combining SAD with gradient based measure) algorithms have the highest number of errors, followed by the CT algorithm and the ZNCC algorithm with an almost similar error percentage. The proposed CT based algorithm has the lowest error percentage. Furthermore, Hirschmüller, et al. [46] analysed performance of parametric
and non-parametric based cost functions with various gain changes, gamma changes, vignette effects, and signal-to-noise ratios (SNR).

In this evaluation, the CT algorithm has lower error and is more consistent than the ZNCC algorithm. Thus, the CT based algorithm is more suitable to deal with radiometric distortion among local approaches. A zero mean-based algorithm like the ZNCC algorithm is costly in terms of processing speed. In addition, a bilateral filter is used by Hamzah, et al. [40] with the SAD algorithm and the performance evaluation indicates that the bilateral filter is efficient in reducing the errors caused by radiometric distortion.

Nevertheless, it might not perform well when an image exists with many errors, but this situation can be enhanced by considering the original image information using a joint bilateral filter [93]. This will lead to better preserving effects. Still, this filter is prone to false matches at corners or edges on the disparity map. In order to maximize performance of the bilateral filter, Song, et al. [94] have proposed a combination of wavelet-based edge detection and joint bilateral filter (also known as wavelet edge joint bilateral filter) whereby information from the edge of the image is included for filtering image noise.

### 4.2 Occlusion, Depth Discontinuity and Homogenous Regions

Occlusion occurs in every stereo image pair because there must be some regions that only appear in one side of the stereo image. Depth discontinuity and homogenous regions are two other features of stereo images which we should be highly concerned about because false matching often occurs in this region. Hence, dealing with occlusion, depth discontinuity and homogenous areas is crucial to maximize the quality of the disparity map. Pandey, et al. [37] presented a low-rank sparse matrix completion algorithm to remove occluded areas as well as other falsely matched pixels by replacing the optimum disparity value in these areas using Nuclear norm minimization [95].

The advantage of this method is that it can be used in any approach. It works for both local and global types. Still, the performance of this implementation is not remarkable but can yield a 10% improvement in terms of accuracy. Zhang, et al. [84] used a cross-based window to improve the NCC algorithm by reducing the errors occurring at depth discontinuity areas, in which the shape of local window varies based on the discontinuity region with addition of computational load. Furthermore, Yang, et al. [60] apply a cross-based window in their DP algorithm and the results have shown that not only accuracy is improved, but the streaking effect is minimized.

Back, et al. [59] focus on determining occlusion before eliminating it from a disparity map. They identified occluded regions through modelling an energy function using an ordering constraint, a uniqueness constraint, and a colour similarity constraint. The ordering constraint estimates candidates of occlusion, the uniqueness constraint justifies mutual consistency of both disparity map, while the colour similarity constraint further evaluates mutual consistency between the two stereo images using Euclidean distance. Then, these areas are removed using the DP algorithm with guided image filtering. Experiments have shown that the proposed algorithm is able to eliminate more errors of occlusion than conventional methods. Weight optimization of the three constraints is the main challenge to ensure the proposed algorithm can perform consistently.

In addition, colour segmentation is a good option for reducing computation complexity and errors due to occlusion, discontinuity, and textureless regions. Hong, et al. [69] used a mean-shift colour segmentation approach on a GC algorithm and changed from the pixel domain to the segment domain. There are several advantages when using a segment domain. First, the number of segments is far smaller than the number of pixels, hence computational cost will be decreased significantly.

Furthermore, uniform and smooth disparity distribution within a homogenous region can be guaranteed. With the use of smoothness terms in the energy function, the smoothness of disparity between segments can be preserved easily. However, the proposed algorithm still takes seconds to complete disparity estimation without considering colour segmentation computation. Further research needs to be carried out to reduce the cost in order to meet real time requirements. Recently, there are other improvements on the segment domain-based GC algorithm.

Wang, et al. [89] increased the accuracy of the algorithm by adding Singular Value Decomposition and setting three rules for disparity plane fitting: cross-checking, judging reliable region, and measuring the distance between previous disparity to the computed disparity plane. Also, Altantawy, et al. [70] introduced the Non-Local-Mean method into the segment based GC algorithm to eliminate image noise in a faster way with an edge preserving property.

### 4.3 Computational Cost

A lot of studies are done on reducing computational complexity of stereo vision algorithms. For software based improvement, Hoa, et al. [38] reduced the number of pixels being searched of the SAD algorithm to only 17% of the total pixels, which lowers computational cost approximately 89% compared to the conventional SAD algorithm. In this study, only edge or corner pixels are selected for matching cost and disparity estimation while the rest are excluded from estimation.

Still, this modification generates a sparse disparity map instead of a dense disparity map, since limited
pixels are chosen for disparity calculation without any filling process. Fuček, et al. [96] transformed the disparity map from previous frames for use with the current frame for live stream applications. This way is not only lowering computational cost, since less work is needed to update the disparity map, but also is increasing accuracy as the current disparity map is using the previous disparity map as reference.

Tippetts, et al. [97] have presented the Intensity Profile-Shape algorithm and the matching is based on image profile patterns using gradient measure with the purpose of increasing processing speed. Local maxima are identified as vertices for both images, and they are computed through comparing the gradient difference. The comparison will continue to spread away from vertices until the gradient difference is greater than a certain threshold and the region between the two vertices with uniform gradient will be labelled as the same shape.

Disparity estimation can be done at high speed once matching of vertices between left and right images is completed by filling the same disparity value inside the same region. It has some similarities with the classic DP algorithm, as it completes matching horizontally between image pairs. Although it performs a vertical smoothing pass at the end, the streaking effect is still significant, similar to the classic DP algorithm. Sarkis, et al. [74] decreased the computation complexity of the BP algorithm through the matching of sparse left stereo images with dense right stereo images. Although this matching will lead to a sparse disparity map, a dense disparity map can be recovered using a simple interpolation method. This modification saves 25% of the computational cost compared to the conventional BP algorithm.

Besides, for hardware based improvement, Georgoulas, et al. [2] increased stereo vision algorithm speed through vergence control of binocular cameras, in which shortening the input of disparity range means less work is needed to estimate the disparity value. This proposed algorithm can perform up to 320 frames per second on FPGA devices with an image size of 640x480, and is applicable for object tracking purposes. However, the quality of the generated disparity maps is a limitation of this algorithm. For applications with high requirements for accuracy and smoothness, it is not recommended to use this proposed algorithm.

Also, implementation in hardware, such as in a GPU, FPGA, or ASIC, can accelerate certain stereo vision algorithms drastically because of the hardware parallel nature or optimality in terms of logic gates. Kuhn, et al. [98] have designed a hardware-efficient architecture which allows processing the SSD algorithm and the CT algorithm simultaneously with low computational load. Their work can achieve 50 frames per second, though the disparity range is only 25 and is using a small image size of 256x192 as input.

Banz, et al. [48] have implemented their proposed algorithm on a FPGA and they able to run 30 frames per second with a disparity range of 128 and 640x480 image input size settings. Hernandez-Juarez, et al. [57] presented a work applying the CT based semi-global matching algorithm on an embedded GPU system and the processing speed reached 42 frames per second with input settings similar to the work of Banz, et al. [48].

5. CONCLUSION

Development of stereo vision algorithms remains a challenge for researchers. More and more new approaches are developed to achieve a satisfactory disparity map or higher processing speed. It is a time-consuming task to become familiar with the state-of-the-art algorithms. This review paper provides a summary of recent stereo vision algorithms. Also, major challenges of stereo vision are discussed together with available solutions to tackle the issues. It will be useful as a reference when designing and developing new stereo vision algorithms with better performance in terms of disparity map quality and computation. Generally, research on local approaches mainly focuses on increasing quality of the disparity map through improving algorithms in terms of cost computation, cost aggregation, or refinement processes. For a global approach, on the other hand, the research focuses in two directions: increasing accuracy with more calculations and complexity, or decreasing computational load by simplifying algorithms without affecting disparity map quality or, if possible, improving it further. Appropriate implementation in hardware can greatly accelerate algorithm runtimes. Although the global approach has received more attention than the local approach recently due to higher accuracy, and a belief that the computational load issue will be minimized eventually with the help of technological advancement, current existing local approaches have yet to reach their potential limits. With appropriate occlusion, homogenous areas, and discontinuity handling, we believe that a local approach is able to estimate a comparable disparity map with limited information within constrained search space areas.
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