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\textbf{ABSTRACT}

Educational data mining is the method for extracting and discovering new knowledge from education data. As education data is often complex and imbalanced, it requires a data preprocessing step or learning algorithms in order to obtain accurate analysis and interpretation. Many studies emphasize on classification and clustering methods in order to get insight and comprehensive knowledge from education data. However, a small number of previous works exclusively focused on the preprocessing of education data, particularly on the topic of the imbalanced dataset. Therefore, this research objective is to enhance the accuracy of data classification in educational web usage data. Our study involves the application of synthetic minority over-sampling techniques (SMOTE) to preprocess the raw dataset from web usage data. The minority class is a group of the students who failed the examination and the majority class is the students who passed the examination. In our experiments, four synthetic minority over-sampling methods are applied, SMOTE, and its variants: Borderline-SMOTE1, Borderline-SMOTE2, and SVM-SMOTE, in order to balance the number of samples in the minority class. The experiments are evaluated by comparing the results from well-known classification methods that are Naive Bayesian, decision tree, and k-nearest neighbors. The study experiments with real-world datasets from education data. The results present that synthetic minority over-sampling methods are capable of improving the detection of the minority class and achieve improving classification performance on precision, recall, and F1-value.
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\section{1. INTRODUCTION}

Several studies in Educational data mining (EDM) are based on web-usage mining \cite{1,2}. It can be considered as the intelligent part of e-learning systems as it focuses on finding significant knowledge from education data \cite{3}. Web-usage mining uses education data to discover learners’ behaviors, find browsing or navigating problems, classify learning groups, and predict student performances \cite{3,4}. For example, the online learning systems make used of web usage mining to classify learning styles or characteristics of individual learners in order to provide suitable learning objects (LOs) and to support learners \cite{3,4}. These methods and techniques of web-usage mining are data-driven. It is the foundation that the success of the EDM results is strongly depending on the quality of data used, particularly the classification and prediction methods.

One of the significant problems of the real-world dataset is the imbalanced learning problem as it recurs in many domains \cite{5–7}. Imbalanced of a dataset means that some classes significantly outnumber of examples than other classes \cite{8}. Classification and prediction methods work poorly on imbalanced datasets. The minority class tends to be misclassified as the class boundary can be skewed towards the target class. However, often that the minority class is the important class to learn \cite{9}.

As well as in EDM, the class imbalance problem gets more and more attention, as it often faces the problem of imbalanced datasets. While students who pass or continue with their studies (normal examples) is the majority class, the examples of students who fail or leave are generally rare and from the minority class \cite{10}. As a result, predicting or classifying a student who fails or leaves could be excessively high in incorrect prediction. However, in the education domain, we do not only focus on regular learners but also who have difficulties learning. Detecting and understanding student failure are important for educational professionals \cite{10}. We need an effective way to detect failure students and understand their learning behavior in order to provide the appropriate assistant to them. Various methods have been proposed to solve the class imbalance problem. For example, the algorithmic approach, data preprocessing, ensemble methods and feature selection approach \cite{9,11}. However, there are a few attentions from previous works in EDM focused on imbalanced datasets. Moreover, detecting the characteristics of students that can influence studying failure is diffi-
cult as due to a large number of risk factors [10].

Therefore, this study proposes to solve the class imbalance problem in EDM to enhance the accuracy of classification methods for web-usage data. We particularly focus on students’ performance by predicting students who pass or fail. We use the context information extracted from web-usage data as the factors for predicting student failure. The context information used in our study is the learning patterns that are the collections of the interaction between students and LOs. Our experiments are based on synthetic minority over-sampling methods (SMOTE). SMOTE generates new minority samples in order to improve the detection of a minority class and achieve improving classification performance. We deploy SMOTE, and its variants: (1) regular SMOTE, (2) Borderline-SMOTE1, (3) Borderline-SMOTE2, and (4) SVM-SMOTE to acquire an understanding of the different applicable over-sampling methods and the effect in the term of classification learning patterns. We experiment the impact of the over-sampling methods with well-known methods of classification and prediction methods in the area of personalized learning: Naïve Bayesian (NB), decision tree (DCT), and k-nearest neighbors (k-NN). Furthermore, we compare the experiment results by using various metrics, including precision, recall, and F-score.

The reminders of this paper are as follows. Section 2 discusses the application of web usage mining in educational data mining as well as points out the challenges in web-usage mining when it has to cope with the raw data from online learning systems. Moreover, the section points out the advantage of SMOTE over other methods regarding the class imbalance problem. Section 3 presents the proposed methodology for coping with imbalanced datasets based on the challenges in EDM. Section 4 illustrates the results of the experiments with real-world datasets. And section 5 draws the final conclusion and discussion.

2. LITERATURE REVIEW

2.1 Educational Web Usage Mining

Web usage mining facilitates the innovation of online learning by aggregating and analyzing web usage data in a meaningful way in order to discover new knowledge [12]. In the past years, web usage mining contributed to find significant education knowledge. Such knowledge can be used to improve online learning systems, such as personalized learning in e-learning platforms, i.e., recommendation and adaptive learning services. For example, Romero et al. [1] proposed an architecture of a recommendation system. They utilized web usage mining to discover personalized recommendation links. The architecture classifies the students in one of the clusters and only uses the rules of the corresponding cluster to make the recommendations. Furthermore, Romero et al. [2] used the web usage mining for predicting final marks of students from Moodle courses. They deployed various classification algorithms. The previous studies illustrate that web-usage mining can help understanding learner behaviors and can be adapted for enhancing personalized learning in online learning platforms.

Web usage mining focuses on web usage data and opens to enhance the analysis by combining with additional information. Web usage data is the primary data source for web usage mining in which the activities of users are captured. Web usage data contains click pattern or clickstream and collects the relevant information about user interaction with the website [12]. In general, clickstream is simply stored in a chronological way that how users interact with systems. Hence, Web usage data from online learning systems contains useful information, such as the interaction between learners and LOs, visited hyperlink, number of visits, timestamp, and sequence of actions. It may be enriched with additional information, for instance, online exams, using forums, mails, discussion boards and downloaded materials [13]. Analyzing such data can help online learning platforms to provide personalized learning to learners. This type of analysis involves the automatic pattern discovery and behavior analysis, including the specification of an individual user profile [14]. Pattern discovery is often shown as the collection of the web’s objects that are accessed frequently by a group of users with common interest or needs[14], and in this research, we focus on LOs. Therefore, the web usage data, which is collected on the server side, in our paper describes the student learning patterns of the usage of the LOs.

However, the raw data from online learning systems is often complex, noisy, and imbalance. Some of the encountered problems are:

- Imbalanced data: Datasets are considered to be imbalanced when the classification categories are not approximately equally represented [12]. This scenario leads to bias prediction and misleading accuracy. Many studies point out that several standard classifiers work poorly mainly due to the skewed distribution, given by the imbalance ratio. Imbalance ratio is defined as the ratio of the number of majority class instances to the number of minority instances[9, 15, 16]. As well as in online learning systems, the scenario of imbalanced data could happen in education datasets [11]. For example, a good e-learning system can provide effective learning assistance. As a result, the different number of students who pass and students who fail the examination is significantly high. Data instances which represent minority class is insufficient. So if we try to classify the students who pass the exam (majority class), the accuracy of prediction will be very high. But that is not the objective of classification in e-learning which also aim to observe the minority class as well.
- Noise: Noise, in this case, can be determined as
the unintended of user clicks. In the case of the randomness of user clicks means that learners just click on any learning objects randomly for searching specific content or randomly click without any purpose of studying. In order to analyze the intended learning behaviors, it has to exclude these random clicks. Moreover, in the situation of imbalanced data, when the imbalance ratio is very high and the number of minority class is limited, the presence of noise has a greater impact on the minority class [17].

- Flexible environment: Online learning systems provide flexible learning environments which allow learners to study in any preferences of sequences. Moreover, the flexible environment creates an exponential number of possible learning paths which makes complexity to identify and analyze learning behaviors.

In order to manage the aforementioned challenges from education data, web usage data requires heuristics algorithms and methods for data preprocessing which are subjected to the characteristics of raw data and the objective of the analysis [4].

2.2 Imbalanced Datasets

Data preprocessing step is the important task in data mining as well as in web usage mining. As the quality of input data determines the accuracy of the data interpretation and analysis [2]. Data preprocessing is able to reduce the complexity of web usage mining and its tasks are varied and related to the goals of mining [18]. The data preprocessing step in data mining may involve many tasks, such as data gathering, data integration, data cleaning, data filtering, and data transformation. Yet a number of unique challenges of web usage mining have led to a variety of algorithm and heuristics techniques, such as data fusion, user and session identification, page view identification, data reduction, path completion, and session identification [14], [19–21]. However, it is not intended for this paper to describe all available methods. This section discusses the data preprocessing and algorithms associated with the class imbalance problem.

Imbalanced dataset means that one of the classes has a significant number of examples than the other [22][23]. Imbalanced datasets may be associated with binary classes or multiple classes. We call the class which outnumbers the examples as majority class, while we call the class with has less number of examples as minority class [8]. Most of the standard algorithms of classification often misclassify the minority class regarding imbalanced dataset. In the work of [9] summarized the main reasons behind this imbalanced classification problem. The first reason is related to the use of inappropriate global performance measures. For example, standard accuracy rate may provide an advantage for the majority class. The second reason is related to the classification rules that predict the positive class are often highly specific and they are discarded general rules, i.e. those are associated with a negative class. The last reason is related to the small size of minority class examples. These minority examples may be identified as noise. As a result, they could be incorrectly rejected by the classifier. On the contrary, few real noisy examples can affect the accuracy of predicting minority class since it has fewer examples.

Moreover, there are some characteristics of imbalanced datasets that may impact the quality of classifiers, such as the problem of small disjuncts, and class overlapping. The small disjuncts problem arises minority class predictions tendency to be formed from fewer training examples than majority class predictions [9], [24] and minority class is underrepresented with the respect of the majority samples. The problem of class overlapping occurs when two classes have a similar number of training data points in a region of data space [9]. The problem leads to the same a probabilities in the cover lapping area and makes it difficult to distinguish between two classes.

Many methods and algorithms have been proposed to cope with imbalanced classification problem. In the work of [25] categorized methods for dealing with class imbalanced into three types for their experiments (1) resampling, (2) down-sizing, and (3) learning by recognition. Resampling methods focus on resampling the minority class until the number of its examples has as many as majority class. Down-sizing methods focus on eliminating the examples of majority class until it matches the size of the other class. Moreover the last one is learning by recognition methods. These methods based on the classification approach. The idea is to train the network to learn to recognize one of the two classes. Once it learned, it is can make a decision to accept or reject an example whether it belongs to the class on which it was trained or not. In the work of [9] also categorized the methods for coping with the class imbalance problem. They categorized methods into three categories. The first one is the preprocessing. This category focuses on methods involving in the data preprocessing phase, such as data sampling methods (both oversampling and down-sizing). The second one is cost-sensitive learning. It takes into account the variables cost of misclassification [26], [27] and introduces it to learning algorithms. Also the last one is ensemble methods. These methods try to improve upon the single class classifier by combining and inducing several classifiers to get a new classifier that outperforms every one of them.

The work of [25], demonstrated the experiments comparing the performance of the several approaches related to class imbalance problem, such as resampling methods, downsizing methods, and learn by recognition methods. The several datasets were created with the various combination of three different
dimensions (concept complexity, training set size, and degree of imbalance). The experiments illustrated that the resampling and downsizing methods were effective, particularly as the concept of complexity getting larger. On the contrary, other methods, such as learning by recognition methods, do not have an advantage. As well as in the work of [9], they analyzed the behavior of imbalanced learning methods. They discovered that the preprocessing as over-sampling methods, such as SMOTE and its variants appear to be the robust algorithms and obtain very good results. Therefore SMOTE and its variants can be considered as a standard approach for imbalanced datasets.

Several works suggest that over-sampling or re-sampling methods perform very effective in the imbalanced class problem. Nonetheless, the random re-sampling method has the major drawbacks regarding increasing the likelihood of occurring overfitting as it duplicates of existing examples [9]. However, SMOTE is a more sophisticated method which can deal with the mentioned problem [9]. It takes each minority class samples and generates synthetic examples along the line segments joining of the $k$ minority class nearest neighbours. The $k$ nearest neighbours are randomly chosen. In this way, the additional of information within the minority class examples from new synthetics examples allows more information from larger cluster to help classifiers to separate both classes. However, such over-sampling techniques, including SMOTE algorithms, may creates the problem of over generalization. For example, SMOTE generates the same number of samples for each original minority examples without considering the neighbouring examples leading to the occurrence of overlapping between classes. AS a result, various variants of SMOTE have been proposed in order to cope with this problem.

This study based on SMOTE algorithm and its variants in order to cope with class imbalance problem in educational web usage data. As it has been proved from many studies that it is one of the effective methods for dealing with the class imbalance problem. Moreover, SMOTE and its variants are very efficient in the aspect of computing time when comparing with other ensemble methods.

3. METHODOLOGY

Our research objective is based on improving the accuracy of classifying and predicting learning performance in online learning systems. The study is developed under the e-learning system of our university. We aim to classify students’ learning patterns in order to predict the result of studying (pass/fail). The learning patterns can be used as an inference for student learning behaviors, as learning behaviors can be used as the factor of student success and failure.

The learning patterns in the study are gathered from web usage data which is recorded in web server log files from the e-learning system. The server logs record the interaction of students with the LOs. The student profiles and examination results from the learning management system (LMS) are integrated for analyzing learning patterns. Our proposed methodology is based on supervised learning because the class labels are provided in the data. The methodology is composed of three phases: (1) data preprocessing, (2) classification process, and (3) classification quality.

3.1 Data Preprocessing

As mentioned in section 2, our work focuses on improving accuracy when education data is imbalanced between positive class and negative class. And we also highlight the problems of the noise and outliers. We proposed four approaches to these two challenges.

3.1.1 Imbalanced data with the SMOTE

Our methods to deal with imbalanced data to improve imbalance binary classification are based on over-sampling method: Synthetic Minority Over-sampling Technique (SMOTE) [28]. Since they are robust among many different situations [29], [30].

Let $P$ be the minority class and $N$ be the majority class, the amount of new samples of $P$ is $S_P$, $k$ be a number of nearest neighbours, and algorithm of SMOTE is as following:

1. Calculate $k$ nearest neighbors for examples in $P$
2. Randomly select example $p_i$ in $P$, and its nearest neighbors
3. Randomly select nearest neighbors $nn$ of $p_i$
4. Calculate difference $dif$ for every attributes between the $p_i$ and $nn$.  
5. Create new synthetic minority example by $dif \times gap$, where $gap$ is a random number between 1 and 0
6. Repeat step 2 to 5 until the number of new generated examples equal to $S_P$.

3.1.2 Borderline-SMOTE1 and Borderline-SMOTE2

These two methods are based on SMOTE which focuses on minority over-sampling. However, they are different from SMOTE by not randomly generating from entire minority examples. Instead, they generate samples near the borderline. The borderline is generated from minority examples that are considered as DANGER [31].

Let minority class is $P$ and majority class is $N$, $p_1, p_2, \ldots, p_{num}$ be the members of $P$, $n_1, n_2, \ldots, n_{num}$ be the members of $N$, $p_{num}$ and $n_{num}$ are the number of class member in $P$ and $N$ respectively. For every example $p_i (i = 1, 2, \ldots, p_{num})$ in $P$ is calculate its $m$ nearest neighbors. The number of $N$ examples
among the $m$ nearest neighbors is donated by $m'$. $p_i$ is considered to be DANGER $p'_i$, if $m/2m' < m$.

$$DANGER = \{p'_1, p'_2, \ldots, p'_{num}\}$$ (1)

Borderline-SMOTE1 creates synthetic positive examples from DANGER. This step is similar to SMOTE.

For Borderline-SMOTE2, It is not only generating synthetic positive examples from borderline but also from its nearest negative neighbours in $N$. The new example is calculated by the difference between it and its nearest neighbours multiplied with the random number between 0 and 0.5. By this way, the new generated examples are closer to $P$.

3.1.3 SVM-SMOTE

Support Vector Machine (SVM) is the classification method. It has been successfully used in many applications. The objective of SVM is to find the maximum margin or optimal hyperplane to separate the positive and negative classes [23]. It is based on the linear learning system. Let $\{x_i, y_i\}$ be the set of training data, where $x_i$ is a training instance, $i = 1, \ldots, N$. Each training instance is called an input vector. $y_i$ is a class label, where $i \in \{1, -1\}$, 1 denotes to the positive class and -1 denotes to the negative class. The bold face letter denotes for all.

Let $\{x_i, y_i\}$ be the set of training data, where $x_i$ is a training instance, $i = 1, \ldots, N$. Each training instance is called an input vector. $y_i$ is a class label, where $i \in \{1, -1\}$, 1 denotes to the positive class and -1 denotes to the negative class. The bold face letter denotes for all vectors. $w$ is the weight vector, $b$ is bias. The linear function of SVM is as follow.

$$F(x) = < w \times x > + b$$ (2)

If the input vector $x_i$ has $F(x) \geq 0$ then it is assigned to the positive class and it will be assigned to the negative class, if $F(x) < 0$.

$$y_i = 1, \text{if } < w \times x > + b \geq 0$$
$$y_i = -1, \text{if } < w \times x > + b < 0$$ (3)

The hyperplane of SVM is

$$< w \times x > + b = 0$$ (4)

It is the separation line between positive and negative training instances. We can rescale hyperplane to $<\alpha w \times x > +\alpha b = 0$ for $\alpha$ is a real positive number. The maximal margin hyperplane is the largest margin between hyperplanes which is called decision boundary.

In order to deal with imbalanced datasets, instead of over-sampling on the entire minority class, SVM-SMOTE approach focuses on the decision boundary. New minority instances are randomly created along the line of joining each minority class support vector. Interested readers could find the detail in [32].

3.2 Classification

There are a large number of classification methods; the paper focuses on the basic task that is a stepping stone to more advanced construction. We select three classifications to predict students’ performance from their learning behaviors: (1) Naive Bayesian, (2) decision tree, and (3) k-nearest neighbor.

Naive Bayesian Classification (NB) is a supervised learning that is based on a probabilistic point of view and Bayes’ theorem. It is an independent assumption between predictors. It is very beneficial for a large dataset, easy to understand and well performing mostly. The equation (5) is the NB.

$$P(C_i|X) = \frac{P(X|C_i)P(C_i)}{P(X)}$$ (5)

Let $D$ be a training set of tuples and associated to the class label. Each tuple is a n-dimension attribute, $X = (x_1, x_2, \ldots, x_n)$. $C$ is the set of class and $m$ is the number of class, $C_1, C_2, \ldots, C_m$. Let $P(C_i|X)$ is the posterior probability of target class given predictor. Classifier will predict $X$ belong to the class having the maximum posterior probability [33].

Decision trees (DCT) are predictive models based on the probability distribution of occurrence. They are composed of nodes and arcs. There are two types of nodes: (1) leaf node, and (2) root node. The leaf node is a decision node that presents the possible attributes. The root node is the outcome node that owns the attributes [14]. Generally, the learning algorithms are done by the divide-and-conquer strategy that iteratively partitions the training datasets to produce the tree. Each iterative chooses the best attribute to the partition data at the current node. The best attribute is based on the impurity function, such as C4.5 which is the widely used decision tree learning algorithm in various domains [34].

K nearest neighbors (k-NN) is a lazy learning method which means that the learning will occur when it needs to classify the new sample. The algorithm compares the new instance $x_i$ with every samples in the training dataset $D$ by computing the similarity between them. The similarity is derived from distance/similarity functions which are chosen based on applications and the nature of data [14]. The $k$ is the number of the most nearest neighbors of $x_i$ in $D$. The most frequent class among $k$ nearest neighbors of $x_i$ is selected.

3.3 Classification Quality

Classifiers are required to be evaluated for accuracy. It is crucial to know the approximate accuracy of a classifier in order to ensure that it can be used in the real-world tasks. Several metrics have been used to evaluate the quality of classification. Performance of classification and machine learning are often eval-
ualated by a confusion matrix and it can be used to investigate the minority class. Confusion matrix that is presented in Table 1 where TP is a true positive, FN is the false negative, FP is the false positive, and TN is the true negative.

<table>
<thead>
<tr>
<th>Table 1: Confusion Matrix.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual Positive</td>
</tr>
<tr>
<td>Actual Negative</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

This study performs three measurements: precision, recall, and F-score. The first two are based on the primary measure of classifiers, classification accuracy. The classification accuracy is presented in equation 1 [14]. And some studies used the error rate which is 1-accuracy.

\[
\text{accuracy} = \frac{TP + TN}{TP + FP + FN + TN} \tag{6}
\]

Based on a confusion matrix, we can derive precision \( p \) and recall \( r \) which are suitable in such imbalance data application. \( p \) and \( r \) of the positive class are defined as follows:

\[
p = \frac{TP}{TP + FP} \tag{7}
\]

\[
r = \frac{TP}{TP + FN} \tag{8}
\]

Where \( p \) is the number of correctly classified of positive instances divided by the total number of instances that are classified as positive. And \( r \) is the number of correct classified of positive instances divided by the total number of actual positive instances in the test datasets. Furthermore, the F-score is used to compare different classifiers as in practice the high precision often happens at the expense of recall and vice versa.

\[
F\text{-score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \tag{9}
\]

4. EXPERIMENTS AND RESULTS

We have carried out preprocessing data with imbalanced datasets in order to evaluate the performance of them with the different classification algorithms as mentioned in section 3.2. The data sources that are used in this study is from the general education course in Mae Fah Luang University. The course is mandatory for every student from different background knowledge and interest. The course is composed of seven modules, and each module is composed of several LOs. When the students finish studying for each module, there will be an examination to assess the learning objective. The information of the examination results is recorded in the database. And in order to pass the exam students require 50% of the full score. In addition, student data contains many types of information, such as student ID, and major. Fig. 1 depicts the class diagram of data in the e-learning database and the Learning Management system (LMS).

This study is based on the information gathered from web usage data and LMS database; we focus on two online activities: (1) Learning patterns from clickstream and (2) examination result. As this study focuses on web usage mining, Table 2 presents the user interaction data from the web usage data. Each row represents each event that the student interacted with the LO. For example, log ID 1 shows a student ID 001 with ‘IP 1.1.20.235 ’accessing the resource: ‘/learning.php?fid=257 ’at ‘2015-02-15 08:02:44 ’on the e-learning systems. The last part of the resource path identifies the LO, in this case, is LO257. Moreover, each path has a one-to-one correspondence with a pageview which means that an HTML file has single framed sites as well as LO. Our log data identify student ID; as a result in our case, we do not need to process the user identification task. However, the log data does not contain the information from the client machine for instance browser type, and previous navigated location.

<table>
<thead>
<tr>
<th>Table 2: Example of weblog.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log ID</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
</tbody>
</table>

Later the data from server log is integrated with the LMS database in order to identify the result of the examination. Table 3 demonstrates the integrated data. The first column presents student ID; the second one presents the examination result: pass and fail, the rest of the columns present a number of times that students access to the LOs. For instance, the first row presents that student ID 001 who passed the examination accessed to LO255 two time, and LO257 one time and did not access to LO256.
We deploy two datasets from real-world education data: dataset A and dataset B. The dataset A is composed of 1,316 students who passed the exam and 37 students who failed the exam. There are 79 LOs in dataset A. Dataset B is composed of 390 students who passed the exam and 29 students who failed the exam. And there are 21 LOs in dataset B.

4.1 Preprocessing Imbalanced Data

In the case of our study, we focus on two classes as students who passed and who failed the examination. Generally, these two classes are called the positive class and negative class. In our study, the positive class represents the minority class that is failed students, and the negative class represents the majority class that is passed student.

Table 4 presents the number of examples of the original datasets and after applied synthetic minority over-sampling techniques. The first row is the original training examples. It shows that the dataset A has a high degree of imbalance ratio between majority and minority as approximately 36:1. For regular SMOTE, Borderline-SMOTE1 and Borderline-SMOTE2, the number of minority samples are generated to the same number of N examples which are 1,316. On the contrary, SVM-SMOTE generated less new minority samples, 699 samples, as it focuses on creating new samples within the decision boundary. Comparing dataset A and B in the regards of sample size, dataset A has bigger samples size in number. However, dataset set have higher imbalance ratio.

Table 5: Presents the number of data instance in class P and N from the original training dataset B and oversampled datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>class P (failed student)</th>
<th>class N (passed student)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>29</td>
<td>390</td>
</tr>
<tr>
<td>SMOTE</td>
<td>390</td>
<td>390</td>
</tr>
<tr>
<td>Borderline-SMOTE1</td>
<td>390</td>
<td>390</td>
</tr>
<tr>
<td>Borderline-SMOTE2</td>
<td>390</td>
<td>390</td>
</tr>
<tr>
<td>SVM-SMOTE</td>
<td>216</td>
<td>390</td>
</tr>
</tbody>
</table>

Table 5 presents the number of examples of the original dataset B and after applied synthetic minority over-sampling techniques. The first row is the original training examples. It shows that the dataset B is also has a high degree of imbalance, the imbalance ratio of the majority to the minority is approximately 13:1. For regular SMOTE, Borderline-SMOTE1 and 2, the number of minority samples are generated to the same number of N examples which are 390. On the contrary, SVM-SMOTE generated less new minority samples, 219 samples, as it focuses on creating new samples within the decision boundary. Comparing dataset A and B in the regards of sample size, dataset A has bigger samples size in number. However, dataset set have higher imbalance ratio.

To understand the dataset, principal component analysis (PCA) is used for virtualization [35]. With the PCA, we converted the dataset to 2-dimensional space and normalized the value of the features. Be noted that during the process of converting, the datasets lose some variances. Fig. 2, 3, 4, 5, and 6 depict the samples of the original training dataset A, SMOTE, Borderline-SMOTE1, Borderline-SMOTE2, and SVM-SMOTE, respectively. The x-axis and y-axis present principle component 1 and 2 respectively. And the yellow dots present minority class and the blue dots present majority class.

Fig. 2 depicts the original dataset A, most of the data instances are in the same area at x-axis between -2 and 0, and the y-axis between -2 and 2. It has an area of overlapping between two classes only in the most left region and it is likely to have a low degree of overlapping.

Fig. 3 presents PCA from SMOTE. We can observe that the newly generated samples are randomly created all possible between minority instances.

Comparing with the SMOTE (Fig.3), Borderline-SMOTE1(Fig. 4) generates the new minority samples between the samples in danger and the nearest neighbors of majority samples.

For the Borderline-SMOTE2 (Fig. 5), it also uses the samples in DANGER to generate new samples. However, instead of generating new samples between the nearest neighbors of majority samples, it randomly selects the nearest neighbors from all classes. As we can observe, the new minority samples are in the broader area in the left region.

The last one is SVM (Fig. 6), the new minority samples are generated along the line of joining each minority class support vector. Therefore, the number of new samples is less than other methods.

SMOTE, Borderline-SMOTE1, and SVM-SMOTE have slightly the same patterns of newly created samples. The new samples are created in about the same area as the original data. For the Borderline-SMOTE 2, there are generate synthetic positive examples from its nearest negative neighbor in major-
ity class. Thus, the new samples are generated in the broader range of dimensional space.

Fig. 2: Dot chart presenting original data instances from dataset A.

Fig. 3: Dot chart presenting data instances from SMOTE from dataset A.

Fig. 4: Dot chart presenting Borderline-SMOTE1 instances from dataset A.

Fig. 5: Dot chart presenting Borderline-SMOTE2 instances from dataset A.

Fig. 6: Dot chart presenting SVM-SMOTE instances from dataset A.

Fig. 7, 8, 9, 10, and 11 depict the samples of the original training dataset B, SMOTE, Borderline-SMOTE1, Borderline-SMOTE2, and SVM-SMOTE, respectively.

Fig. 7 depicts the original dataset, most of the data instances are in the same area at x-axis between -2 and 2, and the y-axis between -4 and 4. This situation presents that dataset B has small disjuncts for minority class. The positive examples are underrepresented with respect to the positive examples in all area of the region.

Fig. 8 is a plot from SMOTE. We can observe that the newly generated samples are randomly created all possible between minority instances. As well as in Fig. 9, Borderline-SMOTE1 generates the new minority samples between the samples in danger and the nearest neighbors of majority samples. Both SMOTE and Borderline-SMOTE1 have a high degree of class overlapping, particularly in the left region.

Borderline-SMOTE2 (Fig. 10), we observe that new minority samples create likely in the same area of SMOTE and Borderline-SMOTE1, As the cause of small disjuncts and a high degree of class overlapping of the dataset B. It uses the samples in DANGER to generate new samples between the nearest neighbors of majority samples.

The last one is SVM (Fig. 11). As the new minority samples are generated along the line of joining each minority class support vector. Therefore, the number of new samples is less than other methods.

For dataset B, SMOTE, Borderline-SMOTE1, Borderline-SMOTE2, and SVM-SMOTE have slightly the same patterns of newly created samples. As the larger number of new minority samples created, the more degree of class overlapping.
4.2 Classification Quality

We compare the results of synthetic minority oversampling methods through precise and recall of all classes as well as the F-value. Precise and recall rate reflects the performance of over-sampling methods through the classification performance. Three widely used machine learning algorithms; NB, DCT, and k-NN, are used in our experiments as we overviewed in section 3.2.

Table 6, 7, and 8 demonstrate the experimental results from dataset A, while table 9, 10, and 11 demonstrate the experimental results from dataset B. The first column presents the over-sampling methods and the second to fourth column present precision, recall, and F1-score for minority class \( P \), respectively. The fifth to seventh column present precision, recall and F1-score for majority class \( N \), respectively.

Table 6 presents the experimental results of NB classification performance. It is obvious that all the over-sampling methods significantly improve the precision and recall rates of minority class \( P \). When comparing with the original dataset, the best improvement of precision and F1-score of minority class \( P \) is Borderline1. For recall rate of minority class \( P \), SMOTE and Borderline-SMOTE2 have the best performance. The precision, recall and F1-score are barely affect the quality by the over-sampling methods.

Table 7 presents the classification quality from DCT. Comparing with the original dataset, the precision, recall, and F1-score are increase. All the four over-sampling methods have the equivalent performance regarding on the classification quality. The four over-sampling methods do not have any significant effect on the classification quality over the majority class \( N \).

Table 8 presents the classification quality from k-NN. Unlike the DCT, all of the over-sampling methods behaves excellent for improving the classification quality of minority class \( P \). Compare with the original datasets, the best improvement of precision and F1-score of minority class \( P \) is Borderline1. For recall rate of minority class \( P \), SMOTE and Borderline-SMOTE2 have the best performance. The precision, recall and F1-score are barely affect the quality by the over-sampling methods.

Table 9 presents the experimental results of NB classification performance with dataset B. It is obvious that all the over-sampling methods improve the precision and recall rates of minority class \( P \). However, the difficulties for imbalanced classification emerges. The small disjuncts of the minority class \( P \)
effect the behavior of learning algorithm. Moreover, as the dataset B has a high degree of overlapping that lead to the result of a correct discrimination between both classes. NB classification accuracy on the majority class N decrease when comparing with the original dataset.

### Table 9: Classification quality results from NB, dataset B

<table>
<thead>
<tr>
<th>Method</th>
<th>P Precision</th>
<th>P Recall</th>
<th>P F1-score</th>
<th>N Precision</th>
<th>N Recall</th>
<th>N F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.90</td>
<td>0.00</td>
<td>0.93</td>
<td>1.00</td>
<td>0.96</td>
<td></td>
</tr>
<tr>
<td>SMOTE</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
<td>0.58</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td>Borderline1</td>
<td>0.59</td>
<td>0.59</td>
<td>0.59</td>
<td>0.61</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>Borderline2</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>0.59</td>
<td>0.26</td>
<td>0.36</td>
<td>0.60</td>
<td>0.90</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Table 10 presents the classification quality from DCT. Comparing with the original dataset, the precision, recall, and F1-score are increase. When applying DCT to the original data, the classifier could not recognize the positive class. Applying synthetic minority over-sampling methods boosts the performance of classification of DCT, particularly on the minority class P. All the four over-sampling methods have the equivalent performance regarding the classification qualities. Similarly to dataset A, the four over-sampling methods do not have any significant effect on the classification quality over the majority class N.

### Table 10: Classification quality results from DCT, dataset B

<table>
<thead>
<tr>
<th>Method</th>
<th>P Precision</th>
<th>P Recall</th>
<th>P F1-score</th>
<th>N Precision</th>
<th>N Recall</th>
<th>N F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.98</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>SMOTE</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.97</td>
<td>0.97</td>
<td>0.99</td>
</tr>
<tr>
<td>Borderline1</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.96</td>
<td>0.96</td>
<td>0.99</td>
</tr>
<tr>
<td>Borderline2</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>SVM</td>
<td>0.98</td>
<td>0.96</td>
<td>0.96</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 11 presents the classification quality from k-NN. All of the over-sampling methods behave excellently for improving the classification quality of minority class P. Comparing with the original datasets, the best improvement of precision and F1-score of minority class P is Borderline1. For recall rate of minority class P, SMOTE has the best performance. For the majority class N, the precision is slightly improve. For recall and F1-score are slightly decrease.

### Table 11: Classification quality results from k-NN, dataset B

<table>
<thead>
<tr>
<th>Method</th>
<th>P Precision</th>
<th>P Recall</th>
<th>P F1-score</th>
<th>N Precision</th>
<th>N Recall</th>
<th>N F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.90</td>
<td>0.00</td>
<td>0.83</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>SMOTE</td>
<td>0.85</td>
<td>0.84</td>
<td>0.88</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>Borderline1</td>
<td>0.83</td>
<td>0.82</td>
<td>0.88</td>
<td>0.82</td>
<td>0.82</td>
<td>0.82</td>
</tr>
<tr>
<td>Borderline2</td>
<td>0.81</td>
<td>0.81</td>
<td>0.86</td>
<td>0.78</td>
<td>0.78</td>
<td>0.78</td>
</tr>
<tr>
<td>SVM</td>
<td>0.77</td>
<td>0.89</td>
<td>0.84</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
</tr>
</tbody>
</table>

5. CONCLUSION AND DISCUSSION

One particular problem in education data is the imbalanced class as the distribution of the examples in the datasets is not equal for all classes. For example, the number of students who passed the examination is often more than a number of students who failed the examination. This typical distribution of examples in datasets leads to misleading interpretation. In this correspondence, this study emphasized on acquiring a deeper understanding of the different applicable of over-sampling methods regarding the class imbalance problem and the effect in the term of classification learning patterns. Moreover, we have proposed learning pattern as the factor that could impact the failure of study. We compare the synthetic minority over-sampling method and its variance approaches by using various metrics, including precision, recall, and F-score. In addition, our study identifies that the imbalanced data problem in education data influences the results of classification, particularly on the minority class.

One of the remarkable points in this study is that the synthetic minority over-sampling methods, SMOTE, Borderline-SMOTE1, Borderline-SMOTE2, and SVM-SMOTE, are able to achieve on improving the precision, recall, and F1-score for minority class particularly for NB and k-NN classification. This demonstrates that synthetic over-sampling builds larger decision regions that contain nearby mi-
minority class examples can improve the accuracy of classification. However, the imbalance ratio does not have significant effect on the performance of classifiers after applying synthetic minority over-sampling methods. On the contrary, a degree of class overlapping, and small disjuncts have more impact to the performance of classifiers, particularly on NB. Furthermore, we have shown that learning patterns form web usage data, the interaction between students and LOs, can be very useful for predicting students’ performance.

In the future experiments can be extended to different characteristics of datasets and obtaining additional data. Moreover, developing over existing methods or integrated them should be considered in order to improve the performance on the existing methods.
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