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ABSTRACT 

Parallel processing is an approach to meet high speed computing power. However, it's 
performance is depended on parallelism having in each program which can be detected by 

finding data-dependence. To improve performance or building an automatic parallel compiler, 
knowledge of data dependence is required. This paper describes how data dependence 

occurred in a program . 

• 1. lJtJ.UJ 
TlillJih Li1il11i1~jHj~m1IJlf11J111l~~ 1~L ;r11J1jjrh1-lih~ II! LLiI.h illlil ti~1J1n 1 ~111 ~"il~1i1111rn 1~ U 

LI1't'i~ilti1~1i~ 1 ~111'Y11~~111il'l U1111lfil1LLiI.ilflm11J1I1lfil1 TlillJ~1Lilil1'lJ1I1~ 11l1l!1~~mi11J11 it ~111L 1I~1 
:r , , 1« ..... Q '" ... ...d... d X I :11- 1 A I VJ . !d.J ~ d 
1I LLililU1~ 1nmIJ nU~lJm1IJilil~m1TlillJ't'i1Lilil11'1IJm1IJL11~~'lJlIm111 lJLlilU ') ilU1~ UJlJl'I~UlflI L't'ill 

lfllil~eiilm11J"1l~mlW1~n~11 1~jjLL 1I1m1IJii~~-;)."11J11 itlln11L ~lJm1lJL ~11li'LLfl LTl~1l~TllllJ~1Lil1l1 1i1~ 
lf11J11mLU~ 1~Lillilfil~LLlI1m1IJii~ 1II1li ') ~1unll~il m1L ~lJm1lJL ~1'lJil~1~-;)1 1 yjrh LLiI.mlL ~1J-;i1111'>11i1i~ 
~ TlillJ~1Lilil{ lf11J111l m.y'h 1~ l~u Ll'Illiill 'YI1~ 1't'i't'iLill1 (pipeline) 111il ml y'h ~111 LLUU ilti1~ 'lJ1I111 

(parallelism) LL 1I1m11Jii~LL 1njjii~~1n~'lJil~m1lJL ~1~~~~~m1IJL ~1'lJil~LLlf~ W1~~lILL 1I1m1IJii~'lJ1l~m1li1 
, .. iJ(I/, d d d ~ • • 1 '" '" .oS I VL!"'A 

~111ilU1~'lJ1I111 -;J~L 1IL't'iU~IIWr':1~L~U11'1-;).L't'ilJm1lJL11'lJil~mlm1l1rn ~ il1lJilil~mlLlfIJil1l11 UJIJ'lJ~ 

~ .,'/ ~ , '.' ' , '" . "'~A iI )t -;)1n~ mmlLLilnLlJiI UlI'lJill;iill.1\11~ LlJ1L'lflfL 'lfillUiI.1I1I1Um1lJ-;J1 UJ'YI1 mLn~ 1I!1I1Tlil'lJ1~'lJ1I LL 1I1m11J 

ii~d'tvlL illl ~ UilIJ1U'lJil~"nililn LL UUTlillJ~1 Lilil1111u .. ,UlIL illlilti1~1J1n 1i1~-;). L ~ 1I 1 vl"1njjmlLlflIilTllllJ~1L ilil1 

i1l1mJ ') miLL1I1m1lJii~ni'ililn~Y!il~ilil1~ n~11~il ml H11.llL'lflfL'lfil{ lIil1uif11li'li1~111't'i1illJnllilti1~ 
'lJ1I111 
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1. '1 rltf~L.'Yi"L~ln1 (Flow dependence) 
• d • ( ) 2. LiJl'11l'p1~L'Yi"L~"'\1 Output dependence 

3. LLiJ"~~L'Yi"L~"l1 (Anti dependence) 
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A =...JJ+C 
B~ D/2 
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.... d .... r I ~d' ..I...... x"" ....... v) ... 
an1ffil:mlLn!J1Vf"l!'lJil~ Tl ua: 1'2 L'lI\.I\.IL1!Jn11f111lJLn!J1Yi\.ll!LL1J1JLLil\.lfl f1LYi\.lLfI\.Il1 'lI~L'lJ!J\.ILLl1\.1 L~ 
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LLI1: T3 B~nllflll 

.... ltd ~ .",.d .., 1 t IV:: .... "'.. V A ~ I fiU d .,;. d 
~1~L"'11111 'll~,;):"lJlIBijnlJL~BlI L"lJ1JW IF 1I"lJt\l::1I1i il~lIl1tl11IJlIIJ'Yillli"lJW"lJm~I1'i·l~H'J!L lIL'Yili~a'~LOI!J1 

"" ,Xd .s v.. -.." I ., 
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... d IV" I X, jj ".d" .. d 'I'" 
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