Sennvrngry Moo UF 23 atfuf 1 (1-14) ue-Tiu. 2539 KXU Engineering Journal Vol.22 No.1 (1-14), Jan.-Jun. 1595

o = r-Y-| ]
Asan¥USeURUIETMsIa

Jautleuendaluda

noug 3ladnwnl
a4 w f a4 [3
TrAME Ty uTNe
fnann pﬁﬂﬂTi
tindnfyonln
medmiemnsmivh

AN TINARST MTINE IS TEWT

a7, Buad Yt
et
medrimnTaasfeed
ATAAMNTINFIRT AMFIMENSLsaUWLTY

UNAREYS
um’nufﬁﬁﬁmuamsﬁnwﬁ%‘auLﬁmufi%‘mimfhﬁmu:u'aLLan[maé’m[uﬁﬁ 5 5
fin 35989 Ostu, 35989 Pun, 39909 Kapur, 35784 Johannsen U@y Bille, uasis
Minimum Error, poifjieuldmasasthmmesauaendienAtiolaamsuasmm
Fnaasssum i ndiaseate anmmaasmuAmees Ostu Wnafidn

%9 UsH3u89 Johannsen Uag Bille ammamldnaSiga



—
2 AUTOMATIC THRESHOLDING TECHNIQUES

A Comparative Study of Automatic

Thresholding Techniques

Krisada Wilailak
Theerapan Raruenrom

Pathreeya Thanigaro
Graduata Student
Departmeant of Electrical Engineering

Faculty of Engineering Khon Kaan University

Dr. Thanachart Numnonda

Lacturer
Department of Computer Enginesring

Faculty of Enginesring Khon Kaen University

Abstract

This paper presents a comparative study of several thresholding
techniques. Thresholding technicues discussed in the paper are Ostu method,
Pun method, Kapur method, Johannsen and Bille method, and Minimum error
method. Experiments were carried out for a comparative study. It was found that
an Ostu method provides the most desirable reason, however a Johannsen and

Bille method requires the least computational time.
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