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Abstract

This paper proposes a method, called the filter partitioning machine learning classification (FPMLC). It can enhance the
accuracy of indoor positioning based on fingerprinting using machine learning algorithms and prominent access points (APs).
FPMLC selects limited information from groups of signal strengths and combines a clustering task and a classification task.
There are three processes in FPMLC, i.e., feature selection to choose prominent APs, clustering to determine approximated
positions, and classification to determine fine positions. This work demonstrates the procedure for FPMLC creation. The
results of FPMLC are compared with those of a primitive method using measured data. FPMLC is compared with well-known
machine learning classifiers, i.e., Decision Tree, Naive Bayes, and Artificial Neural Networks. The performance comparison
is done in terms of accuracy and error distance between classified positions and actual positions. The appropriate number of
selected prominent APs and the number of clusters are assigned in the clustering process. The result of this study shows that
FPMLC can increase performance for indoor positioning of all classifiers. Additionally, FPMLC is the most optimized model

using a Decision Tree as its classifier.
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1. Introduction

Nowadays, the location positioning system becomes
increasingly important as it can improve business
management or increase convenience in regular life [1]. The
Global Positioning System (GPS) technology is widely
accepted and used in positioning. However, GPS cannot
operate in indoor areas due to various causes, including
multipath and signal blockage. Many researchers attempt to
invent the new way to position in indoor areas. Several
methods, such as triangulation and pseudo GPS [1-4], are
proposed. However, none of them are acceptable for indoor
positioning in the term of accuracy and cost [1]. Among
those proposed methods, one is called the fingerprinting
technique, which is more accurate and cost-effective in a real
environment [2-3]. The fingerprinting technique collects the
received signal strength (RSS) of wireless devices in the
indoor area beforehand. Then, the machine learning model is
employed to predict the position by relying on the knowledge
obtained from the observed RSS data that was collected from
the indoor area. However, the performance of classifying
depends on training data in the training process.
Occasionally, if the collected data cannot provide enough
information to classify positions, the result of prediction is
unacceptable in terms of accuracy [4].

Practically, there are many access points (APS) in
observed locations. These APs can increase performance of
positioning by providing more RSS information. However, a
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large number of APs is not always lead to high performance
positioning. In some situation, RSSs from APs can cause
miss prediction because noise data is added into the
positioning system. The approach to improve performance is
increasing information in the system. If the system can find
prominent APs that provide informative RSSs, its
performance can be increased. In addition, it will also take
less time to process.

This research proposes the method called the Filter
Partitioning Machine Learning Classifier (FPMLC). FPMLC
consists of three processes. The first process is a feature
selection that selects prominent APs from several APs. The
second and third processes are clustering and classification
processes that consist of two cascaded machine learning
models for enhancing accuracy. The first model is a
clustering model for rough position estimation, i.e. to
estimate partitioning areas. The second model is a classifying
model to classify a precise position. The performance of
FPMLC is compared with conventional methods, such as
Decision Tree, Naive Bayes, and Artificial Neural Network.
Performance comparison is done in terms of accuracy and
error distance. These parameters are widely used as the
performance indicators of positioning algorithms.

2. Related works

Several methods for indoor positioning rely on
infrastructures and sophisticated hardware. RADAR [5] is
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the positioning system by Microsoft that finds positions by
using average RSS from many APs. Place lab [6] calculates
positions by using average RSS and APs coordinate. Both
systems use measured RSS to create the radio map. The
machine learning algorithms estimate the location by using
the dataset in the radio map [7-9]. Commonly, these methods
rely on collected RSS of Wi-Fi AP’ reference points in the
interested area. The machine learning algorithms learn the
relation between RSS and position. Therefore, the machine
learning model can predict the position by relying on
knowledge which obtained from the training phase. In
traditional finger printing method, the standalone
conventional machine learning algorithm is used to predict
position [1, 2, 4]. Several experimental results provide
accuracy and error distance of different algorithms i.e., Naive
Bayes [7, 9], Decision Tree [8], and Artificial Neural
Network [11]. However, the accuracy of the aforementioned
methods is similar with limited accuracy [9]. Some
researchers try to enhance the performance of machine
learning models for the indoor positioning problem. The
example of such research is the Cascade Correlation
Networks, which combines two cascaded artificial neural
network to improve accuracy [10]. Another one is
positioning cascade artificial neural networks, which utilizes
space partitioning to increase accuracy [11]. In addition, the
fingerprinting method depends on appropriate collected data.
In [12], researchers show that appropriate RSS can affect
performance of positioning. Consequently, it is necessary to
have RSS selection method in order to obtain the finest RSS
data.

3. Proposed method

There are many components in the proposed Filter
Partitioning Machine Learning. The detail of each
components as follows.

3.1 Filter selection

Filter [13] is the algorithm for selecting features; i.e.
selecting access points, before process with machine learning
algorithms. Filter relies on information gain theory [14],
which is used in a decision tree to measure good features for
decision making. Filter can determine the prominent access
points, which are the access points that provide useful
information for positioning. Therefore, the prominent access
points lead to correct predictions. Let D be the set of all
samples that obtained from the measurement. These samples
contain relation between RSS from all access points and each
position m from all M positions. The number of samples
measured at each position m is equal. The information gain
of each access point (gain(ap;)) can be calculated by using
equation (1).
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Let APs be the set of all access points whose RSS can be
measured and ap; is an access point in the set APs.
Let V be the set of non-duplicated RSS values measured
from ap; and v; is each value in the set V.
D,,j is the subset of D, in which the RSS obtained from
ap; equals v; and p,, is the probability of a position m
obtained from the access point ap;.
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pm 1S calculated by dividing the number of samples in
subset Dy, which associated to position m by the number of

all samples in D,,.

After information gain of all access points in the set APs
is obtained, these access points are sorted by their values of
information gain. The access points with high information
gain illustrate that they are significant to predict the correct
positions. These access points are called the prominent
access points. In brief, the information gain of the particular
AP differ from RSS of the particular AP. The information
gain of the AP is used to evaluate effect of this AP to the
answer of positioning for all positions. The AP with higher
information gain can provide more helpful information, and
hence, reduce calculation. Then, the RSS from selected APs
is used to determine the specific position. The next step is
providing data from the prominent access points to machine
learning.

3.2 Clustering model

The clustering model identifies groups of positions
divided by similar RSS in that area. This is done without the
prior knowledge about the RSS data’s characteristics. Such
models are often mentioned as unsupervised learning models
[15]. There is no external standard to evaluate clustering
model’s performance. Hence, there are no right or wrong
answers for clustering models. Their performance is
determined by their ability to merge interesting positions
together and to provide descriptions of those groupings. In
this work, the K-Means algorithm is selected for clustering
phase.

The Figure 1 shows the procedure of K-Means
clustering. The K-Means clustering [16] divides positions set
into K distinct area or clusters. Firstly, the K number of
clustering centers or the centroid points are assigned. Next,
the algorithm iteratively assigns data to clusters by the
measuring distance from the closest centroid points, and
adjusts the centroid points by comparing the distances from
each data until further refinement can no longer give the
improvement. The K-Means algorithm uses a process known
as unsupervised learning [13] to discover patterns in the set
of input data. In this work, the clustering model is used for
dividing the partitioned areas in order to approximate the
rough position of the object of which RSSs are related to the
partitioned area.

K is defined

! §

Select K points at random as cluster
centroids

Assign the sample to their nearest
cluster centroids according to the <
Euclidean distance function

3

Calculate the centroid or mean of all
objects in each cluster

! .

Repeat steps until the same points are
assiened to each cluster in the iteration

The centroids of clusters and data
members of clusters are obtained

Figure 1 Flowchart of K-Means
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3.3 Classifying model

The classification is the problem of identifying to which
of a set of positions a new RSS data belongs, based on the
observed RSS data and partitioned area data whose positions
are known. The classifying model provides the values of
positions under prediction, inferred from the value of the
class positions [15]. In this work, class variables are the
positions in the specific area and the classifying model is the
tool to indicate position from the RSS data. The classifying
models such as Decision Tree, Artificial Neural Network and
Naive Bayes are performed by using WEKA [17], which is
the open source software. Their brief details are as follows.

Decision Tree (DT) is a classification algorithm which
maps observation data to conclusions about that data's target
value or output with these trees’ structures [14]. This
algorithm, data is split into two or more sets based on the
information of gain input attributes. Decision Tree has
illustrating ability; e.g. humans can understand the procedure
of decision to obtain the output. It requires less data cleaning
because it can handle with null value, and it is not influenced
by outliers. However, over fitting is one of the most practical
problems for Decision Tree.

Naive Bayes (NB) is a probabilistic classifier based on
Bayes' theorem with attribute’s independence assumed by
classifying the class as the one that maximizes the
subsequent probability [9]. The main task is estimation the
joint probability density function for each class. Naive Bayes
is less complex classifier. When attributes are independence,
Naive Bayes performs the decent performance. However, in
real world problem, it is almost impossible to find
completely independent attributes in dataset.

Artificial Neural Network (ANN) is a mathematic model
that is represent complex input/output relationships by using
learning method similar to a human brain [11]. There are the
input layer, hidden layer, and output layer. The hidden nodes
are in the hidden layer. The pattern of classification is learned
from the training data. The hidden nodes are adjusted to catch
that the pattern. Artificial Neural Network is slow algorithms
due to large number of hidden nodes. In this work, the multi-
layer perceptron neural network is used in the experiment.

Each of algorithms is a component of the proposed Filter
Partitioning Machine Learning Classifier. Both of clustering
algorithms (K-Means) and classification algorithms (DT,
NB, and ANN) perform their task in the process of
positioning.
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3.4 Filter partition machine learning classifier (FPMLC)

The purposed FPMLC method consists of the feature
selection method combined with cascading two components
of the machine learning models. The procedure is illustrated
in Figure 2. Feature selection is a method that is used to filter
informative APs. Then, RSSs of informative APs are fetched
to the cascaded model for classification. Positions are
classified by two cascading machine learning models. First,
the clustering machine learning model divides partitioned
areas by using characteristics of RSS data. The partitioned
area data can increase information in order to find the
position. After partitioned areas or cluster groups are
obtained, the classifier determines a position by utilizing the
RSS data and the partitioned area.

4. Experiment

In order to evaluate the performance of FPMLC, the
experiment is set up in the 30x10 m?-sized area with the
ceiling height of 2.8 m as illustrated in Figure 3. The distances
between measured points, i.e. mark points, are one meter grids
with 69 reference points (69 classes for classification) from
33 APs. There are 3 APs on this floor and the others are not
on this floor. The RSS data was measure by laptop computer,
LENOVO Y550/P8800, with the wireless Intel 5100 agn Wi-
Fi module. For each reference point, RSS is measured 20
times with 2-second delay. The measuring process is repeated
11 times to create 11 datasets. Hence, this created 69*20*11
= 15,180 samples for measured data.

For standalone models, all 33 APs are included in
calculation. For FPMLC, all APs are filtered. After that, top
three informative APs are selected for clustering. For
comparing with standalone models, i.e. Decision Tree,
Artificial Neural Network, and Naive Bayes, three APs that
give the strongest RSSs are used in calculation. The
experiment is done by using JAVA and the machine learning
library from weka software to determine performance before
the implementation.

In order to obtain the best performance of FPMLC, data
from all APs have to be filtered to discover prominent APs
before performing in clustering and classification process.
Filtering is done by calculating information gain from APs
and sorting order of them from low level to high level. The
number of top informative APs which provide more accuracy
whereas require a minimum number of APs, are selected for
clustering.

Observed Data (Training) / FPMLC |
Input: RSS1, RSS2, RSS3 » . Config. afi
Ot Podit > Clustering ~ g DLI]]’IF Number of
uiput: rostion [nput Model < Prominent APs by
an .] ..... TILL ode ) Sorted Ranking
Unobserved Data (Testing) nput l '
Input: RSS1, RSS2, RSS3 . Config.
Clustering < Define Number of
Model Cluster
| .
Input + Cluster information
l v Output
> Training Phase Classification Position e
sitio "
Model .
sesssssssP Testing Phase v Output .
.............. [Feessssnnnsnan s snann

Figure 2 Procedure of Filter Partitioning Machine Learning Classifier
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Figure 3 The experimental area

In a clustering process, the appropriate number of clusters
has to be discovered. In this work, the numbers of clusters
vary from 5 to 10. Then, information of RSSs and clusters
are sent to the classification model to figure out the position.

In the classifying process, there are three machine
learning algorithms to be employed. Before each
classification algorithm is employed, the configuration
parameters have to be tuned. In Decision Tree and Naive
Bayes, no parameter configuration is necessary. On the other
hand, Artificial Neural Network with 4 hidden layers is used.
The numbers of hidden node on each hidden layer are 67, 33,
39, and 102 respectively. It must be tuned to find the
appropriate parameters. In this experiment, the multi-layer
perceptron ANN which has hidden layers is used with the
configuration of the learning rate of 0.2, the momentum of
0.2, and the learning cycle of 500 epochs. In addition, every
algorithms are trained and test by using 10 fold cross-
validation method [18].

After each of the aforementioned classification
algorithms is integrated into FPMLC, RSS dataset is used as
the training data. Then, FPMLC with different classification
algorithms are evaluated by using testing data. Factors of
evaluation are used to evaluate the performance. The process
of the experiment is shown in Figure 4. The experiment is
repeated 10 times to obtain the average result.

Determine .
/] \ ber of Determine
'| FPMLC-DT humb number of
— i prominent
lraining | FPMLC-ANN APs clusters
[ dat / |
= | FPMLONB | |
Train ™ “'[ Compare
Test anlts
Testing
data NB
10 folds ANN

cross validation

Figure 4 The experimental process

Factors of evaluation are the performance indicators to
estimate whether a model is appropriate for positioning. In
this work, accuracy and error distance are used as
performance indicators.

Accuracy refers to rate of correct positioning. In this
work, percent of accuracy is calculated from results of
classification that are the identical to reference position. Thus,
percent of accuracy is calculated by using equation (2). The
number of correct positioning is NC and the number of faulty
positioning is NF.

accuracyb = _NC %100 @)
NC + NF

Error distance of positioning is evaluated by measuring
the Euclidean distance between classified positions and
reference positions. A very precise positioning would be less
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distributed. In this work, error distance is expressed by using
standard deviation of error positions and maximum error
distances.

In addition, performance in terms of computational
complexity is analyzed by using big-O analysis. Cost of each
algorithm is calculated by using parameters form the real
experiment.

5. Experimental results

In this section, abbreviations are used. Decision Tree is
denoted by “DT”. Naive Bayes is denoted by “NB”. Artificial
Neural Network is denoted by “ANN”.

The radio map was measured from 33 APs in
experimental area. The data contains 1000 samples per
measured position. The strongest RSS is -46 dBm and the
weakest RSS is -100 dBm. The example of distribution and
of RSSs in the study area is shown in Figure 5. The filter in
FPMLC filters informative APs by ranking information gain.
The first process is discovering an appropriate number of
informative APs. The number of the highest information gain
AP is varied to obtain the best accuracy of classifying models.
Figure 6 illustrates the relation between the number of
informative APs and accuracy. We can see from Figure 6 that
5 is the minimum number of informative APs that provides
the highest accuracy. This reason leads to less computation in
the classification. Therefore, 5 APs are selected in the
classification.

Table 1 is the example of information gain of the
informative APs. This shows how to arrange APs from
information gain. This table shows information gain of the top
ten informative APs from all APs. The top five informative
APs have explicitly higher information gain than the others.
The data from informative APs is selected to cluster in the
next process.

After FPMLC obtains the appropriate number selected
APs, the number of appropriate clusters needs to be
discovered. The number of clusters is varied in the
experiment.

The number of clusters obtained from the clustering phase
affects positioning accuracy. Table 2 compares percent of
accuracy obtained from various numbers of clusters when
each of the classifying algorithms is employed in FPMLC.
The best accuracy is obtained when 7 clusters are assigned.
When 8 clusters are assigned, there is a slightly decline in
accuracy. However, accuracy is drastically declined when 5,
6, and 9 clusters are assigned. Hence 7 clusters are the most
appropriate number of clusters because it provides the highest
accuracy. After that, the cluster information will be provided
to the classifier part in FPMLC.

Mean -82.613
St Dev 7.124
Variance 50.755
— Skewness  0.48085
Kurtosis 1.83226

| —_

-97.5 -90.0 -82.5 -75.0 -67.5 -60.0

Figure 5 Distribution of RSS in the study area
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Figure 6 The accuracy compares with the number of
informative APs sorted by information gain

Table 1 Samples of the top information gain from the data

The Order of The Value of
Information Gain Information Gain
1st 0.360
2nd 0.295
3rd 0.278
4t 0.267
5th 0.257
6t 0.095
7th 0.077
gt 0.069
gth 0.057
10t 0.051

Table 2 Percent of accuracy obtained from different numbers
of clusters

5 6 7 8 9
clus. clus. clus. clus. clus.

FPMLC-DT 675 726 785 77.3 73.3
FPMLC-ANN 422 588 721 71.8 63.3
FPMLC-NB 474 668 73.6 721 58.3

Accuracy [%]

Table 3 Percent accuracy of each classification algorithm,
averaged from 10 repeated experiments

Algorithms Accuracy [%0]
DT 73.61
ANN 65.72
NB 63.61
FPMLC-DT 78.52
FPMLC-ANN 72.1
FPMLC-NB 73.64

Table 4 Standard deviations and maximum error distances

Algorithms StdDev. Max.Error [m]
DT 1.137 5
ANN 1.5529 8
NB 1.2884 5
FPMLC -DT 1.0315 3
FPMLC -ANN 1.337 5
FPMLC -NB 1.236 5

150

- ANN
- NB

= FPMLC-DT

Cumulative Probability of Error

------ FPMLC-ANN
0.65 1+ —  FPMLC-NB

0 1 2 3 4 5 6 7 8 9 10
Error Distance (Meters)

Figure 7 CDF of error distance

Table 3 shows percent of accuracy of FPMLC with
different classification algorithms. In comparison with
individual classification algorithms, FPMLC can increase
accuracy of every classification algorithm around 5 to 10
percent. When FPMLC is built with DT, the accuracy is
improved around 4.91 percent compared with the standalone
DT. Inaddition, FPMLC with ANN and FPMLC with NB can
increase accuracy around 6.38 percent and 10.03 percent
respectively compared with their standalone counterparts.

In terms of error distance, standard deviations (StdDev.)
and maximum error distance (Max. Error) are used to
consider the error. These values are averaged from 10
repeated experiments. From accuracy evaluation, ANN and
NB give almost similar accuracy. However, their standard
deviations and maximum error distances are significantly
different, as shown in Table 4. Furthermore, it shows that
FPMLC can reduce the standard deviations and the maximum
error distances of DT and ANN. For FPMLC-NB case, the
proposed algorithms can provide useful information that
makes learning mechanic of NB improved. However StdDev.
and Max.Error of FPMLC-NB is not much better than NB
compared with the other FPMLCs. The MAX.Errors of them
are the same. The StdDev. of FPMLC-NB is slightly
improved from NB. There is some improvement of FPMLC-
NB that is discussed in the error distance result.

Figure 7 shows the CDF of error distance. The result
shows performances which agree with accuracy and error
distance that are mentioned earlier. The algorithms with the
higher value of CDF and the smaller error distance would be
preferred because it is more possible that small error distance
will be obtained. Before FPMLC is applied, all of the
standalone algorithms show the value of CDF around 0.9
within 2 meters of error distance except ANN that shows the
value of CDF around 0.8 within 2 meters of the error distance.
In addition, CDF of ANN reports that the ANN algorithm
reaches almost 100 percent probability within 8 meters of the
error distance while the others are around 5 meters. After
FMLC is applied, FPMLCs can improve positioning
performance of their standalone counterparts. Their
probability of error distance are higher compared to those of
the standalone algorithms. All of FPMLC algorithms show
performance with 90 percent probability within 2 meters of
the error distance except that FPMLC-DT shows probability
around 93 percent. CDF of FPMLC algorithms reports that
the probability of FPMLC algorithms reaches almost 100
percent within 5 meters of the error distance. Moreover,
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FPMLC-ANN is better than standalone ANN around 2
meters. For FPMLC-NB, CDF within 2 meters error distance
is better than that of NB. It corresponds to the accuracy of
FPMLC-NB, which is improved from NB. However, the
FPMLC-NB’s probability is slightly lower than NB when the
error distance is around 2 to 5 meters.

The computation complexity of FPMLC and the other
algorithms are compared as shown in Table 5.

In offline phase, each algorithm is trained by the data. Let
N be the number of samples and F be the number of APs. Fis
the number of APs after filtering. For K-Means, K is the
number of clusters. For ANN, | is the number of calculating
iterations and M is the number of hidden nodes. The number
of hidden nodes is calculated from the total number of hidden
nodes in architecture.

Table 5 Big-O notation and computation cost

algorithm Big-O notation cost
K-Means O(K*N) 106260
Filtering O(N*F) 500940

DT O(N*F?) 16531020
ANN O(N*F*M*1) 60363270000
NB O(N*F) 500940
FPMLC-DT O(K*N)+O(N*F)+O(N*F2) 986700
FPMLC-ANN  O(k*N)+O(N*F)+O(N*F*M*I) 9145950000
FPMLC-NB O(K*N)+O(N*F)+O(N*F) 683100

Form Table 5, in normal condition, the computational
cost of ANN is the worst because of the effect from a large
number of hidden nodes. The NB’s computational cost is
always less than that of Decision Tree. In fact, if the number
of APs are very high, the computation cost of Decision Tree
is drastically increased. Therefore, the prominent AP
selection in the proposed method helps reducing is the
number of APs, and hence, helps reducing computational
complexity. However, the complexity of proposed method
includes computation of K-Means and AP filtering. In table
5, parameters from real experiment are applied (N = 15,180,
F=33,F=5K=71=500 M= 241). Since Figure 6
illustrates that 5 is the minimum number of informative APs
that provides the highest accuracy. F is 5. By reducing the
number of APs, computational cost is reduced. From Table 5,
costs of the proposed FPMLCs are lower than those of the
standalone counterparts. Even though, the computational cost
of FPMLC-NB is a little higher than that of NB, the accuracy
of FPMLC-NB is much higher as shown in Table 3.

In online phrase, the positions are predicted from the
trained algorithm. The RSS data is scanned from mobile node.
Then the sample is classified, where the position of the mobile
node should be. This computation of every algorithm is O(1).

In practical, the finger printing positioning is used in the
online phase. The energy consumption of this classified
process is very low as its big-O is O(1). The energy of the
mobile node is used for Wi-Fi scanning to collect sample data.
Then, mobile node, which obtained the positioning algorithm,
uses that sample for the position prediction.

Overall, the experiment can illustrate that FPMLCs can
improve performance for indoor positioning compared with
their standalone counterparts. The improvement comes from
the information partitioning and the prominent APs selection.
The algorithms with better information sources can provide
better positioning results.
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6. Conclusion

This paper proposes the Filter Partitioning Machine
Learning Classifier algorithms for indoor location
positioning. FPMLC consists of 3 phases. The first phase is
choosing prominent AP by filtering. The second phase is the
clustering phase, which employs the K-Means algorithm in
order to obtain the appropriate number of clusters. The last
phase is the classification phase. Three difference
classification algorithms, i.e. Decision Tree, Naive Bayes,
and Atrtificial Neural Network, are used in the comparison.
The real data set from an experimental site is used in the
performance evaluation. The experimental results show that
FPMLC improves each individual classifier in terms of
accuracy and error distance. In addition, FPMLC shows the
best performance when Decision Tree is employed as the
classifier.

Our future work is aimed to improve the algorithm and
extend the area of experiment including the multi-floor
condition. Due to multi-floor, the RSS is more fluctuated.
Hence, the algorithm will be more complex.
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