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Abstract 

 

Decision Trees are a common approach used for classifying unseen data into defined classes. The Information Gain is usually applied 

as splitting criteria in the node selection process for constructing the decision tree. However, bias in selecting the multi-variation 

attributes is a major limitation of using this splitting condition, leading to unsatisfactory classification performance. To deal with this 

problem, a new decision tree algorithm called “Knowledge-Based Decision Tree (KDT)” is proposed which exploits the knowledge in 

an ontology to assist the decision tree construction. The novelty of the study is that an ontology is applied to determine the attribute 

importance values using the PageRank algorithm. These values are used to modify the Information Gain to obtain appropriate attributes 

to be nodes in the decision tree. Four different datasets, Soybean, Heart disease, Dengue fever, and COVID-19 dataset, were employed 

to evaluate the proposed approach. The experimental results show that the proposed method is superior to the other decision tree 

algorithms, such as the traditional ID3 and the Mutual Information Decision tree (MIDT), and also performs better than a non-decision 

tree algorithm, e.g., the k-Nearest Neighbors. 
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1. Introduction 

 

 Data scientists have tried to find an approach to extracting hidden knowledge from a large dataset, an approach latterly called “data 

mining” [1] which is a constantly evolving concept and practice. However, data mining has its limitation where the semantics and the 

relationships between data are disregarded in the data analysis process. Recently, new technology has extended this approach to be 

“semantic data mining” [2, 3], which exploits the data relationships in the analytical process which is now being proposed to the 

machine learning research community. Semantic data mining is a data mining approach that utilizes domain knowledge to enhance the 

analysis performance. The domain knowledge can assist in constraining the search space, disclosing valuable data patterns, and 

identifying data relationships [4]. Ontologies [5] describe concepts and relationships represented in a hierarchy that is structured on 

relationships which are now increasingly applied to support semantic data mining tasks. The domain knowledge in an ontology is used 

to identify the inherent semantic information which supports the data analytic processes, such as data preparation [6-8] and modeling 

tasks [9, 10]. 

 Among the classification techniques, a decision tree [11] is a commonly used classification algorithm because it presents the 

classification model using a hierarchical structure, allowing data miners to understand and interpret results more easily. The advantage 

of the decision tree is that it can handle both categorical and numerical data and performs better than some complicated techniques, 

such as neural networks, in several applications. A decision tree algorithm is superior to the standard deep learning technique on tabular 

datasets, where each attribute is meaningful but deficient in multiscale temporal or spatial structures [12]. 

 The decision tree algorithm uses the splitting criteria to partition the dataset of interest into more homogenous subsets and then 

identifies the best attributes that satisfy those criteria for constructing the decision tree model. 

 Information Gain is a splitting condition that usually applies to determine the decision tree’s appropriate nodes used in several tree-

based algorithms. However, a drawback of using Information Gain as the splitting criteria is the multi-value bias problem which means 

that the algorithm favors choosing attributes with a large value range as a decision tree node while ignoring attributes with smaller 

distinct values [13]. Thus, if the chosen attribute is not appropriate, the decision pattern may be hard to interpret, and the performance 

for classifying the unseen data may decrease. To solve this bias problem, many approaches have been proposed, such as using new 

splitting criteria [14-17] and applying the weighted attribute concept [18, 19] to improve the selection process for decision tree nodes. 

For the weighted attribute approach, the importance value of each attribute is used to modify the splitting measure to obtain the 

appropriate attribute for the decision tree. Therefore, there is a chance that a significant attribute with a few distinct values would be 

selected to be a node in the decision tree, and the unimportant attribute with multiple distinct values would be disregarded. As a result, 

the multi-values bias problem will be reduced, and the classification performance will be improved. 
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 In this research, we proposed an approach that integrates ontology into the decision tree construction process. The knowledge in 

an ontology is used as the attribute importance values to modify the Information Gain for selecting the appropriate attributes to use as 

the decision tree nodes. The collaboration of the domain ontology with the modeling phase of the decision tree, as proposed in this 
research, is a significant contribution to research in the field to enhance the performance of the traditional decision tree. 

 

2. Literature review 

 
 This section surveys some existing research related to decision tree improvement. Firstly, the theory of decision tree construction 

is presented. Then, the related works on modifying the decision tree’s splitting criteria are discussed. Finally, we offer the research on 
identifying the concept importance values of ontology. 

 

2.1 Decision tree 

 
 A decision tree [20] is a widely used classification algorithm presented as a tree structure to indicate the decision and the results. 
The input values of this approach can be numerical and categorical data. A decision tree consists of the test point called nodes and 
branches, representing the attribute value used to separate the dataset into small subsets. An internal node refers to a test attribute, and 
a leaf node refers to the target class/classification result. For decision tree construction, the algorithms repeatedly partition the data into 
subsets based on the most informative attributes that satisfy the splitting criteria. Splitting terminates if all instances in the subset belong 
to the same class or the set of candidate attributes used to split the data is empty. 
 Several decision tree algorithms are commonly used to classify the data, including the Iterative Dichotomiser 3 (ID3), C4.5, and 
Classification and Regression Tree (CART) [11]. Each algorithm uses different splitting criteria to identify the best attribute for 
constructing the decision tree. In our study, the ID3 is applied to examine our proposed technique because this algorithm is simple and 

quickly classifies the data. 
 Information Gain applied the entropy principle, which is a measurement in information theory applied to determine the impurity 
of each attribute. The attribute with the maximum Information Gain value is selected to be a node in the decision tree. The entropy and 
the Information Gain can be computed as shown in (1)-(3) [21]. 

 

𝐼𝑛𝑓𝑜(𝐷) =  − ∑ 𝑝𝑖𝑙𝑜𝑔2(𝑝𝑖)

𝑚

𝑖=1

                                                                                                                                                                                     (1) 

 

where info(D) is the information entropy of the dataset D, which contains m distinct classes. pi refers to the probability of the instances 

belonging to class i and is estimated by 
|𝐶𝑖,𝐷|

|𝐷|
. The term |𝐶𝑖,𝐷| refers to the number of instances belonging to class i and |𝐷| is the total 

number of instances of the dataset D. 

 

𝐼𝑛𝑓𝑜𝐴(𝐷) = ∑
𝐷𝑗

𝐷
× 𝐼𝑛𝑓𝑜(𝐷𝑗)

𝑣

𝑗=1

                                                                                                                                                                                 (2) 

 

where infoA(D) refers to the required information to classify the instances from the dataset D based on the partitioning by attribute A, 

which has v distinct values. The term |𝐷𝑗| refers to the number of instances for which attribute A has the value j. 

 

𝐺𝑎𝑖𝑛(𝐴) = 𝐼𝑛𝑓𝑜(𝐷) − 𝐼𝑛𝑓𝑜𝐴(𝐷)                                                                                                                                                                              (3) 

 
where Gain(A) refers to the Information Gain values of the attribute A. 
 When the Information Gain is applied as a splitting condition for constructing the decision tree, the problem of node selection 

occurs. The attribute with multiple distinct values may be selected as a node for the decision tree, while the attribute with a smaller 
range of distinct values may be disregarded [13]. This situation results in obtaining a complicated model and unsatisfactory 

classification performance. Various techniques have been applied to the decision tree construction process to deal with the multi-value 
bias problem. The next section will present the related works on improving the decision tree algorithm. 

 

2.2 Modifying splitting criteria of decision tree 

 

 The splitting criteria are the significant factor that affects the performance and structure of the decision tree. To improve the decision 
tree performance, the approaches that modify the splitting measure have been proposed, and these approaches are illustrated in this 

section. 
 The first approach is to replace the traditional splitting criteria with the new splitting measurement. For example, Z. Wang et al. 
[15] proposed an algorithm to select the attributes used in the decision tree by focusing on the consistency of the attribute. The attribute 
with the greatest consistency will be selected as the node of the decision tree. The result achieved in applying their algorithm indicates 
that the performance of their approach outperforms the traditional ID3 and also avoids the multi-value bias problem. Y. Wang et al. 
[16] also applied rough set theory to improve the ID3 performance. The Information Gain computation is simplified by using Taylor’s 
formula for reducing computation time. Then the coordination degree in the rough set theory is integrated for overcoming the multi-
bias problem. The experimental result indicates that the proposed approach is superior to the traditional ID3 with less running time for 
building the decision tree and the tree structure. Fang et al. [14] presented new splitting criteria based on the mutual information concept 
for improving decision tree performance. The correlation between the attribute and the defined class is used to identify the best attribute 
used as a node in the decision tree, which can improve classification accuracy. The importance values of attributes are also used as the 
new splitting criteria of the decision tree. For example, Zhou et al. [17] proposed a decision tree algorithm based on feature weight 
(FWDT) to improve the performance of the traditional decision tree. The feature weights are determined using the ReliefF algorithm, 
and these values are used as the new splitting condition for the decision tree construction process. Their results indicate that the FWDT 
outperforms the traditional approach on classification accuracy. 
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 The second approach is applying attribute importance values to modify the classical splitting measurement for dealing with the 

multi-value bias problem. To illustrate, Iqbal et al. [22] present an algorithm termed Importance Aided Decision Tree (IADT) that uses 

the feature importance value to improve decision tree performance. The feature importance values are determined based on the expert's 

opinion or calculated from the dataset. Their experimental results show that the IADT is superior to the traditional decision tree 

algorithm. Soni & Parwar [18] applied the attribute importance value to modify the Information Gain for improving the decision tree 

performance. The attribute importance values are determined using the correlation function method. Their results indicate that applying 

the importance value of an attribute helps to obtain better performance than the traditional decision tree on the classification accuracy 

and the error rate. Es-Sabery & Hair [19] present an approach that uses the attribute importance value to improve the decision tree 

algorithm. In their approach, the importance value of each attribute is identified based on the correlation function between the decision 

attribute and other condition attributes, and then the attribute with the highest values of the new splitting measure will be chosen to be 

a node in the decision tree. Their experimental results show that the proposed approach helps decrease the number of leaves and obtains 

better classification accuracy. 

 Although the importance value of the attribute can improve the performance of the decision tree, the limitation behind the use of 

the correlation function as the attribute importance value is that these values are determined based on the observed values in the dataset. 

The correlation may be inaccurate if the dataset is incomplete. As a result, the decision tree performance may be reduced. Moreover, 

providing the attribute importance values by specialists may be inconsistent based on the varied experience of those experts. To avoid 

the uncertainty problem, determining the attribute importance values based on the knowledge in the ontology is an alternative approach 

that can be applied to modify the splitting condition of the decision tree. The related research of identifying the importance value of 

the concepts in the ontology will be illustrated in the next section. 

 

2.3 Identify the concept of the importance value in an ontology 

 

 With the increasing size and complexity of ontologies, an approach called “Ontology Summarization” [23] has been introduced. 

The ontology summarization is applied to better understand knowledge in the interest domain by distilling the critical information from 

the ontology and then generating the overview version of each ontology. To identify the key concepts in the ontology, the relationships 

between the concepts and the structure of the ontology are exploited to determine the importance value of each concept. These values 

will be ranked, and then an abridged version of the ontology is generated. PageRank [24], a well-known algorithm to evaluate the 

importance of a web page, is applied for determining the importance values of the concepts in the ontology. Several works have applied 

the ontology summarization technique to assist the data mining process. For example, Kralj et al. [25] applied the PageRank algorithm 

to obtain critical knowledge in an ontology. Then, Hedwig [26] developed a semantic data mining algorithm that exploits this 

summarized knowledge for deriving efficient rules. Kastrati & Imran [27] also applied the PageRank algorithm to identify the 

importance value of each concept in the ontology for assisting the document classification task. The importance value is aggregated 

with the concept relevance score, which is the frequency of the concept in the document, to determine the final weight of each concept 

for the classification process. The results indicate that the proposed approach can improve classification performance. 

 The ontology summarization technique can determine the importance value of the concepts, which can be applied with the decision 

tree to obtain better classification performance. 

 

3. Materials and methods 

 

 This section introduces the framework of our study, which is presented in Figure 1. The framework consists of four processes, 

including (1) Data gathering and ontology development, (2) Data preparation, (3) Decision tree model, and (4) Model evaluation. More 

details of each process are elaborated in the following section. 

 

3.1 Datasets and ontologies 

 

 In this research, we utilized four publicly available datasets. The soybean dataset and the heart disease dataset are benchmark 

datasets from the University of California, Irvine (UCI) data repository [28]. The two other datasets, the dengue fever dataset [29] and 

the COVID-19 dataset [30] are available in Mendeley Data. These datasets were chosen to examine and test our approach because the 

related ontology of each dataset is published and available on the Internet. The experts in each domain collect and investigate the 

relevant knowledge to generate these ontologies. 

 The soybean dataset classifies 15 diseases based on the observed disease symptoms and cultivation history. This dataset comprises 

35 attributes and 683 records. The heart disease dataset contains 14 attributes and 303 records. The COVID-19 dataset, which consists 

of 11 attributes and 3,128 records, is used to classify the COVID-19 patients based on the demographic data and the symptoms of this 

disease. Finally, the dengue fever dataset comprises 14 attributes and 1,104 records, and this dataset is used to classify the dengue fever 

patients. 

 Four different ontologies are applied to examine our proposed framework. The Protégé [31], an ontology editing tool, is used to 

implement these ontologies. The process of designing and selecting ontologies consists of the following steps. First, the domain and 

scope of ontology are defined. Second, the published ontology will be applied if its knowledge relates to the studied area. Third, the 

concepts and the relationships between concepts will be added to the selected ontology for covering the studied dataset. 

 For classifying the soybean disease, the soybean ontology [32] is used and the relevant information, such as knowledge of soybean 

disease symptoms [33], together with the expert rules derived from Michalski’s work [34], were used to construct our soybean disease 

ontology. The other three ontologies, which are in the medical domain, which include the Heart Failure Ontology [35], the Dengue 

Fever Ontology [36, 37], and the COVID-19 Ontology [38, 39], were utilized for classifying the related datasets. To cover all aspects 

in the studied datasets, we added patient demographic data into the medical ontologies. The example concepts in each ontology are 

presented in Figure 2, and the structure of each ontology is presented in the appendix section. 
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Figure 1 Framework of the knowledge-based decision tree 

 

 
 

Figure 2 The example concepts in the test ontologies; (a) soybean disease ontology (b) heart disease ontology (c) COVID-19 ontology 

and (d) dengue fever ontology 

 

3.2 Data exploring and preparation 

 

 All datasets are first explored to find errors existing in the datasets. All errors that are found will be resolved in the data preparation 

phase before the decision tree construction process. Data preparation is a process of transforming the raw data into the form appropriate 

for the analysis process, and this process also assists in improving data quality. In our study, several tasks were applied to enhance the 

data quality in the datasets, such as data cleansing, features selection, and handling an imbalanced dataset which refers to the situation 

where the number of samples per class is unequally distributed. 

 After pre-processing the data in this way, we found that two datasets, the soybean, and heart disease datasets, contained missing 

data. The Listwise Deletion Technique [40] is applied to handle those missing data by removing the records with incomplete data. 

Having cleaned the data, the soybean dataset is reduced to 562 records from the initial 683 records and 297 records remained in the 

heart disease dataset from the initial 303 records. 
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 Feature selection is the process of reducing the number of attributes used for constructing the model. This process can help avoid 

the dimensionality problem [41] that arises when analyzing the dataset with a large number of attributes. Analyzing high-dimensional 

data will affect the efficiency of the model on several aspects, such as obtaining unclear data patterns, achieving unsatisfactory 

classification results, and an exponential increase in time for the model construction [42]. In our study, the Chi-square statistic (X2) 

[43] is applied to identify the correlation between the categorical attributes and the target classes, and the point-biserial correlation (rpb) 

[44] is used to identify the relationships between numerical features and the defined classes. A p-value in either statistic equal to or 

less than 0.05 indicates that there is a correlation between the test attribute and the target classes. Finally, the unrelated attributes are 

filtered out from the dataset. 

 Another problem in the classification task is that of imbalanced data [45], referred to before, where the number of samples per class 

is unequally distributed. In this case, there is a large number of instances for one class with much fewer instances for other classes. 

When classifying the imbalanced dataset, the algorithm will learn based on the biased data and usually obtain high classification 

accuracy. Unfortunately, this result only reflects the accuracy of the majority class, while the performance of the minority classes may 

be unsatisfactory. To tackle this problem, the over-sampling technique called SMOTE [46] and the under-sampling technique [45] are 

applied to balance the dataset. SMOTE is used to increase the size of the minority class of the soybean dataset because this dataset is 

a small dataset of 562 records. In contrast, the under-sampling technique decreases the number of instances of the majority class for 

balancing the dengue fever dataset. 

 

3.3 Decision tree model 

 

 Modeling is the process of generating the data model. ID3 is a standard decision tree algorithm used to classify the data into the 

defined classes. It is a simple but high-speed algorithm for constructing the decision tree. The ID3 applies Information Gain as the 

splitting measure to identify the best attributes to be nodes of the decision tree, which causes the multi-value bias problem. This problem 

affects the classification performance. 

 To solve the multi-value bias problem, we introduce the “Knowledge-based Decision Tree (KDT) algorithm” to classify the dataset. 

The KDT is developed based on the ID3 algorithm collaborating with the domain ontology. We employ the attribute importance value 

to adjust the traditional Information Gain to avoid bias on node selection. The ontology model, which presents the relationships between 

concepts, and the ontology summarizing technique, were applied to determine the attribute importance value in our study. For 

calculating the attribute importance value, the ontology is transformed into a directed graph model. The vertex represents each concept 

in the ontology, and the graph edge represents the relationship between concepts. The PageRank algorithm is then used to determine 

the importance value of each concept which can be defined as in (4) 

 

𝑃𝑅(𝑟𝑖) = 𝑑 ∑
1

𝑁𝑗
× 𝑃𝑅(𝑟𝑗) + (1 − 𝑑)

𝑗→𝑖

                                                                                                                                                                    (4) 

 

where PR(ri) refers to the importance value of concept i, and PR(rj) refers to the importance value of concept j. The term Nj is the 

number of outgoing links of the concept j, and d refers to the damping factor of the PageRank algorithm that is set to 0.85. 

 The simple idea for calculating the importance value using the PageRank algorithm is illustrated in Figure 3. For a part of the 

soybean ontology, when the importance value of the Fruit-Pods concept and Fruit Spots concept are computed, these values will be 

assigned to the FruitpodSymptom concept. Similarly, when the importance values of the FruitpodSymptom concept and the Diseased 

concept are calculated, these values will be assigned to the Symptom concept for determining the importance value of the Symptom 

concept. 

 

 
 

Figure 3 A part of soybean disease ontology graph 

 

 For the decision tree construction process, the concept importance value derived from the ontology is used as the importance value 

of each attribute for modifying the traditional Information Gain. For the ID3 algorithm, the attribute with the maximum Information 

Gain value is chosen to be a node of the decision tree, so there is a chance that an unimportant feature will be selected, leading to 

generating complicated classification rules. For the KDT, the importance value is applied to modify the Information Gained value, and 

the attribute with the highest modified Information Gain is selected as a node of the decision tree. As a result, there is a greater chance 

that the significant attribute with a low Information Gain value will be selected in the decision tree. The classification rules may be 

easy to understand, and the performance may increase. The modified Information Gain is defined in (5) 

 

𝑀𝐺𝑎𝑖𝑛(𝐴) = (𝐼𝑛𝑓𝑜(𝐷) − 𝐼𝑛𝑓𝑜𝐴(𝐷)) × 𝑃𝑅(𝑟𝐴)                                                                                                                                                   (5) 

 

where MGain(A) is the modified Information Gain value of attribute A, and PR(rA) is the importance value of attribute A. 

 The differences between our KDT and IADT [22] are the source of knowledge and the method of determining the attribute 

importance values. For the KDT, the knowledge in the ontology is applied to enhance the performance of the decision tree. This 

knowledge is used to determine the importance values using the PageRank algorithm. In contrast, experts would provide the knowledge 
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and the feature importance values for the IADT algorithm. Determining the importance values using an ontology is a convenient method 

since the ontology, which is an explicit knowledge in the domain, is published on the internet and available for reuse. 

 

3.4 Model evaluation 

 

To measure the performance of the KDT, an accuracy value, the standard measurement, is applied. The accuracy is defined as in (6) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
× 100                                                                                                                                                               (6) 

 

where TP (True positive)  is the number of positive samples that are assigned into the positive class, TN (True negative)  refers to the 

number of negative samples that are categorized into the negative class, FP (False positive) is the number of negative samples that are 

classified into the positive class, and FN (False negative) indicates the number of positive samples that are classified into the negative 

class. 

 

4. Results and discussion 

 

 The purpose of this section is to evaluate and validate the KDT algorithm performance. The KDT is utilized to construct the 

decision tree for each of the soybean, heart disease, dengue fever, and COVID-19 datasets. The experimental results are presented in 

the following sections. 

 

4.1 Performance evaluation 

 

 The objective of this experiment is to evaluate the performance of the classification model when the ontology is used to assist in 

decision tree construction. Having conducted data cleansing, as explained in Section 3.2, the Chi-square test and the point-biserial 

correlation were applied to evaluate the relationships between the attribute and the defined classes. A p-value of the test attribute higher 

than 0.05 would indicate that a relationship between this attribute and the defined classes does not exist and it should therefore be 

removed. After identifying the relationships between data, we removed unrelated attributes, leaving 31 attributes for the soybean 

dataset, 11 attributes for the heart disease dataset, and 11 attributes for the dengue fever dataset. For the COVID-19 dataset, the 

statistical results indicate that all attributes correlate with the target classes and, therefore, we kept all attributes of the COVID-19 for 

the next process.  

 

Table 1 The results of data preparation process 

 

Dataset Method for identifying data 

relationship 

Number of related 

attributes 

Number of remaining 

samples 

Number of classes 

Soybean Chi-square 31 562 15 

Heart disease Chi-square, 

point-biserial correlation 

11 297 2 

COVID-19 Chi-square 10 3,128 2 

Dengue fever Chi-square, 

point-biserial correlation 

11 1,286 2 

 

 The final process of data preparation in our study is handling imbalanced data. The SMOTE technique is employed to balance the 

soybean dataset, and the under-sampling technique is applied for the dengue fever dataset. The results of data preparation are presented 

in Table 1. 

 In this experiment, each dataset is randomly separated into training and testing data at a ratio of 70:30 and the experiment is 

conducted with 30 repetitions. The classification results of the KDT were compared to the traditional ID3 and the MIDT [14] for 

evaluating the effect of using the knowledge base in the decision tree construction. The classification accuracies of various datasets 

using the three algorithms, KDT, ID3, and MIDT, are presented in Figure 4. 

 The classification accuracy of the KDT is greater than the ID3 and the MIDT in all datasets. For the soybean dataset, the ID3 

achieved an average accuracy of 87.08%, while the average accuracy of the MIDT is 89.50%. When the KDT is applied, the average 

accuracy increased to 89.76%. For the heart disease dataset, there are quite different accuracies between each sample test set in all 

algorithms because this dataset is quite small. Therefore, when we randomly generate the training set, the useful information to allow 

the algorithm to learn the data pattern in the training set may not be adequate to derive satisfactory classification performance. However, 

The KDT obtains a better average accuracy at 77.37%, while the average accuracy of the ID3 is 73.78% and the MIDT is 73.59%. For 

the COVID-19 dataset, the KDT achieved the highest average accuracy at 88.30%, while the ID3 and the MIDT obtained the same 

average accuracy at 87.68%. For the dengue fever dataset, our approach is slightly better than the MIDT algorithm. The average 

accuracy increased by 0.21% to 88.82% when the KDT is applied.  

 As shown in Figure 4, the same pattern is shown in both results of the COVID-19 dataset and the dengue fever dataset. The accuracy 

of the KDT is similar in approach. As shown in Table 2, which presents the example of the attribute importance value of the studied 

ontologies, most of the attribute importance values derived from each ontology are similar. For the KDT, the decision tree nodes were 

selected based on the modified information gain, which is computed using equation (5). When the attribute importance values are 

similar, the rank of the attributes in the node selection process of the KDT may be identical to the rank of the attributes of the traditional 

decision tree. Therefore, both algorithms may select the same attribute to use as the nodes of the decision tree, indicating that the 

classification accuracy of the KDT is similar to the accuracy of the ID3. On the other hand, the KDT performed better than the other 

algorithms when classifying the soybean dataset. The attribute importance values derived from the soybean disease ontology are 

different, and these values can help change the rank of attribute for the node selection process. As a result, the appropriate attribute 

will be selected to construct the decision tree which improved the classification performance. 
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Figure 4 Classification accuracies of the KDT, the ID3, and the MIDT 

 

Table 2 The example of the attribute importance value derived from ontologies 

 

Soybean disease ontology Heart disease ontology COVID-19 ontology Dengue fever ontology 

Attribute 

(Concept) 

Importance 

value 

Attribute 

(Concept) 

Importance 

value 

Attribute 

(Concept) 

Importance 

value 

Attribute 

(Concept) 

Importance 

value 

leaves 1.12 Cp 0.38 Olfactory disorders 0.41 fever 0.28 

stem 0.98 sex 0.28 dyspnea 0.28 headache 0.21 

precip 0.73 Thal 0.28 cough 0.28 gender 0.18 

temp 0.68 Trestbps 0.21 gender 0.25 age 0.18 

seed 0.61 Age 0.15 sore throat 0.15 rash 0.15 

eafspots-halo 0.50 Restecg 0.15 fever 0.15 pruritus 0.15 

leafspots-marg 0.49 Thalach 0.15 headache 0.15 myalgia 0.15 

leafspot-size 0.49 Exang 0.15 taste disorders 0.15 arthralgia 0.15 

seed-size 0.45 Oldpeak 0.15 coryza 0.15 arthritis 0.15 

stem-cankers 0.45 Slope 0.15 health professional 0.15 conjunctivitis 0.15 

date 0.44 Ca 0.15     

... …       

shriveling 0.15       

S.D. 0.25 S.D. 0.08 S.D. 0.09 S.D. 0.04 

 
 Based on these results, we can conclude that using a knowledge-based model in the form of an ontology, to adjust the Information 

Gain value, can improve the decision tree performance. The structure and relationship between concepts can be used to determine the 

vital attributes that help to reduce the problem of selecting the unimportant attributes with multi-values as a node in the decision tree 

construction process, thus overcoming the decrease in classification performance experienced when the insignificant attribute is used. 

 

4.2 Uncertainty of using importance value 

 
 We also investigated the effect of ontology complexity on the classification result. The ComplexOnto [47], which is the ontology 

complexity metric, is applied to determine the complexity score of each ontology. The ComplexOnto is related to various metrics, 

including link density, link per concept, link richness, and cyclomatic complexity. The complexity of the ontologies used in the 

experiment is shown in Table 3, which illustrates that the link per concept value of the soybean disease ontology is much higher than 

other ontologies but its accuracy is not significantly different from the COVID-19 and Dengue fever datasets. Therefore, the complexity 

of the ontology is not directly correlated with the classification accuracy, as shown in Figure 4. 

 The more important factor that affects the decision tree performance is the importance value, which is directly related to the link 

per concept. This is because the link per concept represents the frequency of incoming and outgoing links, which are used by the 

PageRank to determine the importance value of an attribute. The high value of link per concept means that the concepts in an ontology 

have several links to other associated concepts. When using the PageRank, each concept will assign its importance value to other 

connected concepts resulting in almost all concepts obtaining the high importance value accumulated from several connected concepts.  
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 For the KDT, the importance values of the concepts related to the attributes in the dataset are used, as shown in Table 2. The 

importance values of related attributes in the Heart disease, the COVID-19, and the Dengue fever ontologies are not much different, 

measured by the standard deviation value (S.D.), which were 0.08 for the Heart disease ontology, 0.09 for the COVID-19 ontology, 

and 0.04 for the Dengue fever ontology. When the importance values are not different, the rank of candidate attributes for the node 

selection is also similar to the ID3. As a result, the decision rules derived from the decision tree structure generated by the KDT and 

the ID3 are similar and, thus, the accuracies of both approaches are comparable, which occurred in both of the COVID-19 and Dengue 

fever datasets, as shown in Figure 4. Therefore, we have concluded that the complexity of an ontology is not directly related to the 

classification performance of a decision tree. However, the link per concept is more important to the attribute importance values because 

they are used to find more appropriate information gain, the variable MGain in equation (5), than the traditional decision tree.  

 

Table 3 The complexity of various ontologies 

 

Ontology Link density Link per concept Link richness Cyclomatic 

complexity 

ComplexOnto 

score 

Soybean disease 30510-6 160410-4 134910-4 22.00 5.57 

Heart disease 0.710-6 610-4 510-4 413.00 103.25 

COVID-19 4.610-6 5310-4 4610-4 355.00 88.75 

Dengue fever 210-6 5010-4 4210-4 888.00 222.00 

 

Table 4 Number of decision rules derived from the decision tree of the KDT 

 

Ontology S.D. of Information Gain 

values of top 3 attributes 

Number of identical 

rules with rules of ID3 

Number of new rules 

discovered by the KDT 

Total 

rules 

Heart Disease 0.01 11 26 37 

COVID-19 0.05 136 20 156 

Dengue fever 0.13 60 18 78 

 

 We found that the Heart disease ontology, which has a low link per concept value and low S.D. of the importance value, obtained 

higher classification accuracy than the classical decision tree. This is because the information gain value of the attribute which achieves 

the first order in the attribute ranking is not different from those of other attributes in the same dataset. Therefore, when adjusting the 

Information Gain by multiplying it by an importance value (𝑃𝑅(𝑟𝐴)), as shown in equation (5), there is a chance that another attribute 

can become the first order in the attribute ranking. As a result, the KDT algorithm can generate many new decisions rules, as shown in 

Table 4. For example, the KDT algorithm can discover 26 new rules that are different from the ID3. These new rules can represent a 

new decision tree structure, which better classifies data than the ID3. This is because the attribute importance value can assist the node 

selection process to obtain the more appropriate split nodes for the decision tree, resulting in enhanced classification performance as 

shown in Figure 2. 

 

4.3 Effect of noise on knowledge-based decision tree 

 

 The purpose of this experiment was to examine the impact of noise on the KDT. We investigated the performance of our proposed 

approach on analyzing the dataset with different levels of noise in the training data. In our study, the class noise/label noise [48], which 

refers to the class of each instance being assigned incorrectly, was generated in the following manner. For the datasets with binary 

classes, the heart disease, the dengue fever, and the COVID-19 dataset, we switched a positive class to a negative class and a negative 

class to a positive class. For the soybean dataset, we replaced one class with another class that had a similar data distribution, to obtain 

the new training set with the same class distribution as the original training data. The percentage of data noise versus correct data used 

in this experiment is 0%, 10%, 20%, and 30%. Figure 5 presents the effect of noise on the accuracy of the three algorithms; the KDT, 

the ID3, and the MIDT. 

 

 
 
 

Figure 5 The effect of noises on the different algorithms 
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Figure 5 (continued) The effect of noises on the different algorithms 

 

 The experimental results showed that classification accuracy is affected by different amounts of noise in the datasets. When the 

percentage of noise data increases, the classification accuracy decreases. When using a dataset with noise for constructing the 

classification model, the algorithm will learn the fluctuation patterns and generate the model that fits those patterns. As a result, the 

classification performance will not be satisfied when this model is then applied to the unseen data. As shown in Figure 5(a) and Figure 

5(d), there is the same pattern in the accuracies of the soybean dataset and the dengue fever dataset. The accuracies of the KDT and the 

MIDT continuously decreased when more noise is added to the datasets. For the heart disease dataset (Figure 5-b) and the COVID-19 

dataset (Figure 5-c), the accuracies of the KDT dramatically decreased when adding 10% noise. However, these accuracies are still 

higher than other algorithms. The MIDT and the ID3 slightly outperformed the KDT when the data contain a noise value of about 20%. 

 As shown in Figure 5, the KDT is more sensitive to noise data than the ID3 and MIDT algorithms. The accuracy of the KDT 

decreased faster and is overtaken by the MIDT when the noise data is more than 20%. Since the Information Gain is computed, based 

on the observed data in the dataset, the obtained Information Gain may be inaccurate when more noise exists. The KDT used the 

attribute importance values to adjust the Information Gain, and thus, these importance values may not be good enough to obtain the 

better splitting value for generating the proper ranking of the attribute for the node selection process. Therefore, the accuracy of the 

KDT is insufficient when analyzing noisy data. However, the performance of KDT on analyzing noise-free data is superior to the ID3 

and the MIDT. Therefore, the data preparation phase is necessary for the KDT. If the noisy data is appropriately handled, the KDT can 

achieve superior classification to the state-of-the-art techniques. 

 

4.4 Comparison of knowledge-based decision tree and other classification algorithms 

 

 We compared our proposed approach to other well-known classification methods like k-Nearest Neighbor (k-NN) and Support 

Vector Machine (SVM) [49]. The classification algorithms were applied to the same datasets as in our previous experiments to evaluate 

their performance. The grid search technique [50], a method used to identify the optimal parameters of the algorithm to obtain the best 

performance, was applied to determine the best value of each related parameter for classification algorithms. To determine the proper 

depth for obtaining the best performance with KDT, the maximum tree depth was varied between 1 to the full depth of the decision 

tree. For achieving the best result from the k-NN, the parameter k was varied from 1 to 30. The two parameters of the SVM, kernel, 

and C, were also optimized; the set of kernel parameters used in this experiment consisted of ‘linear kernel,’ ‘polynomial kernel (poly),’ 

‘radial basis function (RBF),’ and ‘sigmoid kernel,’ and the set of parameter C was {0.1,1, 10, and 100}. The optimal parameters of 

each algorithm are presented in Table 5. 

 These optimal parameters were set for each algorithm to classify the studied datasets. The classification results are presented in 

Figure 6, which illustrates that our approach is superior to the k-NN algorithm in all datasets. To compare our approach to the SVM 

algorithm, the accuracies of the KDT were better than the SVM for the soybean datasets and the dengue fever dataset. Contrarily, the 

SVM achieved higher accuracy than our approach on classifying the heart disease dataset and the COVID-19 dataset. For the soybean 

dataset, the KDT achieved the highest accuracy at 90.69%. The accuracy of our approach is slightly better than the SVM; the accuracy 

improved by 0.88% to 90.18% when analyzing the dengue fever dataset with the KDT. For the heart disease dataset, the SVM achieved 

the highest accuracy at 84.7% and 89.03% for the COVID-19 dataset. This result indicates that the SVM performs well in many 

circumstances, such as analyzing the heart disease dataset, which is a small dataset. This is because the SVM classifies data using the 

support vector, which is the data point falling on either side of a hyperplane. The position and orientation of the hyperplane depend on 

this support-vector. As a result, the size of the training set does not impact the algorithm as long as the dataset consists of the support 

vector [51]. In contrast, the performance of the decision tree will be insufficient when analyzing a small sample size because of the 

lack of informative patterns for constructing the decision tree [52]. 

 

Table 5 The optimal parameters of various algorithms 

 

Dataset Tree depth (KDT) k (k-NN) Kernel (SVM) C (SVM) 

Soybean 6 2 RBF 10 

Heart disease 3 24 Linear 1 

COVID-19 9 3 RBF 100 

Dengue fever 5 3 Linear 1 
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Figure 6 The classification accuracy of the different algorithms 

 

 The results of this experiment showed that our approach, the KDT, could outperform the k-NN algorithm. For the soybean dataset, 

the SMOTE technique is applied to handle the imbalanced data problem. This method may generate noise which results in loss of 

classification performance [53]. However, the KDT uses the knowledge to assist the node selection process of the decision tree, so the 

KDT may be less affected by noise than the SVM, which is sensitive to noise and outliers [54]. Therefore, the accuracy of the KDT is 

superior to the SVM when analyzing the soybean dataset. Moreover, the classification accuracies of the KDT were lower than the SVM 

when analyzing both the heart disease dataset and the COVID-19 dataset. However, one advantage of the decision tree-based algorithm 

is that the result is easier to understand than the results of the SVM, which has been proved by Chaitra & Kumar [49]. As such, the 

performance and the interpretable result could be inverted, and the classification method should be carefully designed to achieve the 

work’s objective. 

 

4.5 Knowledge-based decision tree algorithm 

 

 This section provides the process to identify the importance value of each concept in the ontology and the process to construct the 

decision tree. The method for determining the concept importance value is shown as Algorithm 1, and the process of decision tree 

construction is shown as Algorithm 2. 

 For determining the concept importance value, an ontology is transformed into a directed graph model. The concept in the ontology 

is the vertex, and the relationships between concepts were the graph edge. The ontology graph is loaded to Algorithm 1 to determine 

the importance value of each concept using the PageRank technique.  

 For constructing the decision tree, the dataset, a target attribute, and the importance value of each concept were input into Algorithm 

2. The process of the KDT is similar to the process of the ID3 algorithm. The modified Information Gain of each attribute is computed, 

and the attribute with the highest modified information Gain is chosen as the decision tree node. Next, the dataset is split based on the 

attribute which yields the best modified Information Gain. The process repeats to generate further nodes until the stop condition is met. 

 

Algorithm 1 : Concept importance value identification 

 Input: Ontology graph (G) 

 Output:  Concept importance value (CI) 

1 Initial empty set for concept importance value {CI} 

2 d = 0.85 

3 N = number of concepts in G 

4 // Initial default importance value of each concept 

5 FOR each vertex ci where 𝐶𝑖 ∈ 𝐺  

6  PR(ci) = 1/N 

7 ENDFOR 

8 // Identify concept importance value 

9 REPEAT 

10  FOR each vertex ci where 𝐶𝑖 ∈ 𝐺 

11   sum = 0 

12   FOR each vertex cj that has outbound link to vertex ci 

13    sum = sum + ((1/ number of outbound links of cj)  PR(cj)) 

14   ENDFOR  

15   PR(ci) = d  sum + (1-d)  

16  ENDFOR 

17 UNTIL  importance value PR(ci) of all concept are not change 

18 Update {CI} with all PR(ci) 

19 RETURN {CI} 
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 For defining the time complexity of Algorithm 1, we determined the worst-case scenario for any input of size n. As shown in 

Algorithm 1, lines 1 to 3 are the simple statements that perform at once. The first FOR loop (lines 5 to 7) is executed n times, so the 

total number of times for lines 1 to 7 can be defined as in (7). 

 

𝑇1 = 3 + 𝑛                                                                                                                                                                                                                        (7) 

 

 As shown in Algorithm 1, the REPEAT loop will execute until the stopping condition is invoked, so we assume that it performs k 

times. The nested FOR loop, lines 10 to 16, will execute 𝑛 × (𝑛 + 2) times. Lines 18 and 19 are simple statements that perform at 

once. As a result, lines 9 to 19 will require time to run, as shown in (8) 

 

𝑇2 = 𝑘 × (𝑛 × (𝑛 + 2)) + 3 = 𝑘𝑛2 + 2𝑘𝑛 + 3                                                                                                                                                      (8) 

 

Therefore, the total time of Algorithm 1 is shown as (9). 

 

Algorithm 2 : Knowledge-based Decision Tree 

 Input: Dataset (D), Target attribute (𝑎𝑡𝑎𝑟𝑔𝑒𝑡), Attribute importance values (CI) 

 Output: Decision tree 

1 Initial empty set for decision tree = {} 

2 IF samples in D are all the same class  

3  Create leaf node that correspond to the most frequency class of D 

4 ENDIF 

5 FOR each attribute ai where 𝑎𝑖 ∈ 𝐷 and 𝑎𝑖 ≠ 𝑎𝑡𝑎𝑟𝑔𝑒𝑡  

6  //Compute modified information gain of attribute ai 

  // 𝑃𝑅(𝑎𝑖) ∈ 𝐶𝐼 

7  𝑀𝐺𝑎𝑖𝑛(𝑎𝑖) = (𝐼𝑛𝑓𝑜(𝐷) − 𝐼𝑛𝑓𝑜𝑎𝑗
(𝐷)) × 𝑃𝑅(𝑎𝑖) 

8 ENDFOR 

9 abest = Attribute that obtains the highest 𝑀𝐺𝑎𝑖𝑛(𝑎𝑖) 

10 Tree = Create a node of the decision tree based on attribute abest 

11 Dj = Create sub-dataset from D based on attribute abest 

12 FOR each attribute aj where 𝑎𝑖 ∈ 𝐷𝑗 and 𝑎𝑖 ≠ 𝑎𝑡𝑎𝑟𝑔𝑒𝑡 

13  //call recursive algorithm: Knowledge-based Decision Tree 

14  Treej = call algorithm Knowledge-based Decision Tree(Dj, atarget, CI) 

15  Attach Treej to the corresponding branch of tree 

16 ENDFOR 

17 RETURN Tree 

 

𝑇𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚1 = 𝑇1 + 𝑇2 = 𝑘𝑛2 + 2𝑘𝑛 + 𝑛 + 6                                                                                                                                                         (9) 

 

 Therefore, the complexity of Algorithm 1 is O(n2), where n2 is the highest order of growth of the function. Since the procedure of 

KDT is similar to the traditional decision tree algorithm, the time complexity of Algorithm 2 is O(mn log n), which is the complexity 

of the decision tree algorithm. Finally, the complexity of our algorithm is O(n2)+O(mn log n). The computation time is a limitation of 

our approach compared to the traditional decision tree algorithm. When the ontology consists of many concepts and relationships, the 

algorithm will take a long time to determine the attribute importance values and classify the data. Therefore, the data scientist should 

consider selecting between classification performance and time complexity for achieving the goal of each task. 

 

5. Conclusion 

 

 We propose an approach that utilizes an ontology to improve the decision tree construction process. Since the data quality usually 

impacts the decision tree performance, the Listwise Deletion technique is used to handle the missing data. Chi-square statistics and the 

point-biserial correlation are also applied to eliminate unrelated attributes out of the dataset. The SMOTE method and the under-

sampling are applied for balancing the studied dataset. This approach improves the dataset’s quality, resulting in faster model 

construction, generating a less complicated model, and achieving better classification accuracy. 

 The PageRank algorithm is applied to determine the concept importance value from the ontology. These values are used as the 

importance value of the relevant attribute to modify the traditional Information Gain for avoiding the multi-values bias problem in the 

node selection process. Therefore, there is more chance that the significant attribute with the low Information Gain value will be 

selected as a node in the decision tree. Consequently, the performance of the decision tree will improve. However, our approach’s main 

limitation is the quality of the ontology. When the knowledge in the ontology does not cover all essential aspects in the domain, the 

importance value derived from this ontology may be inaccurate. These values may lead to constructing a complicated decision tree. 

 For our future work, we will focus on improving the method of identifying the concept importance value by considering the type 

of relationship between concepts. In addition, further study of the pruning process will be undertaken to investigate the removal of 

insignificant sections of the decision tree that result in the overfitting problem. 
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8. Appendix 

 

Appendix A: A part of the heart disease ontology 

 

 

Cachexia 

 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 
is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 
is- a 

is- a 

is- a 

is- a 

is- a 

owl: Thing 

Shock 

'Cardiac asthma' 

Swelling 

Vomiting 

Confusion 

'Added heart sounds' 

'He art murmur' 

'Muscle weakness' 

'Hepatic congestion' 

Dyspnea 

Dizziness 

'Peripheral perfusion' 

'Systolic hypotension' 

'Liver edge moderate pulsatile' 

'Peripheral coolness' 

Signs_symptoms 

Causes_risk_factors 

Diagnostic_test_results 

Treatment 

Person_attribute 
'Jaw pain' 

'Abdominal pain' 

'Chest pain' 

'Arm pain' 

Disorientation 

Person 

'Waist circumference' 

'Supine hypotension' 

is- a 

is- a 
is- a 
is- a 

is- a 

'Breath holding' 

Fatigue 

Pain 

'Systolic murmurs' 
'Respiration intermittent' 

'Musculoskeletal pain' 

'Exertional angina' 

'Angina pectoris' 
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Appendix B: A part of COVID-19 ontology 

 

 

'General symptom' 

Hyperemia 

'Early symptom' 

'Dry cough' 

'Cardiac fibrillation' 

'Realizable entity' 

Leukocytosis 

'Low blood oxygen saturation' 

Vasculitis 

Thrombocytopenia 

Continuant 'Digestive system symptom' 

'Hemic and immune 

system symptom' 

'Specifically dependent 

continuant' 
Symptom' 

is- a 

'Respiratory system 

and chest symptom' 

is- a 

'Multiple organ failure' 

'Nervous system symptom' 

'Cardiovascular system symptom' 

'Head and neck symptom' 

'Feces and droppings symptom' 

Immune system symptom' 

'Sore throat' 

'Hemic system symptom' 

'Chest pain' 

Myalgia 

'Muscle pain' 

'Low blood pressure' 

Seizure 

Headache 

'Disturbances of sensation 

of smell and taste' 

'Sensation perception' 

Stroke 

Myocarditis 

'Heart failure' 

'Head symptom' 

Shock 

Hemorrhage 

Arrhythmia 

Expectorate 

'Some shortness of breath' 

Sputum 

Cough 

'Thickened alveolar septum' 

Hemoptysis 

Atrophy 

Inflammation 

'End-organ dysfunction' 

Chills 

Tachycardia 

Pain 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 
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Appendix C: A part of the dengue fever ontology 

 

 

 

Cramp 

Petechial 

Pruritus 

Rash 

'Abdominal symptom' 

'General symptom' 

'Win and integumentary 

tissue symptom' 

'Sensation perception' 

Hemorrhage 

Nausea 

Conjunctivitis 

Arthritis 

'Nutrition, metabolism, and 

development symptom' 

Vomiting 

Tremor 

Chills 

Inflammation 

'Multiple organ failure' 

Anorexia 

Ascites 

Hallucination 

'Pleural effusion' 

Convulsion 

Fever 

'Hemic system symptom' 

Shock 

Dehydration 

Immune_system_symptom 

Condition 

'Condition of 

dengue virus' 

'Condition of 

dengue vector' 
'Realizable 

entity' 

is- a 

Continuant 
'Dependent 

continuant' 

'Nervous system symptom' 

'Neurological and 

physiological symptom' 

'Hemic and immune 

system symptom' 

'Digestive system symptom' 

Other symptom 

Sweaty 

'Cardiovascular system symptom' 

Dormancy 

Diapause 

Symptom 
'Condition of 

human host' 

is- a 

is- a 

'Specifically 

dependent 

continuant' 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 
is- a 

is- a 

is- a 

is- a 
is- a 

is- a 

is- a 
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Appendix D: A part of the soybean disease ontology 
 

 

Brown color 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

Yellow color 

Dark brown color 

Black color 

Other colored 

Fruiting_bodies 

Leaf_mild 

Leaf_shread 

Leaf_malf 

Leafspots_marg 

is- a 

is- a 

Stem_cankers 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

Shriveling 

Sclerotia 

External_decay 

Seed_size 

Mycelium 

Int_discolor 

Rotted root 

Gall cysts root 

Leafspots_halo 

is- a 

is- a 

Lodging 

Cultural practice 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

Seed_discolor 

Mold_growth 

Canker lesion 

Fruit_spots 

Fruit_pods 

Precip 

Temp 

Winds 

Soil_temp 

Color 

is- a 

Symptom 

Plant_parts 

Cause of disease 

Abnormality 

owl: Thing 

Bacteria disease 

Fungal disease 

Meteological condition 

Disease 

Leafspot_size 

Soil_water_content 

Date 

Crop_hist 

Plant_reproductive_organs 

Plant_vegetative_organs 

Fungal 

Virus 

Bacteria 

Virus disease 

Environmental condition 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 
is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 

is- a 


