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Abstract 

 

Use of ensemble convolutional neural networks (CNNs) has become a more robust strategy to improve image classification 

performance. However, the success of the ensemble method depends on appropriately selecting the optimal weighted parameters. This 

paper aims to automatically optimize the weighted parameters using the differential evolution (DE) algorithm. The DE algorithm is 

applied to the weighted parameters and then assigning the optimal weighted to the ensemble method and stacked ensemble method. 

For the ensemble method, the weighted average ensemble method is applied. For the stacked ensemble method, we use the support 

vector machine for the second-level classifier. In the experiments, firstly, we experimented with discovering the baseline CNN models 

and found the best models on the pornographic image dataset were NASNetLarge with an accuracy of 93.63%. Additionally, three 

CNN models, including EfficientNetB1, InceptionResNetV2, and MobileNetV2, also obtained an accuracy above 92%. Secondly, we 

generated two ensemble CNN frameworks; the ensemble learning method, called Ensemble-CNN and the stacked ensemble learning 

method, called StackedEnsemble-CNN. In the framework, we optimized the weighted parameter using the DE algorithm with six 

mutation strategies containing rand/1, rand/2, best/1, best/2, current to best/1, and random to best/1. Therefore, the optimal weighted 

was given to classify using ensemble and stacked ensemble methods. The result showed that the Ensemble-3CNN and 

StackedEnsemble-3CNN, when optimized using the best/2 mutation strategy, surpassed other mutation strategies with an accuracy of 

96.83%. The results indicated that we could create the learning method framework with only 3 CNN models, including NASNetLarge, 

EfficientNetB1, and InceptionResNetV2. 

 

Keywords: Pornographic image classification, Differential evolution algorithm, Mutation strategy, Convolutional neural networks, 

Ensemble convolutional neural networks, Stacked ensemble learning method, Ensemble learning method 

 

 
1. Introduction 

 

 Image classification is an essential visual recognition process applied to many image recognition domains such as medical imaging, 

remote sensing, and pavement distress [1-4]. Beforehand, many complicated processes must be managed in the image classification 

system, such as preprocessing, feature extraction, and classification [1].  

 The convolutional neural networks (CNNs) architecture [5] was proposed to address the complicated processes of handwritten zip 

code recognition. The CNN architecture combined all the complex processes into the architecture. In the first part of the CNNs, the 

convolution layers are used to extract the spatial feature, called the deep feature method, by computing a convolution between a kernel 

and an input image. In the second part, the fully connected layers, also known as the neural network, are the classification task used to 

train the network and give the final probabilities for each image. In 2012, Krizhevsky et al. [6] proposed deep CNN, namely AlexNet 

architecture, to challenge the ImageNet classification task. Currently, CNNs have become more popular and widely used in image 

recognition, even detection and segmentation tasks. Many effective CNN architectures were proposed, such as MobileNets [7], 

DenseNet [8], and EfficeintNet [9]. 

 To increasing the CNNs performance, an ensemble learning method was proposed, called ensemble CNN [4, 10, 11]. The ensemble 

CNN idea is to create parallel CNN models, which combined one or more CNN models, to learn from the training set and compute 

output probabilities. Subsequently, the output probabilities of each CNN model are then applied to the ensemble method as the input 

vector. The ensemble learning method is computed by various techniques, including majority vote, unweighted average, and weighted 

average techniques [4]. 

 Furthermore, the second-level learning algorithm, the extended version of the ensemble method, was proposed, called the stacked 

ensemble learning method or meta-learning [12]. It was applied and improved the accuracy performance in many applications, such as 

surface electromyography (sEMG) of hand movements [13] and diagnosis of COVID-19 disease. 
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 According to the optimization of a weighted parameter, the differential evolution algorithm, a simple and effective optimization 

algorithm, is applied in many domains, such as feature selection, designing CNN architecture, optimizing weighted parameters            

[14-16]. 

 Contribution of this research. This research mainly focuses on optimizing weighted parameters using the differential evolution 

(DE) algorithm for enhancing the accuracy and performance of pornographic image classification. The contributions are shown as 

follows: 

 1. We hypothesized that the ensemble CNNs would demonstrate a more robust performance with the pornographic classification 

system. In order to achieve the hypothesis, we proposed two ensemble CNN methods, including Ensemble-CNN and StackedEnsemble-

CNN. These two ensemble methods were generated by combining the state-of-the-art CNN models, including MobileNetV2, 

InceptionResNetV2, EfficientNetB1, and NASNetLarge. For the Ensemble-CNN method, the unweighted average method was 

proposed, then the maximum probability was selected as the final prediction. For the StackedEnsemble-CNN method, we considered 

the support vector machine (SVM) with the radial basis function (RBF) kernel, the second-level classifier, to create the second model 

from the output probabilities of the CNN models. The final prediction was classified by the SVM algorithm. 

 2. For the Ensemble CNN methods, usually, the unweighted average method was proposed. In this paper, therefore, we examined 

the weighted average method using the differential evolution (DE) algorithm to optimize the weighted parameters of the CNNs 

automatically. As for the DE algorithm, to achieve the optimal weighted parameters, we evaluated six mutation strategies consisting 

of rand/1, rand/2, best/1, best/2, current to best/1, and random to best/1. 

 This paper is organized in the following way. The literature review is described in Section 2. Section 3 describes the proposed 

ensemble convolutional neural network. Section 4 presents the experimental setup, experimental results, and discussion. The conclusion 

and future work are presented in Section 5. 

 

2. Literature review 

 

 In this section, we survey various techniques that have been proposed for image classification systems and relevant for the proposed 

method. 
 

2.1 Ensemble convolutional neural networks (CNNs) 

 

 Wu et al. [10] applied an ensemble CNN for automatic classification of phonocardiograms. First, a Savitzky-Golay filter was 

proposed to denoise the heart sound and transformed to the frequency domain using a Fourier transform. Second, three feature 

extraction, including spectrogram, Mel spectrogram, and MFCC, were used as the input of each CNN model, called the VGGNet. 

Third, the output of the VGGNet models was sent to predict using the majority voting method.  

 Vasan et al. [11] proposed ensemble CNNs to classify image-based malware, called the IMCEC method. The Malimg dataset used 

in the experiment belonged to 25 different malware categories. In their method, the CNN models; VGG16 and ResNet50 were proposed 

to extract the deep feature and classification task. Consequently, the deep feature was given to the support vector machine (SVM) to 

classify. Also, the posterior probabilities from the previous step were then classified using the average ensemble method. Hence, the 

IMCEC method obtained more than 98% accuracy on the Malimg dataset. 

 Han et al. [4] proposed the ChexRadiNet algorithm, a light-weight deep CNN network, to classify chest X-Ray images of 14 chest 

diseases. For the ChexRadiNet algorithm, the ResNet-18 and ResNet-50 with the triplet mechanism were used. The set of feature maps 

were used as the output of this network. Moreover, the class activation mappings (CAMs) were then applied to generate the heatmaps 

that localize at the most indicative area. 

 

2.2 Stacked ensemble learning method 

 

 Stacked ensemble learning is the method of enhancing the learning performance of a learning algorithm (namely second-level 

learning algorithm) over multiple learning (namely first-level learning algorithm), called learning to learn [12, 13, 17]. We can also 

call it the meta-learning method. 

 Shen et al. [13] proposed stacked ensemble learning to classify multi-channel surface electromyography (sEMG) hand movements. 

In their approach, the input data to the first-level classifiers, included time-domain data, frequency-domain data, and time-frequency-

domain data. The CNN architectures were applied as the primary classifier. Further, the output data of three CNN models were 

concatenated and predicted using linear discriminant analysis, long short-term memory-CNN, support vector machine, and random 

forest. The stacked ensemble learning method obtained the best performance. 

 Gour and Jain [17] invented the stacked CNNs algorithm for the diagnosis of COVID-19 disease from chest X-ray images. In the 

first-level algorithm, the X-ray images were trained from the VGG16 and CovNet30 networks. The output of the CNNs was assigned 

as the input to the second-level algorithm. In the second-level algorithm, the output of CNNs was trained using a logistic regression 

algorithm and predicted as normal, pneumonia, or COVID-19 categories. 

 

2.3 Differential evolution (DE) algorithm 

 

 Many researchers have recently employed evolutionary algorithms in feature selection, dimensionality reduction, classification, 

and unsupervised image classification tasks [18]. The DE algorithm has also been effectively applied to a continuous optimization 

problem suitable for discovering the weighted parameter of the ensemble CNNs. Wang et al. [19]  proposed a hybrid DE approach with 

a new crossover operator to create deep CNNs. In their method, the DE was proposed to optimize the hyper parameters as follows; 

filter size, number of feature maps, stride size, and number of neurons at the fully connected layer.  

 Zhang et al. [14] proposed a DE algorithm for the weighted voting ensemble method to optimize the weighted parameter. First, 

five classifiers were selected as base models, including K-nearest neighbor, Naïve Bayes, C4.5, Bayesian networks, and ZeroR. Second, 

the weight outputs from five classifiers were then computed using the DE algorithm. Finally, the ensemble method with weighted 

voting was used to predict the output. 

 Furthermore, Dixit et al. [16] proposed to use the DE algorithm for feature selection and experimented on 25 benchmark datasets 

from the UCI repository. In their method, the mutation strategy with rand/2 was invented to control parameters. The optimal features 
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that were selected using the DE algorithm were given to the SVM and Naïve Bayes for the classification process. Therefore, the 

experiments showed that using the DE algorithm as the feature selection improved the efficiency of the classification. 

 

3. Ensemble convolutional neural network framework 

 

 This section describes the proposed ensemble convolutional neural network (CNN) framework to enhance the pornographic image 

classification performance, as shown in Figure 1. The proposed framework is divided into two main approaches; 1) Ensemble-CNN 

method (see Figure 1a) and 2) Stacked Ensemble-CNN method (see Figure 1b). Moreover, we include the differential evolution 

algorithm with six mutation strategies that aim to optimize the weighted parameters into both frameworks. 

 

 
                                                                          (a)                                                          (b) 

 

Figure 1 Illustration of the ensemble convolutional neural network architectures using differential evolution algorithms with mutation 

strategy. (a) Ensemble-CNN method and (b) Stacked Ensemble-CNN method. 

 

 In Figure 1a, we first propose different CNN models (𝐶𝑁𝑁1, . . . , 𝐶𝑁𝑁𝑛; where n is the number of CNN models) to learn the 

pornographic image dataset. The output probabilities of the CNN models are computed using the softmax function [20]. In ensemble 

CNN, obtaining the optimal weighted parameters might be the main concern. We therefore propose using the DE algorithm to address 

the continuous number of the weighted parameters. Second, the weighted parameters (𝑤1, . . . , 𝑤𝑛) are automatically calculated using 

the differential evolution (DE) algorithm with different mutation strategies. Finally, for the ensemble method, we compute the output 

probabilities and optimal weighted parameters. The highest probability is decided as a final output(𝑦). The differential evolution 

algorithm and ensemble learning method are described in Section 3.1 and Section 3.2. 

 Figure 1b describes the StackedEnsemble-CNN method. We apply the DE algorithms into this framework as well. Subsequently, 

the new optimal weighted parameters (𝛥𝑤1, . . . , 𝛥𝑤𝑛)  are then calculated with the output probabilities of the CNN models and used 

as the training data. Furthermore, the support vector machine (SVM) [21] is proposed to train the data and create the second model. 

Also, the final decision is performed in this step. We will describe the stacked ensemble learning method in Section 3.3. 

 

3.1 Differential evolution algorithm 

 

 Storn and Price [22] invented the heuristic algorithm to minimize continuous space functions and proved that it effectively finds 

an optimal solution for global optimization [14, 15], called the differential evolution (DE) algorithm. The DE algorithm contains four 

main operations; population initialization, mutation, crossover, and selection [14, 23]. The pseudocode of the DE algorithm is shown 

in Algorithm 1. 

 

Algorithm 1 The differential evolution algorithm. 

 

INPUT: The DE parameters: mutation factor (𝐹), crossover rate (𝐶𝑅), and population (𝑁) 

     Population initialization: 𝑋𝐺 = {𝑥1,𝐺 , 𝑥2,𝐺 , . . . , 𝑥𝑁,𝐺} 
     Generation iteration: 𝐺 = 0 

WHILE the stopping condition is not satisfied  

 FOR 𝑖 = 1, . . . , 𝑁 

  Select random indexer: 𝑟1, 𝑟2, 𝑟3, 𝑟4 

  𝑉𝑖,𝐺 = 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑀𝑢𝑡𝑎𝑛𝑡(𝑋𝐺) 

  𝑢𝑖 = 𝐶𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟(𝑥𝐺 , 𝑉𝑖,𝐺) 

  IF 𝑓(𝑢𝑖) < 𝑓(𝑥𝐺) THEN 

   𝑥𝑖(𝐺 + 1) = 𝑢𝑖  

  ELSE  

   𝑥𝑖,𝐺+1 = 𝑥𝐺  

 END FOR 

 Update generation iterator: 𝐺 = 𝐺 + 1 

END WHILE 

OUTPUT: The optimal weighted parameters (𝑤1,𝑤2,. . . , 𝑤𝑛) 
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3.1.1 Population initialization 

 

 Initialization of the candidate number of populations is the first step of the DE algorithm. Let 𝑥𝑖,𝐺 , where 𝑖 = 1,2, . . . , 𝑁, 𝑖 is the 

index solution of the population at generation (𝐺), and 𝑁 represents the size of the population [14, 16]. We defined the population 

number as 30. Then, we have sufficient agents in the search-space. The solution vectors can be defined as follows; 

 

𝑥𝑖 = 𝑟𝑎𝑛𝑑𝑖(0,1) ⋅ (𝑥𝑖
𝑚𝑎𝑥 − 𝑥𝑖

𝑚𝑖𝑛) + 𝑥𝑖
𝑚𝑖𝑛           (1) 

 

where 𝑥𝑚𝑎𝑥 and 𝑥𝑚𝑖𝑛 are boundary of the parameters, 𝑟𝑎𝑛𝑑𝑖(0,1) is an integer random number (0,1). 

 

3.1.2 Mutation 

 

 Mutation operation is a benchmark strategy for evaluating the performance of the DE algorithms [16]. The mutant vector 𝑉𝑖,𝐺  is 

generated using the mutation strategy and 𝑋𝑖,𝐺  is a target vector in the current generation [14]. The benchmark mutation strategies are 

defined by the following equations; 

 

DE/rand/1: 𝑉𝑖,𝐺 = 𝑋𝑟1,𝐺 + 𝐹 × (𝑋𝑟2,𝐺 − 𝑋𝑟3,𝐺)          (2) 

 

DE/rand/2:  𝑉𝑖,𝐺 = 𝑋𝑟1,𝐺 + 𝐹 × (𝑋𝑟2,𝐺 − 𝑋𝑟3,𝐺) + 𝐹 × (𝑋𝑟4,𝐺 − 𝑋𝑟5,𝐺)       (3) 

 

DE/best/1: 𝑉𝑖,𝐺 = 𝑋𝑏𝑒𝑠𝑡,𝐺 + 𝐹 × (𝑋𝑟1,𝐺 − 𝑋𝑟2,𝐺)          (4) 

 

DE/best/2:𝑉𝑖,𝐺 = 𝑋𝑏𝑒𝑠𝑡,𝐺 + 𝐹 × (𝑋𝑟1,𝐺 − 𝑋𝑟2,𝐺) + 𝐹 × (𝑋𝑟3,𝐺 − 𝑋𝑟4,𝐺)       (5) 

 

DE/current to best/1: 𝑉𝑖,𝐺 = 𝑋𝑖,𝐺 + 𝐹 × (𝑋𝑏𝑒𝑠𝑡,𝐺 − 𝑋𝑖,𝐺) + 𝐹 × (𝑋𝑟1,𝐺 − 𝑋𝑟2,𝐺)       (6) 

 

DE/random to best/1:𝑉𝑖,𝐺 = 𝑋𝑟1,𝐺 + 𝐹 × (𝑋𝑏𝑒𝑠𝑡,𝐺 − 𝑋𝑟1,𝐺) + 𝐹 × (𝑋𝑟2,𝐺 − 𝑋𝑟3,𝐺)      (7) 

 

where 𝑟1,𝑟2,. . . , 𝑟5 are the mutual integers that random within the range 1,2, . . . , 𝑁. 𝐹 is a mutation scaling factor, and  𝑋𝑏𝑒𝑠𝑡,𝐺  is the 

vector with the best fitness in generation 𝐺. In these experiments, we defined the scaling factor as 0.5. 

 

3.1.3 Crossover 

 

 The crossover operation is calculated as a new vector, called a trial vector 𝑢𝑖,𝐺 , it performs between the target vector 𝑋𝑖,𝐺  and 

mutant vector 𝑉𝑖,𝐺  using a crossover probability. The crossover operation is given as follows;  

 

𝑢𝑖,𝐺(𝑗) = {
𝑣𝑖,𝐺(𝑗), 𝑖𝑓𝑟𝑎𝑛𝑑𝑖,𝑗(0,1) ≤ 𝐶𝑅 ∨ 𝑗 = 𝑗𝑟𝑎𝑛𝑑

𝑋𝑖,𝐺(𝑗), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
         (8) 

 

where 𝐶𝑅 is a crossover probability and the 𝐶𝑅 value is between 0, 1. In our experiments, we employed a crossover probability as 0.7. 

 

3.1.4 Selection 

 

 The selection operation is then compared the trial individual vector 𝑢𝑖,𝐺  to the target vector 𝑋𝑖,𝐺   and measured according to the 

fitness value. The best optimized is selected for the next generation. The selection operation is defined as follows;  

 

𝑋𝑖,𝐺+1 = {
𝑢𝑖,𝐺 , 𝑖𝑓𝑓(𝑢𝑖,𝐺) ≤ 𝑓(𝑋𝑖,𝐺)

𝑋𝑖,𝐺 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
           (9) 

 

where 𝑓( ) is the objective function to be optimized. 

 The mutation, crossover, and selection operations are reproduced until the termination condition is satisfied. 

 

3.2 Ensemble learning method 

 

 In this approach, the weighted average method [24] is proposed as the ensemble learning method. First, the softmax function [15] 

is proposed to represent the output probability. The equation of the softmax function can be computed as; 

 

𝜎(𝑤𝑖⃗⃗⃗⃗ ) =
𝑒𝑤𝑖

∑ 𝑒
𝑧𝑗𝑘

𝑗=1

, 𝑖 = 1,2, . . . , 𝑁                        (10) 

 

where 𝜎(𝑤𝑖⃗⃗⃗⃗ ) is the output probability that belongs to the class 𝑘 in the multi-class classifier, 𝑧𝑖⃗⃗   is input vector, 𝑒 is standard exponential 

function, and  𝑖 is input values of the softmax layer.  

 Second, the output probabilities of CNN models are computed with a different weighting that is optimized using the differential 

evolution algorithm. Each ensemble member provides the output probabilities depending on the optimized weight [25] and uses them 

as the final prediction. The weighted average method can be defined as follows; 

 

𝑦�̂� =
1

𝑛
∑ 𝛼𝑗

𝑛
𝑗=1 𝜎(�⃗⃗� )𝑗                          (11) 
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where 𝑦�̂� is the output of the ensemble method, 𝜎(�⃗⃗� )𝑗  is the output probabilities of the model (𝑗), n is the number of ensemble models, 

𝛼 is an optimized weight that computed using differential evolution algorithm.  

 Finally, the largest element in 𝑦�̂� is considered by applying the argmax function [26].  

 

3.3 Stacked ensemble learning method 

 

 A stacked ensemble learning method is an alternative approach to the ensemble learning method [27]. The outputs of the first-level 

classifiers (i.e., output probability and the feature vector of the CNN models) are used as the input data of the second-level classifier 

[28]. In our experiments, we considered the differential evolution algorithm to optimize the output probability (𝑤1, . . . , 𝑤𝑛). The new 

weighted parameters (𝛥𝑤1, . . . , 𝛥𝑤𝑛) were then concatenated and assigned to the second-level classifier. For the second-level classifier, 

the SVM classifier [21] was examined. The SVM algorithm was first proposed to address the problem of binary classification. The 

optimal hyperplane that separates the two classes of training points with the maximum distance between two-class was selected. The 

training points on the maximum-margin of the hyperplane are called the support vectors. The SVM equation is given as follows; 

 

𝑔(𝑥) = 𝑤𝑇𝑥 + 𝑏                          (12) 

 

where 𝑤 is the weight vector of the linear SVM and 𝑏 is the bias value. The SVM output is the binary label of pattern 𝑥, 𝑦𝑖 ∈ {1, −1}. 
The SVM output is equal or larger than the target output if the output is 1 and the SVM output is equal or lower than -1 if the output is 

-1. As a result, the optimal hyperplane obtains the maximum distance to the closest positives 𝑤𝑇𝑥 + 𝑏 = +1 and negatives 𝑤𝑇𝑥 + 𝑏 =
−1. 

 For the non-linear similarity function, in this paper, we selected the radial basis function (RBF) kernel, which allows for obtaining 

more robust performance [29]. The formula to calculate the RBF kernel is defined by the following equation; 

 

𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑒𝑥𝑝 (−𝛾‖𝑥𝑖 − 𝑥𝑗‖
2
)                        (13) 

 

where 𝐾 stands for the RBF kernel, 𝑥𝑖 and 𝑥𝑗 are input patterns of two-sample data, γ is a kernel parameter that determines the width 

of the kernel when 𝛾 > 0. The γ parameter requires to be adjusted on a validation set. 

 

4. Experimental results and discussion  

 

4.1 Experimental setup 

 

 In order to evaluate the performance of the ensemble convolutional neural networks, we examined pornographic image 

classification experiments using the TI-UNRAM pornographic image dataset. 

 The TI-UNRAM dataset was introducted by Wijaya et al. [30]. This dataset contains 1,400 images of two categories; non-

pornographic (715 images) and pornographic images (685 images). This dataset entirely comprised images collected from the Internet. 

The pornographic images comprise diverse image characters, for example, sexual activity, naked, topless, nude, and sexual art. 

Consequently, non-pornographic images contain portraits, cartoons, underwear, scene, and men topless. 

 For the experiment, we provided a fair comparison using the same size of the training set and test set as Wijaya et al. [30]. The TI-

UNRAM dataset was divided into training (50%) and test set (50%). It contained 700 images for each set. Additionally, the training 

set was separated by 90% for training (630 images) and 10% for validation (70 images). We trained the CNN model with only 100 

epochs to avoid overfitting. The CNN architectures applied in the experiments were implemented using Keras API based on the 

Tensorflow framework. The specification of the hardware and software used in the experiments are given in Table 1. 

 

Table 1 Hardware and software specifications were used in these experiments 

 

Hardware Software 

Processor: Intel(R) Core(TM) i5-7400 @ 3.00 GHz Operating System: Ubuntu 18.04.3 LTS 

Memory: RAM 32GB DDR4, Speed 2667 MHz Language: Python 3.6 

Graphics Processing Unit: GeForce GTX 1080Ti 11GB GDDR5x Deep Learning Framework: Tensorflow 

Deep Learning API: Keras 

 

Table 2 Configurations of convolutional neural network architectures 

 

Architecture Input size Batch size Optimization 

MobileNetV2 224x224 16 SGD 

InceptionResNetV2 224x224 8 SGD 

NASNetLarge 331x331 8 SGD 

EfficientNetB1 331x331 8 SGD 

 

 Table 2 presented the configurations of the CNN architectures. The size of the input layer in CNN architectures was set depending 

on each CNN architecture and the output layer was set as two units. We decided to train the CNN models using the stochastic gradient 

descent (SGD) optimization algorithm. The hyper-parameters of the CNNs were set as follows; learning rate = 0.01, momentum = 0.9, 

weight decay = 0.01, and training with 100 epochs. In the experiment, the learning rate schedule strategy was employed as follows; 

 

𝛥𝛼 =
𝛼

1+𝜆∗𝑖
                          (14) 

 

where 𝛥𝛼 is updated learning rate, α is initial learning rate, λ is weight decay, and 𝑖 is the number of training epochs. 
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4.2 Performance comparison of different CNN architectures 

 

 In this experiment, four pre-trained state-of-the-art CNN models, including MobileNetV2, InceptionResNetV2, NASNetLarge, and 

EfficientNetB1, were proposed according to discover the base CNN models. We evaluated the CNN models on the TI-UNRAM 

pornographic image dataset. For the statistical test, the validity was evaluated on the test set. The evaluation metric used in the 

experiment, include average accuracy (%) and standard deviation. The experimental results are presented in Table 3 

 

Table 3 Experimental results for different convolutional neural network architectures. All the results were reported in terms of average 

accuracy, standard deviation, and training time. 

 

CNN architectures Accuracy Training time (hh:mm:ss) 

MobileNetV2 92.98±0.82 00:13:42 

InceptionResNetV2 94.29±1.69 00:32:07 

EfficientNetB1 96.17±0.18 00:25:21 

NASNetLarge 96.36±0.07 01:34:40 

 

 From Table 3, the experimental results of comparing different CNN architectures showed that all CNN models provided an 

accuracy above 92%, which was higher than in previous studies [30, 31]. The highest accuracies of 96.36% and 96.17% were obtained 

from the NASNetLarge and EfficientNetB1. The confusion matrix of the NASNetLarge model is shown in Figure 2a. However, when 

considering the computation time, the EfficientNetB1 model (25 mins) required 3.76 times fewer computation times than the 

NASNetLarge model (1h:34min). Figure 2 presents models of MobileNetV2, InceptionResNetV2, EfficientNetB1, and NASNetLarge. 

 Our results indicate that the best baseline CNN model is NASNetLarge and EfficientNetB1, which can be offered to solve the 

pornographic image classification problem. In the next experiments, we have evaluated the ensemble CNN which is based on four 

CNN models. 

 

 
 

Figure 2 Illustration the CNN training and validation accuracy model of (a) mobileNetV2, (b) inceptionResNetV2, (c) efficientNetB1, 

and (d) NASNetLarge. 

 

4.3 Experimental results between ensemble CNN and stacked ensemble CNN 

 

 In these experiments, we investigated the multiple CNN models, called ensemble CNNs, to enhance the accuracy of the 

pornographic classification. We evaluated two ensemble CNN architectures; ensemble learning (Ensemble-CNN) and stacked 

ensemble learning (stackedEnsemble-CNN). The results are showed in Table 4. 
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Table 4 Experimental results between ensemble CNNs and stacked ensemble CNNs. 

 

Methods Architectures Accuracy Testing time (second) 

Ensemble-2CNN MobileNetV2 

NASNetLarge 

96.74±0.08 0.001s 

Ensemble-3CNN MobileNetV2 

EfficientNetB1 

NASNetLarge 

96.76±0.08 0.001s 

Ensemble-4CNN All CNN Models 96.62±0.42 0.001s 

StackedEnsemble-2CNN InceptionResNetV2 

EfficientNetB1 

96.76±0.11 0.44s 

StackedEnsemble-3CNN MobileNetV2 

EfficientNetB1 

NASNetLarge 

96.76±0.18 0.52s 

StackedEnsemble-4CNN All CNN Models 96.67±0.29 0.58s 

 

 Table 4 reported that the Ensemble-3CNN (including MobileNetV2, EfficientNetB1, and NASNetLarge) obtained an accuracy of 

96.76% and surpassed Ensemble-2CNN (MobileNetV2 and NASNetLarge) with only 0.02%. As a result, both Ensemble-CNN and 

StackedEnsemble-CNN performed an accuracy above 96%. However, when we compared the testing time, the Stacked Ensemble-

CNN required more testing time because it spent more exceeding time (approximately 50 seconds) on the second-level classifier. While 

the Ensemble-CNN, which used the unweighted average method, spent only 0.001 seconds. From this experiment, we concluded that 

the Ensemble-2CNN method could be decreased the training time and the accuracy also above 96%. Further, we recommend applying 

the Ensemble-2CNN to address the problem of pornographic image classification.  

 As shown in Table 4, we then use the DE algorithm to optimize the weighted parameters using various mutation strategies. The 

detail of these experiments is shown as follows. 

 

4.4 Comparison of the differential evolution algorithm using different mutation strategies 

 

 This study aimed to use the differential evolution (DE) algorithm, which is the optimization algorithm to optimize the weighted 

parameter. Further, we multiplied the weighted parameter (which was provided from the DE algorithm) with the output probabilities 

(obtained from the CNN models), called the weighted average ensemble method. The maximum output probabilities were selected and 

used as the final prediction. To perform the accuracy of the DE algorithm, we compared six mutation strategies; rand/1, rand/2, best/1, 

best/2, current to best/1, and random to best/1. To prove that the DE algorithm could enhance the accuracy performance of the image 

classification, we evaluated the DE algorithm on two main methods, including Ensemble-CNN and StackedEnsemble-CNN. For the 

StackedEnsemble-CNN, we examined the SVM classifier with the radial basis function (RBF) kernel to train the optimal output 

probabilities of the CNN models. The RBF kernel parameters were defined as; regularization term (𝐶) = 1 and gamma (γ) = 0.001. The 

results of the DE with different mutation strategies applied to the Ensemble CNN methods are shown in Table 5. 

 

Table 5 Experimental results (average accuracy and computation time) of the differential evolution algorithm with various mutation 

strategies. 

 

Methods Mutation Strategies / Testing Time (second) 

rand/1 rand/2 best/1 best/2 current to 

best/1 

random to 

best/1 

Ensemble-3CNN 96.69±0.15 

1.13s 

96.83±0.30 

1.27s 

96.74±0.11 

0.72s 

96.83±0.25 

1.33s 

96.67±0.07 

1.09s 

96.69±0.21 

0.79s 

Ensemble-4CNN 96.52±0.04 

2.07s 

96.69±0.18 

2.27s 

96.71±0.19 

1.63s 

96.67±0.11 

2.21s 

96.67±0.04 

1.46s 

96.74±0.15 

1.59s 

StackedEnsemble-3CNN 96.52±0.61 

118.36s 

96.62±0.39 

171.23s 

96.55±0.48 

71.03s 

96.83±0.25 

117.62s 

96.57±0.40 

82.71s 

96.43±0.62 

145.68s 

StackedEnsemble-4CNN 96.67±0.32 

166.14s 

96.74±0.46 

230.71s 

96.83±0.29 

197.84s 

96.62±0.58 

159.32s 

96.62±0.53 

111.22s 

96.74±0.53 

116.34s 

 

 The experimental results in Table 5 showed that the differential evolution algorithm using the best/2 mutation strategy, called 

DE/best/2, increased the accuracy performance of the Ensemble-CNN and StackedEnsemble-CNN methods on the TI-UNRAM 

pornographic image dataset. When optimizing the weighted parameters using with DE/best/2 algorithm, the Ensemble-3CNN and 

StackedEnsemble-3CNN performed with an equal accuracy of 96.83%. However, we compared the testing time and found that the 

Ensemble-3CNN computed only 1.33 seconds, while the StackedEnsemble-3CNN required 117.62 seconds. Because of the 

StackedEnsemble-3CNN method needed to assign the optimal output probabilities to the support vector machine (SVM) algorithm to 

classify as the final prediction. 

 Figure 3b and Figure 3c illustrated the confusion matrix of the Ensemble-3CNN method and Ensemble-3CNN method with 

DE/best/2 algorithm. The confusion matrix showed that the Ensemble-3CNN method with DE/best/2 algorithm (see Figure 3c) reduced 

the misclassified images from 12 images (see Figure 3b) to only 8 images.  

 Moreover, if the testing time is the main concern, we will consider the Ensemble-3CNN and Ensemble-3CNN using DE/best/2 

algorithm. The Ensemble-3CNN computed in 0.001 seconds and Ensemble-3CNN using DE/best/2 algorithm computed in 

approximately 2 seconds on 700 images. While the StackedEnsemble-3CNN spent around 0.52 seconds and the StackedEnsemble-

3CNN using DE/best/2 algorithm spent between 71-197 seconds. 
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Figure 3 Confusion matrix for two classes of the pornographic image classification with (a) NASNetLarge model, (b) ensemble-3CNN 

method, and (c) ensemble-3CNN method with DE/best/2 algorithm. 

 

4.5 Comparison of the proposed ensemble CNN with the previous studies 

 

 The experimental results in Table 5 presented that Ensemble-3CNN and StackedEnsemble-3CNN obtained the highest performance 

when using the DE algorithm with the best/2 mutation strategy, called DE/best/2 algorithm. In this section, we then compared the 

proposed ensemble CNN methods using the DE algorithm consisting of Ensemble-CNN and StackedEnsemble with the previous 

studies. The results are compared and the weighted parameters are shown in Tables 6 and 7. 

 

Table 6 The performance comparison of different methods on the TI-UNRAM dataset 

 

Methods Testing time Accuracy 

FD+YCbCr [31]  - 83.97 

SP+EP (SEP) [30]  - 90.13 

ResNet50 [32]  - 88.00±0.37 

Ensemble-3CNN 0.001s 96.76±0.08 

StackedEnsemble-3CNN  0.52s 96.76±0.18 

StackedEnsemble-3CNN (with DE/best/2)  117.62s 96.83±0.25 

Ensemble-3CNN (with DE/best/2) 1.33s 96.83±0.25 

 

Table 7 The optimal weighted parameters of the ensemble CNNs. 

 

Methods Optimal weighted parameters 

MobileNetV2 NASNetLarge EfficientNetB1 

StackedEnsemble-3CNN (with DE/best/2) 0.0537 0.5491 0.3972 

Ensemble-3CNN (with DE/best/2) 0.0567 0.9380 0.0053 

 

5. Conclusion and future work 

 

 We proposed two ensemble convolutional neural network (CNN) frameworks, called Ensemble-CNN and StackedEnsemble-CNN, 

to enhance the classification accuracy on the TI-UNRAM pornographic image dataset. Further, we aimed to discover the optimal 

weighted parameters of the CNNs automatically using the differential evolution (DE) algorithm. Several experiments on the mutation 

strategies, including rand/1, rand/2, best/1, best/2, current to best/1, and random to best/1, were examined to evaluate our ensemble 

CNN frameworks.  

 In the first experiment, we discovered the CNN models based on experimenting with several state-of-the-art CNN models; 

MobileNetV2, InceptionResNetV2, NASNetLarge, and EfficientNetB1. We found that NASNetLarge, EfficientNetB1, and 

InceptionResNetV2 models obtained accuracies above 94%. While the MobileNetV2 gave an accuracy of 92.98%. Moreover, we 

created two ensemble CNN frameworks based on the experimental results shown in Table 3. 

 In the second experiment, we evaluated two ensemble CNNs; Ensemble-CNN and StackedEnsemble-CNN methods. First, we 

created the ensemble CNNs with 2 CNN models (consisting of MobileNetV2 and NASNetLarge), called"Ensemble-2CNN", 3 CNN 

models (consisting of NASNetLarge, EfficientNetB1, and InceptionResNetV2), called"Ensemble-3CNN", and four CNN models, 

called"Ensemble-4CNN." Second, we constructed the stacked ensemble CNNs, called "StackedEnsemble-CNN." In StackedEnsemble-

CNN, the support vector machine (SVM) with the radial basis function (RBF) kernel was proposed for the second-level classifier. We 

observed that the Ensemble-3CNN, StackedEnsemble-2CNN, and StackedEnsemble-3CNN obtained the highest accuracy of 96.76%. 

However, for the testing time, the Ensemble-CNN performed much faster than the StackedEnsemble-CNN. The Ensemble-CNN 

method needed only 0.001 seconds, while the StackedEnsemble-CNN required approximately 45-60 seconds on 700 images. From the 

experimental results shown in Table 4, when creating the ensemble CNN framework, it can be seen that only 2 CNNs and 3 CNNs 

perform better than 4 CNN models. We conclude that the ensemble CNN using only 2 CNN and 3 CNN can improve the ensemble 

CNN performance. 

 The third experiment, which was mainly focused on this paper. We intended to increase the accuracy performance of the Ensemble-

CNN and StackedEnsemble-CNN methods using the DE algorithm. We then proposed using the DE algorithm with diverse mutation 

strategies to find the optimal weighted parameters. Thus, the output probabilities were computed with the optimal weighted parameters 

and used as the input of the second-level classifier. The experiment showed that the best optimization algorithm was the DE algorithm 
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with the best/2 mutation strategy, called DE/best/2 algorithm, with an accuracy of 96.83%. Furthermore, we compared the proposed 

ensemble CNN methods combined with the DE/best/2 algorithm with previous studies. The proposed method showed significantly 

outperformed all previous methods. 

 In future work, we will concentrate on improving the performance of pornographic image classification by applying bio-inspired 

optimization algorithms such as particle swarm optimization (PSO), fish swarm optimization (FSO), cat swarm optimization (CSO), 

bee colony optimization (BCO), and ant colony optimization (ACO) [33-35]. We will experiment with other pornographic image 

datasets and other image classification datasets. In another direction, we will consider snapshot ensemble method. In another direction, 

we will consider using the snapshot ensemble method. 
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