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Abstract 

 

This research focuses on the third-party logistics (3PL) management in sustainable reverse logistics industry that involves fuel 

consumption and emission concerns based on the comprehensive modal emission model (CMEM) in transportation operations on either 

deliver finished products to customers or pick-up malfunctioned/expired products or perform both operations for recycling or waste 

management at the depot. We formulated a novel mixed-integer linear programming (MILP) model for an extension of the green 

vehicle routing problem with mixed and simultaneous pickup and delivery problem, time windows, and road types (G-VRPMSPDTW-

RT) that yields optimal solutions and proposed a self-adaptive learning particle swarm optimization (SAL-PSO) to improve the quality 

of solutions in large problems. Our work aims to minimize total transportation costs, including fuel consumption costs and driver costs. 

The validation of SAL-PSO was conducted by the comparison of the optimal solutions obtained from CPLEX and the best solutions 

obtained from the standard and proposed meta-heuristics. The relative improvement (RI) between the standard PSO and the SAL-PSO 

in the G-VRPMSPDTW-RT was 0.15-7.31%. The SAL-PSO outperformed the standard PSO by the average of 3.25%. 

 

Keywords: Mixed and simultaneous pickup and delivery, Sustainable reverse logistics, Particle swarm optimization, Self-adaptive 

learning 

 

 
1. Introduction 

 

 In 2018, Business-to-Consumer (B2C) e-commerce in reverse logistics was worth around 3 billion Baht and was growing, because 

of the free shipping and flexible return policies that facilitate the return of products in case of failed deliveries and customer returns. 

Thus, there are opportunities for this kind of business to expand in the future [1]. 

 In the period of the recent COVID-19 pandemic, which has had an impact on global supply chains, there is now considerable 

concern about how businesses can support customers by providing goods and services via a logistics network in such a crisis. In 

Thailand, the third-party logistics (3PL) industry has been growing in terms of parcel delivery, since the increase of e-commerce 

markets as a result of consumer behavior changes during the lockdowns in some specific areas at high risk of an outbreak and the work-

from-home policy in order to maintain social distancing [2]. 

 In sustainable reverse logistics, besides integrating customer demand operations into effective transportation, environmental 

impacts are also considered. Road transportation is the main transportation mode used in the 3PL services in Thailand [3]. Although 

the lockdown relaxation started in the middle of May 2020 and some businesses have reopened, diesel fuel still has the highest market 

share at 58% of the fuel consumption of road transportation [4]. It seems that pollution emissions are bouncing back gradually, which 

affects sustainable transportation in the future. 

 Moreover, in urban areas traffic congestion plays an essential role in aggressive driving behavior that affects the high potential fuel 

consumption of transportation [5]. Sometimes, drivers need to increase their drive speed to serve customers and meet their time 

windows. Although this can guarantee the quality of service to customers, it can cause high pollution to the environment. Therefore, 

speed limitation for road type is defined for healthier driving behavior. 

 The vehicle routing problem with simultaneous pickup and delivery (VRPSPD) was first introduced by Min [6]. It is an extension 

of the vehicle routing problem with pickup and delivery (VRPPD) where customers can receive and send goods simultaneously. Later, 

Nagy and Salhi [7] introduced the vehicle routing problem with mixed pickup and delivery (VRPMPD) which is similar to VRPSPD, 

but customers can either send or receive goods at once. Both VRPSPD and VRPMPD reflect customer demands in the operations of 

reverse logistics by distributing products to customers and picking up customer return items at lower costs. Several authors have 

attempted to solve these problems in many fields. For example, Lin et al. [8] proposed a genetic algorithm-based optimization model 

(GOM) for VRPSPD in the green transportation of filled water carboys. Osaba et al. [9] designed a discrete firefly algorithm to solve 

a rich vehicle routing problem in a real-world newspaper distribution system with recycling policy. 

According to the survey of Green Vehicle Routing Problem by Lin et al. [10], green logistics has been much taken into account recently 

in different aspects: Green-VRP minimizes the energy consumption of transportation; Pollution Routing Problem (PRP) reduces fuel 
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consumption, greenhouse gas (GHG) emissions, and driver costs in road transportation; and VRP in Reverse Logistics (VRP-RL) deals 

with forward and backward product flow for recycling end of life products or waste management, respectively in order to make the 

supply chain management more sustainable. The previous literatures that relate to all three aspects are as follows. Bloemhof-Ruwaard, 

van Beek, Hordijk, and Van Wassenhove [11] revealed that there was the environmental awareness of the routing in reverse logistics 

in their work. Sbihi and Eglese [12] introduced a time-dependent VRP for green logistics of waste management that minimizes 

emissions. Kuo [13] proposed total fuel consumption for the time-dependent vehicle routing problem (TDVRP) where speed depends 

on begin time. Bektas and Laporte [14] introduced PRP, which is an extension of the classical VRP with constant travel speed as a 

decision variable. This model considers the amount of greenhouse emission, fuel consumption, travel time and driver costs. Next, 

Erdogan and Miller Hooks [15] proposed G-VRP that finds refueling stops at alternative fuel stations (AFSs) with minimal travel cost. 

Then, Xiao et al. [16] developed the fuel consumption rate considered capacitated VRP (FCVRP) to minimize fuel consumption. Later, 

Franceschetti et al. [17] proposed the time-dependent PRP, which aims to minimize the emission and driver costs regarding traffic 

congestion and vehicle speed. Moreover, Demir and Woensel [18] implemented the multi-vehicle, multi-depot one-to-one pickup and 

delivery PRP (PDPRP). It is an extension of the classical VRPPD, and time windows, which minimizes the total fuel and driver costs. 

Xiao et al. [19] not only introduced green vehicle routing and scheduling problem (GVRSP) under time-varying traffic conditions to 

minimize vehicle emissions, but they [20] also developed a genetic algorithm with the exact dynamic programming procedure (GA-

DP) for the time-dependent vehicle routing & scheduling problem with CO2 emissions optimization (TD-VRSP-CO2). Also, Poonthalir 

and Nadarajan [21] developed a bi-objective Fuel efficient Green Vehicle Routing Problem (F-GVRP) with varying speed solved using 

Particle Swarm Optimization with Greedy Mutation Operator and Time varying acceleration coefficient (TVa-PSOGMO). For pickup 

and delivery problem (PDP), Soysal et al. [22] introduced the green one-to-one PDP with road segmentation to improve the PDP with 

vehicle speed and road category in urban and non-urban areas to minimize the total costs. For reverse logistics problem, Tuntitippawan 

and Asawarungsaengkul [23] developed a vehicle routing problem with backhauls and time windows (VRPBTW) to minimize the total 

of route distance by using artificial bee colony (ABC) algorithm with local search. Sethanan and Jamrus [24] proposed a hybrid 

differential evolution algorithm and genetic operator for multi-trip vehicle routing problem with backhauls and heterogeneous fleet in 

the beverage logistics industry. In terms of VRPSPD/VRPMPD, not much has been implemented in this area. Majidi et al. [25] 

presented a non-linear mixed integer programming model and the adaptive large neighborhood search heuristic for the pollution routing 

problem with simultaneous pickup and delivery (PRPSPD) to minimize fuel consumption and emissions.  

 According to the qualitative comparison of GA, PSO, and DE by Kachitvichyanukul [26], the drawbacks of GA are its high 

influence of population size on solution time and it fails to evaluate fitness function due to very complex high dimensional problem 

and high scale of iterations [27]. Also, the disadvantages of DE are its less influence of best solution on population and its limited effect 

on solution quality regarding sub-grouping with homogeneous population. Although PSO has tendency of premature convergence, 

many studies have been published on VRP with Simultaneous Pickup and Delivery (VRPSPD) and VRP with Mixed Pickup and 

Delivery (VRPMPD) solved by modified PSO. The following authors have successfully implemented modified PSO in their research 

with significant improvement. Ai and Kachitvichyanukul [28] proposed a modified PSO with multiple social learning structures: global 

best, local best and near neighbor best (GLNPSO) for VRPSPD. Goksal et al. [29] developed a hybrid discrete PSO for the VRPSPD. 

Kachitvichyanukul et al. [30] introduced the generalized multi-depot VRP with multiple pickup and delivery requests (GVRP-

MDMPDR) which was applied to the GLNPSO to solve the problem. However, only a few applied Green VRP to VRPSPD/VRPMPD. 

Norouzi et al. [31] implemented the modified PSO in a time-dependent VRP to minimize fuel consumption. Also, Li et al. [32] 

developed a G-VRP model based on modified PSO for cold chain logistics to minimize total costs. Interestingly, Zhan et al. [33] 

introduced Adaptive PSO (APSO) approach to automatically control PSO parameters e.g., inertia weight, acceleration coefficients, and 

other parameters to improve exploration ability and convergence speed so that the global best particle can avoid local optima. Wang et 

al. [34] proposed self-adaptive learning PSO (SLPSO) with the probability of selecting four PSO based search strategies in the eco- 

nomic load dispatch problem of power systems (ELD). Xu [35] developed an adaptive parameter tuning of particle swarm optimization 

based on velocity information (APSO-VI) by adjusting the inertia weight according to average absolute velocity and non-linear ideal 

velocity to avoid the local optima and improve the convergence speed. Pornsing et al. [36] presented two novel adaptive PSO 

approaches: survival sub-swarms adaptive PSO (SSS-APSO) and survival sub-swarms adaptive PSO with velocity-line bouncing (SSS-

APSO-vb) which obtain best solution and converge to the optima more quickly. A few studies of adaptive PSO relating to VRP. 

Marinakis et al. [37] proposed three adaptive strategies: Greedy Randomized Adaptive Search Procedure (GRASP) for initial solutions, 

Adaptive Combinatorial Neighborhood Topology for particle movement, and all adaptive parameters used in Multi-Adaptive Particle 

Swarm Optimization (MAPSO) to solve VRP with TW.  

 From the literature review of the previous studies, many authors conducted different PSO approaches to solve VRPSPD and 

VRPMPD without the adaptive parameters. However, there is still room for improvement in the extension of green VRP with mixed 

and simultaneous pickup and delivery, time windows, and road types (G-VRPMSPDTW-RT) by using this adaptive PSO approach, 

because it reflects the characteristics of real-world reverse logistics with dynamic customer demands for over the horizon planning. 

 

2. The green vehicle routing problem with mixed and simultaneous pickup and delivery problem, time windows and road types 

 

2.1 Assumptions and constraints 

 

 We propose a mixed integer linear programming (MILP) model for the G-VRPMSPDTW-RT, and a solution to the problem is to 

minimize the total transportation costs including fuel consumption costs and driver operation costs. It consists of a set of routes such 

that: 

 All vehicle routes include mixed and simultaneous pickup and delivery nodes. 

 A fleet of vehicles is composed of single unit vehicles and the number is limited. 

 All pickup and delivery demands of a single commodity, units of time (including customer service time, customer time windows 

and maximum time duration), and travel distance of all nodes are non-negative deterministic values. 

 The depot is allowed to have all delivery demands which are less than or equal to the vehicle capacity, as the initial loads of 

each vehicle leave to the first customer. 

 Each vehicle returns to the depot with the total of pickup demands of en route customers. 

 Each customer can have mixed or simultaneous pickup and delivery requests. 
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 All pickup and delivery demands must be served before returning to the depot. 

 All fuel consumption characteristics used must refer to the comprehensive modal emission model (CMEM) in Section 2.2. 

 The time dependent travel time used for this problem depends on vehicle speed level and road types announced by the Ministry 

of Transport, Thailand. 

 

2.2 CMEM Model 

 

 In this research, we applied a fuel consumption model of Demir et al. [38] and Demir and Woensel [18] based on the comprehensive 

modal emissions model (CMEM) of Barth et al. [39] and Barth and Boriboonsomsin [40] to the green vehicle routing problem with 

mixed and simultaneous pickup and delivery, time windows and road types, because this model represents a fuel consumption rate in 

relation to vehicle load fluctuation and varying travel time along the entire route. The fuel consumption can be calculated by the CMEM 

model as follows: 

 

𝐹(𝑣) = 𝜆(𝑒𝑘𝑁𝑘𝑉𝑘 + 𝑤𝑘𝛾𝛼𝑣 + 𝛾𝛼𝑓𝑣 + 𝛽𝑘𝛾𝑣3)
𝑑

𝑣
          (1) 

 

where  𝜆 =
𝝃

ћ𝜓
 and 𝛾 =

1

1000𝜂𝑡𝑓𝜂 
are constants. 

   𝛼 = 𝑔𝑠𝑖𝑛𝜃 + 𝑔𝐶𝑟𝑐𝑜𝑠𝜃 is a vehicle-arc specific constant. 

   𝛽𝑘 = 0.5𝐶𝑑𝜌𝐴𝑘 is a vehicle-arc specific constant. 
 The format of parameter definitions is as follows Table 1. 

 

Table 1 Parameters for a comprehensive modal emission model (CMEM) 

 

Parameters Definition Value(s) 

𝑤𝑘* Curb-weight (𝑘𝑔) 6,350-11,793 

𝝃 Fuel-to-air mass ratio 1 

𝑒𝑘 Engine friction factor (𝑘𝐽/𝑟𝑒𝑣/𝑙𝑖𝑡𝑒𝑟) 0.2-0.25 

𝑁𝑘 Engine speed (𝑟𝑒𝑣/𝑠) 33-51 

𝑉𝑘 Engine displacement (𝑙𝑖𝑡𝑒𝑟𝑠) 5-7 

𝑔 Gravitational constant (𝑚/𝑠2) 9.81 

𝐶𝑑 Coefficient of aerodynamic drag 0.7 

𝜌 Air density (𝑘𝑔/𝑚3) 1.2041 

𝐴𝑘 Frontal surface area (𝑚2) 3.912-5.88 

𝐶𝑟 Coefficient of rolling resistance 0.01 

𝜃 Slope of the road (radians) 0 

𝜂𝑡𝑓 Vehicle drive train efficiency 0.4 

𝜂 Efficiency for diesel engines 0.9 

𝑓𝑐* Cost of fuel and carbon dioxide equivalents (𝐶𝑂2𝑒) emission per liter (𝑏𝑎ℎ𝑡) 19.04 

𝑓𝑑* Driver wage (𝑏𝑎ℎ𝑡/𝑠) 0.02315 

ћ Heating value of a typical diesel fuel (𝑘𝐽/𝑔) 44.32 

𝜓 Conversion factor (𝑔/𝑠 𝑡𝑜 𝐿/𝑠) 737 

𝑣𝑖,𝑗
𝑚𝑖𝑛* Lower speed limit (𝑘𝑚/ℎ) 20 

𝑣𝑖,𝑗
𝑚𝑎𝑥* Upper speed limit (𝑘𝑚/ℎ) 120 

Note: refers to parameters adjusted to the transportation environment in Thailand. 

 k subscript refers to each vehicle type 

  

 Regarding the optimal speed levels of CMEM model, Franceschetti et al. [17] suggested two optimal speed levels that affect fuel 

emissions: the upper optimal speed level (𝑣𝑖,𝑗) that minimizes both fuel consumption and driver costs and the lower optimal speed level 

(𝑣𝑖,𝑗) that only minimizes fuel consumption. 

 

𝑣𝑖,𝑗 = ((𝑓𝑐𝜆𝑒𝑘𝑁𝑘𝑉𝑘 + 𝑑𝑐) 2𝑓𝑐𝜆𝛽𝛾⁄ )1 3⁄            (2) 

 

𝑣𝑖,𝑗 = (𝑒𝑘𝑁𝑘𝑉𝑘 2𝛽𝛾⁄ )1 3⁄              (3) 

 

2.3 Mathematical formulation of the G-VRPMSPDTW-RT 

 

 The mathematical formulation is presented below following the preceding definitions of parameters, indices, and decision variables. 

Indices: 

 𝑖, 𝑗 The index of vertices, pickup and delivery operations; 𝑖 = 1,2,3, … , 𝑁. 

 𝑘 The index of vehicles; 𝑘 = 1,2,3, … , 𝑀. 

 𝑟  The speed level allowed for road type; 𝑟 = 1,2,3, … , 𝑆. 

Sets: 

 𝑉 The set of the vertices; 𝑉 =  𝑉0 ∪ 𝑃 ∪ 𝐷 = {𝑣0, 𝑣1, 𝑣2, … , 𝑣𝑁} 

 𝑉0 The set of the beginning and returning of the same depot; 𝑉0 = {𝑣0, 𝑣𝑁+1} 

 𝑉𝑐  The set of the customers; 𝑉𝑐 = 𝑃 ∪ 𝐷 = {𝑣1, 𝑣2, 𝑣3, … , 𝑣𝑁} 

𝐾  The set of the vehicles; 𝐾 = {𝑘1,𝑘2,𝑘3, … 𝑘𝑀,} 

𝑄  The set of the vehicle capacities; 𝑄 = {𝑞1,𝑞2,𝑞3, … 𝑞𝑀,} 
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𝑃  The set of the pickup requests; 𝑃 = {𝑝1,, 𝑝2,, 𝑝3, … , 𝑝𝑁,} 

𝐷  The set of the delivery requests; 𝐷 = {𝑑1,𝑑2,𝑑3, … 𝑑𝑁,} 

𝑅  The set of the speed levels; 𝑅 = {𝑟1,𝑟2,𝑟3, … 𝑣𝑆,} 

Parameters: 

𝑁  Maximum number of vertices 

𝐾  Maximum number of vehicles 

𝑅  Maximum number of segment lines 

𝑞𝑘  The capacity of vehicle 𝑘 in kilograms (𝑘𝑔) 

𝐷𝑖,𝑗 The distance in meters (𝑚) from customer 𝑖 to customer 𝑗 

𝑝𝑖  The amount of goods in kilograms (𝑘𝑔) to be picked up from customer 𝑖 
𝑑𝑖  The amount of goods in kilograms (𝑘𝑔) to be delivered to customer 𝑖 
𝑜𝑖  The open time of the customer operation 𝑖 in seconds (𝑠) 

𝑐𝑖  The close time of the customer operation 𝑖 in seconds (𝑠) 

𝑠𝑖  The service time for customer operation 𝑖 in seconds (𝑠) 

𝑣𝑖,𝑗
𝑚𝑖𝑛  The minimum speed limit for arc 𝑖 to 𝑗 in seconds (𝑠) 

𝑣𝑖,𝑗
𝑚𝑎𝑥  The maximum speed limit for arc 𝑖 to 𝑗 in seconds (𝑠) 

𝑣𝑟  A non-decreasing average drive speed level in meters per second (𝑚/𝑠). 

𝑓𝑐   The cost of fuel consumption (𝐵𝑎ℎ𝑡/𝑙𝑖𝑡𝑟𝑒) 

𝑑𝑐   The driver wage (𝐵𝑎ℎ𝑡/𝑠𝑒𝑐𝑜𝑛𝑑) 

Decision variables: 

 𝑋𝑖,𝑗,𝑘  A binary variable that takes the value 1 if the route of vehicle 𝑘 is between customer 𝑖 and 𝑗; 0 otherwise. 

 𝑍𝑖,𝑗,𝑘,𝑟  A binary variable that takes the value 1 if the arc (𝑖, 𝑗) is traversed via a vehicle 𝑘 at a speed level 𝑟; 0 otherwise. 

 𝑈𝑖  The sub-tour variable after serving customer 𝑖. 
 𝑙𝑣0,𝑘  The initial loads of vehicle 𝑘 leaving the depot in kilograms (𝑘𝑔). 

 𝑙𝑖  The loads of vehicle 𝑘 after serving customer 𝑖 in kilograms (𝑘𝑔). 

 𝑏𝑖  The begin time at which vehicle 𝑘 starts to service customer 𝑖 in seconds (𝑠). 

 𝑤𝑖  The wait time at which vehicle 𝑘 starts to delay at customer 𝑖 before travelling to the next customer in seconds (𝑠). 

 

Objective function: 

 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒     ∑  ∑ ∑ 𝑒𝑘𝑁𝑘𝑉𝑘𝜆𝑓𝑐 (𝐷𝑖,𝑗 ∑
𝑍𝑖,𝑗,𝑘,𝑟

𝑣𝑟
𝑟 ∈𝑅

)

𝑗 ∈ 𝑉𝑖 ∈𝑉𝑘∈𝐾

                                                                                                                                    (4.1) 

   

+ ∑ ∑ ∑ 𝑤𝑘𝛾𝜆𝑓𝑐𝛼𝑖,𝑗𝐷𝑖,𝑗𝑋𝑖,𝑗,𝑘

𝑗 ∈ 𝑉𝑖 ∈𝑉𝑘 ∈𝐾

                                                                                                                                                    (4.2) 

   

+ ∑ ∑ ∑ 𝛾𝜆𝑓𝑐𝛼𝑖,𝑗𝐷𝑖,𝑗𝑋𝑖,𝑗,𝑘(𝐿𝑣0,𝑘 + 𝐿𝑖,𝑘)

𝑗 ∈ 𝑉𝑖 ∈𝑉𝑘 ∈𝐾

                                                                                                                                 (4.3) 

                 

+ ∑ ∑ ∑ 𝛽𝑘𝛾𝜆𝑓𝑐 (𝐷𝑖,𝑗 ∑ 𝑍𝑖,𝑗,𝑘,𝑟𝑣𝑟
2

𝑟 ∈𝑅

)

𝑗 ∈ 𝑉𝑖 ∈𝑉𝑘∈𝐾

                                                                                                                                      (4.4) 

                     

+ ∑  ∑ ∑ (𝐷𝑖,𝑗 ∑
𝑍𝑖,𝑗,𝑘,𝑟

𝑣𝑟
𝑟 ∈𝑅

) 𝑑𝑐

𝑗 ∈ 𝑉𝑖 ∈𝑉𝑘∈𝐾

+ ∑(𝑠𝑖 + 𝑤𝑖)𝑑𝑐

𝑖∈𝑉

                                                                                                                 (4.5) 

                    

Subject to: 

 

∑ ∑ 𝑋𝑖,𝑗,𝑘

𝑘∈ 𝐾 𝑖 ∈ 𝑉 

= 1                                                                                ;  ∀𝑗 ∈ 𝑉𝑐                                                                                                            (5) 

          

∑ 𝑋𝑖,ℎ,𝑘

𝑖 ∈ 𝑉 

− ∑ 𝑋ℎ,𝑗,𝑘

𝑗 ∈ 𝑉 

= 0                                                                ;  ∀𝑘 ∈ 𝐾, ∀ℎ ∈ 𝑉𝑐                                                                                           (6) 

        

∑ 𝑋𝑣0,𝑗,𝑘

𝑗 ∈ 𝑉𝑐 

≤ 1                                                                                     ;  ∀𝑘 ∈ 𝐾                                                                                                          (7) 

         

∑ 𝑋𝑖,𝑣0,𝑘

𝑗 ∈ 𝑉𝑐 

≤ 1                                                                                     ;  ∀𝑘 ∈ 𝐾                                                                                                          (8) 

         

𝑙𝑣0,𝑘 = ∑ ∑ 𝑑𝑗𝑋𝑖,𝑗,𝑘

𝑗 ∈ 𝑉𝑐   
𝑖 ∈𝑉

                                                                     ;  ∀𝑘 ∈ 𝐾                                                                                                          (9) 
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𝑙𝑗 ≥ 𝑙𝑣0,𝑘 −  𝑑𝑗 +  𝑝𝑗 − 𝑀(1 − 𝑋𝑣0,𝑗,𝑘)           ;  ∀𝑘 ∈ 𝐾, ∀𝑗 ∈ 𝑉𝑐                                   (10) 

 

𝑙𝑗 ≥ 𝑙𝑖 − 𝑑𝑗 + 𝑝𝑗 − 𝑀 (1 − ∑ 𝑋𝑖,𝑗,𝑘

𝑘 ∈ 𝐾

)                                       ;  ∀𝑘 ∈ 𝐾, ∀𝑖, 𝑗 ∈ 𝑉𝑐 , 𝑖 ≠ 𝑗                                                                          (11) 

                     

𝑙𝑣𝑁+1
= ∑ ∑ 𝑝𝑖𝑋𝑖,𝑗,𝑘

𝑗 ∈ 𝑉  𝑖 ∈𝑉𝑐 

                                                                    ;  ∀𝑘 ∈ 𝐾                                                                                                        (12) 

                      

𝑙𝑣0,𝑘  ≤  𝑞𝑘                       ;  ∀𝑘 ∈ 𝐾                                   (13) 

 

𝑙𝑗 ≤ 𝑞𝑘 + 𝑀 (1 − ∑ 𝑋𝑖,𝑗,𝑘

𝑣 ∈ 𝑉

)                                                           ;  ∀𝑘 ∈ 𝐾, ∀𝑗 ∈  𝑉, 𝑖 ≠ 𝑗                                                                             (14) 

                     

∑ 𝑍𝑖,𝑗,𝑘,𝑟

𝑟 ∈𝑅

= 𝑋𝑖,𝑗,𝑘                                                                                 ; ∀𝑘 ∈ 𝐾, ∀𝑖, 𝑗 ∈ 𝑉𝑐 , 𝑖 ≠ 𝑗, ∀𝑟 ∈ 𝑅                                                           (15) 

                     

𝑣𝑖,𝑗
𝑚𝑖𝑛 ≤ ∑ 𝑍𝑖,𝑗,𝑘,𝑟 ∙ 𝑣𝑟

𝑟 ∈𝑅

≤ 𝑣𝑖,𝑗
𝑚𝑎𝑥                                                         ; ∀𝑘 ∈ 𝐾, ∀𝑖, 𝑗 ∈ 𝑉𝑐 , 𝑖 ≠ 𝑗, ∀𝑟 ∈ 𝑅                                                           (16) 

                    

𝑏𝑖 + 𝑠𝑖 + 𝑤𝑖 + 𝐷𝑖,𝑗 ∑
𝑍𝑖,𝑗,𝑘,𝑟

𝑣𝑟
𝑟 ∈𝑅

−  𝑀(1 − 𝑋𝑖,𝑗,𝑘) ≤ 𝑏𝑗                    ; ∀𝑘 ∈ 𝐾, ∀𝑖, 𝑗 ∈ 𝑉, 𝑖 ≠ 𝑗                                                                           (17) 

                      

𝑏𝑗 + 𝑠𝑗 + 𝑤𝑖 + 𝐷𝑖,𝑣0
∑

𝑍𝑖,𝑣0,𝑘,𝑟

𝑣𝑟
𝑟 ∈𝑅

−  𝑀(1 − 𝑋𝑗,𝑣0,𝑘) ≤ 𝑐0             ; ∀𝑘 ∈ 𝐾, ∀𝑗 ∈ 𝑉                                                                                          (18) 

                      

𝑜𝑖 ≤ 𝑏𝑖 ≤ 𝑐𝑖                 ; ∀𝑖 ∈ 𝑉                     (19) 
 

𝑈𝑗 ≥ 𝑈𝑖 + 1 − 𝑁 (1 − ∑ 𝑋𝑖,𝑗,𝑘

𝑘∈𝐾

)                                                   ;  ∀𝑖, 𝑗 ∈ 𝑉𝑐                                                                                                     (20) 

                      

𝑋𝑖,𝑗,𝑘 ∈ {0,1}              ; ∀𝑘 ∈ 𝐾, ∀𝑖, 𝑗 ∈ 𝑉                   (21) 

 

𝑍𝑖,𝑗,𝑘,𝑟 ∈ {0,1}        ; ∀𝑘 ∈ 𝐾, ∀𝑖, 𝑗 ∈ 𝑉, 𝑟 ∈ 𝑅                   (22) 

 

𝑙𝑣0,𝑘 ≥ 0;              ;  ∀𝑘 ∈ 𝐾, ∀𝑖 ∈ 𝑉                   (23) 

 

𝑙𝑖 ≥ 0; 𝑈𝑖 ≥ 0             ;  ∀𝑖 ∈ 𝑉          (24) - (25) 
 

𝑏𝑖 ≥ 0; 𝑤𝑖 ≥ 0         ; ∀𝑖 ∈ 𝑉   
, ∀𝑘 ∈ 𝐾         (26) - (27) 

 

 The objective function (4) aims to minimize the total transportation costs including fuel consumption costs and driver operation 

costs which includes the engine-dependent fixed consumption (4.1), the curb weight related consumption (4.2), the payload related 

consumption (4.3), the aerodynamic drag related consumption (4.4) and the driver costs (4.5). Constraint (5) ensures that each customer 

is visited only once. Constraint (6) controls vehicle flow balance. Constraint (7) minimizes the number of vehicles starting from the 

depot. Constraint (8) minimizes the number of vehicles returning to the depot. Constraint (9) allows the initial loads equal to all en 

route delivery loads. Constraint (10) controls the flow of goods loads of the first customer. Constraint (11) controls the flow of goods 

loads of en route customers. Constraint (12) allows the return loads equal to all en route pickup loads. Constraint (13) states the initial 

loads must not exceed the vehicle capacity. Constraint (14) states each en route load must not exceed the vehicle capacity. Constraint 

(15) ensures a vehicle traverses over an arc with only one drive speed level and Constraint (16) ensures that the drive speed level must 

not exceed its minimum and maximum speed limit. Constraint (17) states the start time of the current customer 𝑖 adding the travel time, 

the service time, and the wait time must be less than or equal to the start time of the next customer𝑗, while Constraint (18) states the 

start time of the last customer 𝑗 adding the travel time, the service time, and the wait time to the depot must be less than or equal to the 

closing time of the depot. Constraint (19) ensures the arrival time must satisfy the customer time window. Constraint (20) is sub-tour 

elimination constraint. Constraints (21)-(22) are binary decision variables constraint while Constraints (23)-(27) are continuous 

decision variables constraints. 

 

2.4 The constructive heuristic of the G-VRPMSPDTW-RT 

 

All customers must be served by sorting their opening service time in ascending order with regards to delivery demands in 

descending order, and pickup demands in ascending order. Then, choose the available minimum vehicle capacity first to start a route 

serving both mixed and simultaneous pickup and delivery demands as shown in Algorithm 1. The travel speed is calculated for each 

arc with regards to both the minimum and maximum speed limitations in order to minimize the degree of energy consumption used by 

CMEM parameters Eq. (1). Although all vehicle capacities, depot and customer time windows constraints are met in all feasible routes, 

the initial solutions obtained from this method are ineffective because there are many factors affecting the total transportation costs in 

terms of fuel consumption at different road types as well as driver operations, including drive time, wait time and service time which 

make this problem more complex. 
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 Algorithm 1: The route feasibility check. 

 

 

1: 

2: 

3: 

4: 
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𝒊𝒏𝒑𝒖𝒕: 𝑎𝑛 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 (𝑘), 𝑎 𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒 𝑟𝑜𝑢𝑡𝑒(𝑟), 𝑎 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟(𝑥)  

𝒐𝒖𝒕𝒑𝒖𝒕: 𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦: 𝑇𝑅𝑈𝐸 𝑖𝑓 𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒; 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 𝐹𝐴𝐿𝑆𝐸, 𝑎 𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒 𝑟𝑜𝑢𝑡𝑒 (𝑟)  

𝒑𝒓𝒐𝒄𝒆𝒅𝒖𝒓𝒆 

𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 ← 𝑟 + 𝑥 

𝑏𝑖 ← 𝑜𝑑𝑒𝑝𝑜𝑡 

𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦 ← 𝐹𝐴𝐿𝑆𝐸 

𝒇𝒐𝒓 𝑖, 𝑗 𝑖𝑛 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝒅𝒐 

𝐷 ← ∑ 𝑑𝑗   

𝑃 ← ∑ 𝑝𝑗   

𝒊𝒇 (𝐷 < 𝑞𝑘  )𝐴𝑁𝐷 (𝑃 < 𝑞𝑘) 𝒕𝒉𝒆𝒏  

𝑙 ← 𝐷 

𝒊𝒇(𝑙𝑖 − 𝑑𝑗 + 𝑝𝑗 < 𝑞𝑘) 𝒕𝒉𝒆𝒏  

𝑙𝑗 ← 𝑙𝑖 − 𝑑𝑗 + 𝑝𝑗  

𝑣𝑖,𝑗 ← 𝑣𝑖,𝑗                                 Eq. (2) 

𝒊𝒇 (𝑣𝑖,𝑗 ≥ 𝑣𝑖,𝑗
𝑚𝑎𝑥) 𝒕𝒉𝒆𝒏 

𝑣𝑖,𝑗 ← 𝑣𝑖,𝑗
𝑚𝑎𝑥 

𝒆𝒍𝒔𝒆 

𝑣𝑖,𝑗 ← 𝑣𝑖,𝑗                         Eq. (3) 

𝑡𝑖,𝑗 ← 𝑒𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛_𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑖, 𝑗) 𝑣𝑖,𝑗⁄   

𝒊𝒇 (max
𝑐∈𝑟

{𝑜𝑗 , 𝑏𝑖 + 𝑡𝑖,𝑗} < 𝑐𝑗)  𝒕𝒉𝒆𝒏   

𝑤𝑖 ← max
𝑐∈𝑟

{𝑜𝑗 − 𝑏𝑖 − 𝑡𝑖,𝑗 , 0}  

𝒊𝒇 (𝑏𝑖 + 𝑤𝑖 < 𝑐𝑖) 𝒕𝒉𝒆𝒏 

𝑏𝑗 ← 𝑏𝑖 + 𝑤𝑖 + 𝑠𝑗 + 𝑡𝑖,𝑗  

𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦 ← 𝑇𝑅𝑈𝐸 

𝑟 ← 𝑗    

𝑇𝐶 ← 𝒕𝒓𝒂𝒏𝒔𝒑𝒐𝒓𝒕_𝒄𝒐𝒔𝒕𝒔(𝑟) 

𝒊𝒇 (𝑏𝑗 ≥ 𝑐𝑑𝑒𝑝𝑜𝑡) 𝒕𝒉𝒆𝒏  

𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦 ← 𝐹𝐴𝐿𝑆𝐸 

𝒆𝒏𝒅 𝒇𝒐𝒓 

𝑟𝑒𝑡𝑢𝑟𝑛 𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦, 𝑟 

𝒆𝒏𝒅 𝒑𝒓𝒐𝒄𝒆𝒅𝒖𝒓𝒆 

 

3. The SAL-PSO for G-VRPMSPDTW-RT 

 

 The PSO was first introduced by Kennedy and Eberhart [41]. The standard PSO comprises three methods including initial solutions, 

velocity updates and position updates. In this research, the optimal solutions of large-scale problem instances could not be obtained by 

the MILP optimizer. Therefore, a self-adaptive learning particle swarm optimization algorithm is proposed for solving the formulation 

of G-VRPMSPDTW-RT that is described in Section 3.1.  

 

3.1 Initial solutions 

 

 There are two methods involved in the initial solutions of SAL-PSO. 

 

3.1.1 The particle representation method 

 

 The position of each particle is generated by a composition of two vectors with the number of customers as dimensions: an integer 

random vector as a decimal part representing a sequence of vehicle types (small and large) combined with a uniform random vector as 

a fractional part representing a sequence of customers. This encoding improves the better exploration of the search space in terms of 

vehicle assignment for a swarm. In addition, the velocity of each particle is initialized with a zero vector as depicted in Figure 1.  

 

3.1.2 The particle decoding method 

 

 The particle position will be grouped by the decimal values as vehicle types and the rank of order value rearranged by considering 

the fractional values in ascending order as a customer service sequence. Next, a route feasibility check will be performed by verifying 

mixed and simultaneous pickup and delivery loads, vehicle capacity, time windows as well as speed limits for road type constraints. 

After that, total transportation costs will be calculated by using the CMEM model in Eq. (1). The swarm will select the minimum 

transportation costs among the personal best values of all particles to be a global best value and proceed to the next iteration of the 

optimization process until the stopping criteria are met. 
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Figure 1 The particle representation 

 

 The pseudo code of the SAL-PSO is presented in Algorithm 2. 

 

 Algorithm 2: The self-adaptive learning particle swarm optimization (SAL-PSO) 
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𝒊𝒏𝒑𝒖𝒕: 𝑝𝑟𝑜𝑏𝑙𝑒𝑚 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒 𝑑𝑎𝑡𝑎 (𝐼), 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑛𝑢𝑚𝑏𝑒𝑟𝑠 (𝑁), 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑏𝑜𝑢𝑛𝑑𝑠 (𝐵), 𝑎𝑛𝑑 𝑚𝑎𝑥 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 (𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑚𝑎𝑥) 

𝒐𝒖𝒕𝒑𝒖𝒕: 𝑠𝑤𝑎𝑟𝑚 (𝑆), 𝑔𝑙𝑜𝑏𝑎𝑙 𝑏𝑒𝑠𝑡 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 (𝑋𝑔𝑏𝑒𝑠𝑡), 𝑔𝑙𝑜𝑏𝑎𝑙 𝑏𝑒𝑠𝑡 𝑣𝑎𝑙𝑢𝑒 (𝑇𝐶𝑔𝑏𝑒𝑠𝑡) 

𝒑𝒓𝒐𝒄𝒆𝒅𝒖𝒓𝒆 

𝐼 ← 𝑝𝑟𝑜𝑏𝑙𝑒𝑚 𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒 𝑑𝑎𝑡𝑎 

𝑃 ∈ 𝑆 

𝒇𝒐𝒓 (𝑃: 1 𝑡𝑜 𝑁) 𝒅𝒐 

𝑃 ← 𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒_𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛(𝐼) 

𝒆𝒏𝒅 𝒊𝒇 

𝑖 ← 0 

𝑋𝑝𝑏𝑒𝑠𝑡 , 𝑋𝑔𝑏𝑒𝑠𝑡 ← ∅ 

𝒘𝒉𝒊𝒍𝒆 (𝑖 < 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑚𝑎𝑥) 𝒅𝒐 

𝒇𝒐𝒓 (𝑃: 1 𝑡𝑜 𝑁) 𝒅𝒐 

𝒊𝒇 (𝑓𝑖𝑡𝑛𝑒𝑠𝑠_𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛(𝑃) <  𝑓𝑖𝑡𝑛𝑒𝑠𝑠_𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛(𝑃𝑝𝑏𝑒𝑠𝑡))  𝒕𝒉𝒆𝒏  

𝑋𝑝𝑏𝑒𝑠𝑡 ← 𝑋 

𝒊𝒇 (𝑓𝑖𝑡𝑛𝑒𝑠𝑠_𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛(𝑃) <  𝑓𝑖𝑡𝑛𝑒𝑠𝑠_𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛(𝑃𝑔𝑏𝑒𝑠𝑡))  𝒕𝒉𝒆𝒏  

𝑋𝑔𝑏𝑒𝑠𝑡 ← 𝑋 

𝒆𝒏𝒅 𝒊𝒇 

𝒆𝒍𝒔𝒆 

𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒_𝑟𝑒𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛(𝑃) 

𝒆𝒏𝒅 𝒊𝒇 

𝑟 ← 𝑢𝑛𝑖𝑓𝑜𝑟𝑚_𝑟𝑎𝑛𝑑𝑜𝑚() 

𝒊𝒇 (𝑟 ≤ 0.5) 𝒅𝒐 

𝑎𝑑𝑎𝑝𝑡𝑖𝑣𝑒_𝑖𝑛𝑒𝑟𝑡𝑖𝑎_𝑤𝑒𝑖𝑔ℎ𝑡_𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦_𝑖𝑛𝑓𝑜(𝑃)            Eq. (29-31) 

𝑡𝑖𝑚𝑒_𝑣𝑎𝑟𝑦𝑖𝑛𝑔_𝑎𝑐𝑐𝑒𝑙𝑒𝑟𝑎𝑡𝑖𝑜𝑛_𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠(𝑃)         Eq. (32-33) 

𝒆𝒍𝒔𝒆 

𝑠𝑖𝑔𝑚𝑜𝑖𝑑_𝑖𝑛𝑒𝑟𝑡𝑖𝑎_𝑤𝑒𝑖𝑔ℎ𝑡(𝑃)                                       Eq. (34) 

𝒆𝒏𝒅 𝒊𝒇 

𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒_𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦_𝑢𝑝𝑑𝑎𝑡𝑒(𝑃)                                            Eq. (28) 

𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒_𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛_𝑢𝑝𝑑𝑎𝑡𝑒(𝑃)                                            Eq. (35) 

𝒆𝒏𝒅 𝒇𝒐𝒓 

𝑖 ← 𝑖 + 1 

𝒆𝒏𝒅 𝒘𝒉𝒊𝒍𝒆 

𝒆𝒏𝒅 𝒑𝒓𝒐𝒄𝒆𝒅𝒖𝒓𝒆 
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3.2 Self-adaptive learning mechanisms 

 

 In this study, we introduce the PSO parameter adjustment with a combination of adaptive inertia weight and acceleration 

coefficients mechanisms. In addition, the wavelet mutation is applied to a local search method as well. These approaches enhance the 

ability to perform an effective search in diversification and intensification manners.  

 

3.2.1 The velocity update methods 

 

 Each particle of the swarm moves within the search space with the velocity based on the individual and companion experience 

introduced by Shi and Eberhart [42] in order to improve the performance of the optimization. 

 

𝑣𝑖(𝑡) = 𝑤𝑣𝑖 + 𝑐𝑝𝑟1(𝑥𝑝𝑏𝑒𝑠𝑡 − 𝑥𝑖) + 𝑐𝑔𝑟2(𝑥𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖)                       (28) 

 

where 𝑤 is the inertia weight of the velocity, 𝑣𝑖 is the velocity of particle 𝑖, 𝑐𝑝 and 𝑐𝑔 are the coefficient individual and social learning 

experiences respectively, 𝑟1 and 𝑟2 are random values, 𝑥𝑖  is the current position of particle 𝑖, 𝑥𝑝𝑏𝑒𝑠𝑡  is the best individual learning 

experience of the current particle, and 𝑥𝑔𝑏𝑒𝑠𝑡 is the best social learning experience of the whole swarm. 

 In this study, the first velocity update mechanism adopts the work of Xu [35] using the adaptive inertia weight based on velocity 

information. The average velocity of the swarm is defined as follows. 

 

𝑣(𝑡) =
1

𝑛𝑑𝑛𝑠
∑ ∑|𝑣𝑖𝑗(𝑡)|

𝑛𝑑

𝑖=1

                                                                                                                                                                                       (29)

𝑛𝑠

𝑖=1

 

                         

where 𝑣𝑖𝑗(𝑡) is an absolute value of the current velocity at a dimension 𝑗 of a particle 𝑖 at each iteration 𝑡, and the 𝑛𝑑 and 𝑛𝑠 are the 

total numbers of dimensions and particles respectively. The ideal velocity of the swarm is calculated as follows. 

 

𝑣𝑖𝑑𝑒𝑎𝑙(𝑡) = 𝑣𝑠 (
1+cos(𝜋(

𝑡

𝑇0.95
))

2
)                         (30) 

 

where 𝑣𝑠 represents an initial ideal velocity, which is an average of the difference between the maximum and minimum of particle 

positions at each iteration 𝑡 with the 95% of the maximum iteration 𝑇. 

 The adaptive inertia weight based on the relationship between the average velocity and the ideal velocity is determined by the 

following equation. 

 

𝑤(𝑡 + 1) =  {
max{𝜔(𝑡) − ∆𝜔, 𝜔𝑚𝑖𝑛};            𝑖𝑓 𝑣(𝑡) ≥ 𝑣𝑖𝑑𝑒𝑎𝑙(𝑡)

min{𝜔(𝑡) + ∆𝜔, 𝜔𝑚𝑎𝑥} ;           𝑖𝑓 𝑣(𝑡) < 𝑣𝑖𝑑𝑒𝑎𝑙(𝑡)
                      (31) 

 

where 𝜔𝑚𝑖𝑛 = 0.4 and 𝜔𝑚𝑎𝑥 = 0.9 are the minimum and maximum inertia weights, and ∆𝜔 = 0.1 is the movement of the inertia 

weight. 
 In addition, the time-varying acceleration coefficients taken from Ratnaweera et al. [43] to lessen social learning ability and improve 

the cognitive learning ability throughout the entire iterations are as shown in the equations below. 

 

𝑐𝑝(𝑡) = 𝑐𝑝𝑠 + (𝑐𝑝𝑓 − 𝑐𝑝𝑠)
𝑡

𝑇
                         (32) 

 

𝑐𝑔(𝑡) = 𝑐𝑔𝑠 + (𝑐𝑔𝑓 − 𝑐𝑔𝑠)
𝑡

𝑇
                         (33) 

 

where 𝑐𝑝𝑠 = 2.5 and 𝑐𝑝𝑓 = 0.5 are the minimum and maximum values of cognitive learning and 𝑐𝑔𝑠 = 0.5 and 𝑐𝑔𝑓 = 2.5 are the 

minimum and maximum values of social learning respectively. 

 Moreover, the second velocity update mechanism applies the sigmoid inertia weight from Tian and Shi [44] to balance the 

adjustment during the PSO iterations. 

 

𝑤(𝑡 + 1) =  {
0.9;                                              𝑡 ≥ 𝛼𝑇

1

1+𝑒(10𝑡−2𝑇)/𝑇 + 0.4;      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                       (34) 

 

where 𝑡 and 𝑇 are the current iteration and maximum iteration respectively, as well as 𝛼 = 0.2 is the proportion of the maximum inertia 

weight. Also, the 𝑐𝑝, 𝑐𝑔 = 2.0 are used as defaults. 

 

3.2.2 The position update method 

 

 The movement of each particle in the swarm is updated by the following equation. 

 

𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝑣𝑖(𝑡 + 1)                        (35) 
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4. Numerical experiments 

 

 In this section, we instantiated different characteristics of 24 test cases: eight small-scale problem instances (S01-S08), eight 

medium-scale problem instances (M01-M08), and eight large-scale problem instances (L01-L08). The factors attributed to the objective 

function are varied in terms of the number of mixed and simultaneous pickup and delivery operations, and the number of vehicles as 

shown in Table 2.  

 Each pickup and delivery demand from a customer was generated in a range of values between 0-1,000 kg. The mixed pickup and 

delivery demands were randomly distributed at 30-60% of all demands. Two types of vehicle, capacity 3,650 and 7,000 kg, in Table 1 

were used in these experiments. All customers have normal time windows. The speed limits of all road types are randomly selected 

based on Thailand Highway standard 45, 60 and 80 km/hr. The proposed SAL-PSO algorithm was executed and compared with the 

optimal solutions, or lower bound solutions, of the G-VRPMSPDTW-RT model obtained by the MILP optimizer. For small-scale and 

medium-scale problems, the time limit was set to 1,440 minutes; for large-scale problems, the time limit was 2,880 minutes. The 

experiments are 24 sets with 25 particles and a maximum of 5,000 iterations. The experiments were implemented and performed by 

IBM ILOG CPLEX 12.10 and Python 3.7 on an HP Pavilion workstation with a processor Intel Core i7-10750H at 2.60 GHz with 

16GB of RAM running on Windows 10. 

 The optimal solutions of the eight small-scale problem instances (S01-S08) displaying the total transportation costs and 

computational time are shown in Table 3; as the problems get more complex, the computational time burdens the resources. Since the 

3PL accepts the computational time less than 24 hours, instances M01 to L08, which are medium-scale and large-scale respectively, 

are not accepted by the business, but we acquired the lower bounds from IBM ILOG CPLEX Optimization Studio. Thus, we propose 

the SAL-PSO algorithm for solving both small and large problems. 
 

Table 2 Problem instances. 

 

Group of data 
Instance 

name 

No. of 

customers 

No. of 

deliveries 

No. of 

pickups 

No. of 

SPD 

No. of 

MPD 

No. of 

vehicles 

Small 

S1 10 8 8 6 4 2 

S2 10 8 8 6 4 3 

S3 10 8 7 5 5 3 

S4 12 9 9 4 6 2 

S5 12 9 9 4 6 3 

S6 12 10 8 6 6 3 

S7 15 9 8 5 7 3 

S8 15 12 12 7 6 3 

Medium 

M1 20 16 16 12 8 3 

M2 20 14 14 8 12 3 

M3 22 18 18 14 8 4 

M4 22 16 15 9 13 4 

M5 25 20 20 15 10 4 

M5 25 18 17 10 15 4 

M7 27 22 22 17 10 5 

M8 30 24 24 18 12 5 

Large 

L1 40 32 32 24 16 6 

L2 40 28 28 16 24 6 

L3 42 34 34 26 16 8 

L4 42 30 29 17 25 7 

L5 45 35 35 27 18 7 

L6 45 32 31 18 27 8 

L7 48 41 41 34 14 7 

L8 50 42 42 34 16 8 

 

Table 3 The optimal transportation costs obtained by MILP 

 

Instance 
CPLEX 12.10 

Transportation costs (Baht) Computational time (Minutes) 

S1 1,833.21 3.58 

S2 1,744.12 17.53 

S3 1,804.65 17.61 

S4 2,075.06 72.47 

S5 1,604.97 377.70 

S6 1,935.24 409.70 

S7 1,916.95 1,404.33 

S8 1,874.29 1,441.06 

 

 The G-VRPMSPDTW-RT model, standard PSO and SAL-PSO algorithms were tested for their performance with 24 problem 

instances. The best solutions of these methods are presented in Table 4. Although the constructive heuristic provided ineffective 

solutions for small-scale instances S01 to S08, the standard PSO and SAL-PSO yielded the best solutions for the same instances. 

Moreover, both PSO and SAL-PSO gave good solutions for medium-scale and large-scale instances M01 to L08 compared with the 

lower bounds. The computational times of SAL-PSO were rather higher than those of PSO for small-scale instances, but they gradually 

decreased for most of the medium-scale and large-scale instances.  
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𝐻𝑃%𝑆𝐴𝐿−𝑃𝑆𝑂 =
𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑂𝑃𝑇

𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑆𝐴𝐿−𝑃𝑆𝑂
× 100                        (36) 

 

where 𝐻𝑃(%)𝑆𝐴𝐿−𝑃𝑆𝑂 = Heuristic performance of SAL-PSO (%) 

 𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑂𝑃𝑇 = Optimal solution obtained from MILP 

 𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑆𝐴𝐿−𝑃𝑆𝑂 = The best solution obtained from SAL-PSO 

 

𝑅𝐼(%)𝑆𝐴𝐿−𝑃𝑆𝑂 =
(𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑃𝑆𝑂−𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑆𝐴𝐿−𝑃𝑆𝑂)

𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑃𝑆𝑂
× 100                       (37) 

 

where 𝑅𝐼(%)𝑆𝐴𝐿−𝑃𝑆𝑂 = Relative improvement of SAL-PSO (%) 

 𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑃𝑆𝑂 = The best solution obtained from the standard PSO 

 𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑆𝐴𝐿−𝑃𝑆𝑂 = The best solution obtained from SAL-PSO 

 Table 5 illustrates a comparison of best solution performance obtained from MILP, the standard PSO and SAL-PSO among small-

scale, medium-scale, and large-scale instances. The percentage of heuristic performance and relative improvement were calculated by 

Eq. (36) and Eq. (37) respectively. The tests reveal that both standard PSO and SAL-PSO have an average percentage efficiency at 

98.76% and 99.61%, respectively, for small-scale instance S01 to S08. The average percentage of relative improvement for this group 

was 0.86%. For medium-scale and large-scale instances, on the other hand, the SAL-PSO has an average percentage efficiency of 

97.01% compared with 92.90 % for the standard PSO. Interestingly, for higher problem complexity, the average percentage of relative 

improvement for these groups was 4.45%. The computational time used by the SAL-PSO is slightly higher than the values of the 

standard PSO among all three groups. In Table 6, the statistical analysis is conducted to verify if the proposed method is significantly 

different from the mathematical model by using the paired t-tests at the 95% reliability level, and the p-value of SAL-PSO was greater 

than 0.05 which means it is not significantly different from the MILP. As can be seen from this table, the SAL-PSO can be used as a 

representative of the mathematical model to solve the problem. 

 

Table 4 A comparison of the best solutions and average transportation costs obtained from each instance  

 

Problem 

instance 

CPLEX 12.10 Constructive heuristic PSO SAL-PSO 

Best cost 

(Baht) 

CPU time 

(Minutes) 

Best cost 

(Baht) 

CPU time 

(Minutes) 

Best cost 

(Baht) 

CPU time 

(Minutes) 

Best cost 

(Baht) 

CPU time 

(Minutes) 

S01 1,833.21 3.58 2,487.18 0.0011 1,833.21 4.23 1,833.21 5.16 

S02 1,744.12 17.53 2,199.97 0.0023 1,744.12 4.57 1,744.12 5.43 

S03 1,804.65 17.61 2,257.00 0.0012 1,804.65 4.36 1,804.65 5.26 

S04 2,075.06 72.47 3,279.46 0.0023 2,075.06 6.47 2,075.06 4.97 

S05 1,604.97 377.70 2,236.04 0.0024 1,604.97 6.67 1,604.97 7.18 

S06 1,935.24 409.70 2,235.24 0.0024 1,935.24 6.52 1,935.24 7.12 

S07 1,916.95 1,404.33 2,395.46 0.0022 1,916.95 19.57 1,916.95 26.80 

S08 1,874.29 1,441.06 3,202.94 0.0020 1,874.29 20.23 1,874.29 29.50 

M01 3,456.81 1,440.00 5,321.34 0.0011 3,613.60 24.45 3,470.96 35.65 

M02 3,385.45 1,440.00 5,218.46 0.0012 3,521.65 25.40 3,437.61 34.62 

M03 3,737.21 1,440.00 5,741.06 0.0016 3,908.87 54.00 3,788.72 44.62 

M04 3,862.19 1,440.00 5,682.79 0.0014 3,985.87 52.79 3,925.25 51.45 

M05 3,597.79 1,440.00 5,775.57 0.0030 3,782.00 67.31 3,622.85 70.15 

M06 3,672.84 1,440.00 5,564.17 0.0030 3,794.12 69.32 3,690.87 71.78 

M07 3,986.40 1,440.00 6,083.06 0.0021 4,241.99 65.42 4,025.65 72.20 

M08 4,240.16 1,440.00 7,026.64 0.0031 4,480.75 77.95 4,293.03 80.28 

L01 7,597.05 2,880.00 12,344.36 0.0079 8,599.38 106.13 7,818.00 144.59 

L02 7,625.46 2,880.00 11,157.96 0.0083 8,397.18 108.64 7,798.26 131.16 

L03 7,690.06 2,880.00 15,692.61 0.0043 8,434.37 131.77 7,803.00 150.55 

L04 7,794.52 2,880.00 15,384.42 0.0047 8,357.94 134.03 7,934.79 142.79 

L05 8,706.79 2,880.00 13,126.55 0.0055 9,095.77 136.43 8,872.94 157.16 

L06 8,549.61 2,880.00 13,749.85 0.0060 9,106.27 154.28 8,642.95 162.14 

L07 9,712.17 2,880.00 14,966.70 0.0049 10,378.48 181.79 9,967.54 167.58 

L08 9,846.59 2,880.00 17,361.56 0.0052 10,408.28 196.54 9,999.01 197.73 
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Table 5 The percentage of the proposed algorithm performance acquired from Table 4 

 

Problem 

instance 

Transportation costs (Baht) Computational time (Minutes) HP % 
RI % 

MILP PSO SAL-PSO MILP PSO SAL-PSO PSO SAL-PSO 

S01 1,833.21 1,833.21 1,833.21 3.58 4.23 5.16 99.28 99.43 0.15 

S02 1,744.12 1,744.12 1,744.12 17.53 4.57 5.43 99.42 99.62 0.20 

S03 1,804.65 1,804.65 1,804.65 17.61 4.36 5.26 99.53 99.68 0.16 

S04 2,075.06 2,075.06 2,075.06 72.47 6.47 4.97 99.15 99.85 0.70 

S05 1,604.97 1,604.97 1,604.97 377.70 6.67 7.18 98.86 99.63 0.78 

S06 1,935.24 1,935.24 1,935.24 409.70 6.52 7.12 98.40 99.32 0.94 

S07 1,916.95 1,916.95 1,916.95 1,404.33 19.57 26.80 98.06 99.62 1.59 

S08 1,874.29 1,874.29 1,874.29 1,441.06 20.23 29.50 97.42 99.74 2.39 

     (S) Average 98.76 99.61 0.86 

M01 3,456.81 3,613.60 3,470.96 1,440.00 24.45 35.65 95.44 99.13 3.87 

M02 3,385.45 3,521.65 3,437.61 1,440.00 25.40 34.62 96.94 99.51 2.65 

M03 3,737.21 3,908.87 3,788.72 1,440.00 54.00 44.62 92.47 97.81 5.77 

M04 3,862.19 3,985.87 3,925.25 1,440.00 52.79 51.45 96.19 98.31 2.21 

M05 3,597.79 3,782.00 3,622.85 1,440.00 67.31 70.15 94.48 99.26 5.05 

M06 3,672.84 3,794.12 3,690.87 1,440.00 69.32 71.78 96.70 98.96 2.34 

M07 3,986.40 4,241.99 4,025.65 1,440.00 65.42 72.20 93.32 97.62 4.61 

M08 4,240.16 4,480.75 4,293.03 1,440.00 77.95 80.28 94.40 99.15 5.03 

L01 7,597.05 8,599.38 7,818.00 2,880.00 106.13 144.59 87.71 88.99 5.16 

L02 7,625.46 8,397.18 7,798.26 2,880.00 108.64 131.16 87.74 93.45 6.51 

L03 7,690.06 8,434.37 7,803.00 2,880.00 131.77 150.55 89.95 92.39 2.71 

L04 7,794.52 8,357.94 7,934.79 2,880.00 134.03 142.79 91.78 94.97 3.48 

L05 8,706.79 9,095.77 8,872.94 2,880.00 136.43 157.16 94.16 98.14 4.23 

L06 8,549.61 9,106.27 8,642.95 2,880.00 154.28 162.14 91.37 98.04 7.31 

L07 9,712.17 10,378.48 9,967.54 2,880.00 181.79 167.58 91.49 96.86 5.88 

L08 9,846.59 10,408.28 9,999.01 2,880.00 196.54 197.73 92.24 96.28 4.38 

     (M&L) Average 92.90 97.01 4.45 

     (Total) Average 94.85 97.88 3.25 

 

Table 6 The statistical analysis of results obtained in Table 5 

 

Method Constructive heuristic PSO SAL-PSO 

MILP 0.000 0.020 0.073 

Constructive heuristic  0.000 0.000 

PSO   0.020 

 

5. Discussion 

 

 This article presents economic and environmental costs of a reverse logistics framework of mixed and simultaneous pickup and 

delivery with time windows and road types solved by mathematical programming, the standard particle swarm optimization (PSO), 

and the self-adaptive learning particle swarm optimization (SAL-PSO). The aim is to decrease the total transportation and driver costs 

for the 3PL business that provides mixed and simultaneous pickup and delivery operations. The CPLEX found the optimal solutions 

in the small-scale instances S01 to S08. Similarly, both standard PSO and SAL-PSO algorithms have the same ability to reach the 

optimal solution for small-scale instances. As expected, the CPLEX required a tremendous time to find the lower bounds for the 

medium-scale instances M01 to M08 and large-scale instances L01 to L08, because the complexity of mixed integer linear 

programming becomes NP-hard. Therefore, the computational time is unacceptable for large-scale problems. In contrast, the SAL-PSO 

brought forth better solutions for both medium-scale and large-scale instances with competitively low computational time compared 

with CPLEX. The PSO with self-adaptive learning provides a variety of solutions when the particles move with adaptive inertia weight 

by using velocity information from the average velocity and the ideal velocity as well as the sigmoid-like function throughout the 

search space within time varying iterations to find the best solutions. Even though the SAL-PSO requires relatively higher 

computational time compared with the standard PSO since it performs additional calculation of parameter adaptiveness in order to 

enhance its intensification and diversification mechanisms for every iteration, it still returns the best solutions in all 24 test cases. As 
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can be seen in Table 6, the statistical analysis is conducted to verify if the SAL-PSO is significantly different from the standard PSO 

by using the paired t-tests at the 95% reliability level, and the p-value was less than 0.05 which means it is significantly different from 

the standard PSO. Moreover, the percentage of relative improvement between the solutions obtained from the original PSO and the 

SAL-PSO in medium-scale and large-scale problem instances range between 2.21% and 7.31%. In our view the results emphasize the 

validity of the proposed SAL-PSO algorithm. It shows a better performance over the standard PSO for medium-scale and large-scale 

instances. 

 

6. Conclusions 

 

 This research has investigated the transportation activities of sustainable reverse logistics which is strongly challenging when we 

determine various factors attributed to the economic and environmental costs. We propose the mixed integer linear programming model 

and the SAL-PSO algorithm for a vehicle routing to serve customers with mixed and simultaneous demands of the 3PL company under 

the time and speed restrictions. In general, it suggests that the SAL-PSO outperforms the standard PSO by 3.25% of the average 

percentage of relative improvement. The present findings might have important implications for solving this problem. 

 However, the current study was limited by the constant speed levels used by vehicles. The average speed levels are derived from 

the minimum and maximum speed limit discretization. This relates to the approximation of the travel time interval that a vehicle travels 

from one customer to another. It can vary the fuel consumption calculated by the CMEM model from the details of the travel time. To 

further our research, we intend to reformulate the mathematical model with a continuous speed variable in future study. It will allow 

the travel time of vehicles to represent real-world problems. Moreover, we need to adopt the local search mechanism to improve the 

solution quality and the computational time of the proposed SAL-PSO. 
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