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บทคัดยอ 

งานวิจัยนี้นําเสนอเทคนิควิธีการปรับปรุงประสิทธิภาพของระบบตรวจแกคําผิดภาษาไทยโดยใชมีมีติกอัลกอริทึม ซึ่งใน
งานวิจัยกระบวนการสงผานโทเค็นถูกใชในการสรางกราฟของกลุมคําและรูปแบบจําลองภาษาถูกใชในการตรวจสอบ
ประโยคที่ถูกตอง โดยกระบวนการตรวจแกคําผิดเริ่มจากการสรางกลุมคําที่เปนไปไดจากวิธีการสงผานโทเค็น จากนั้น
ประโยคที่ถูกตองจะถูกคนหาโดยใชกระบวนการของมีมีติกอัลกอริทึมดวยคาความเหมาะสมที่ดีที่สุดจากรูปแบบจําลอง
ทางภาษา จากวิธีการสงผานโทเค็นในกรณีของประโยคที่มีจํานวนตัวอักษรมากขนาดของการคนหาจะมีขนาดใหญมาก 
ซึ่งในงานวิจัยนี้สามารถแกปญหาในการคนหาโดยการใชวิธีการของมีมีติกอัลกอริทึม โดยวิธีการของมีมีติกอัลกอริทึมจะ
ถูกใชในการคนหาประโยคที่ถูกตองเพื่อที่จะลดเวลาในการคนหาประโยคที่ดีที่สุด ในการทดสอบประสิทธิภาพของวิธีการ
ที่นําเสนอจะถูกประเมินและถูกทดสอบดวยการคนหาทั้งหมดและเจเนติกอัลกอริทึม ซึ่งจากผลการทดลองแสดงใหเห็นวา
วิธีการที่นําเสนอสามารถทํางานไดอยางมีประสิทธิภาพและมีประสิทธิภาพมากกวาวิธีที่นํามาเปรียบเทียบ โดยวิธีการที่
นําเสนอสามารถคนหาประโยคที่ดีที่สุดไดอยางถูกตองและรวดเร็ว 
คําสําคัญ : มีมีติกอัลกอริทึม เจเนติกอัลกอริทึม รูปแบบจําลองทางภาษา ระบบตรวจแกคําผิด 

Abstract 

This paper presents an efficient technique for improving the efficiency of Thai error correction system by 
using memetic algorithm. In this paper, the token passing algorithm is used for constructing word graph and 
the language model is used checking the correct sentence. The correction process starts with word graph 
construction from token passing algorithm, then the correct sentence are searched by memetic algorithm 
with the best fitness function from language model.  For a long sentence from the token passing algorithm, a 
search space is very huge which can be resolved by using memetic algorithm. The memetic algorithm is 
used for searching the correct sentence in order to reduce the analysis time. The performance of the 
proposed method are evaluated and compared to the full search and genetic algorithm. From the 
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experimental results show that the proposed method performs very well and yields better performance more 
than the compared method. The proposed method can search the best sentence accurately and quickly. 
Keywords : Memetic algorithm, Genetic algorithm, Language model, Error correction system 
 

1. บทนํา 

ในงานวิจัยดานการประมวลภาษาทางธรรมชาติใน
ปจจุบันไดมีการวิจัยจํานวนมากในภาษาตางๆ [1-3] แต
อยางไรก็ตามงานวิจัยในการประมวลผลภาษาทาง
ธรรมชาติในภาษาไทยยังกระทําไดยาก เชนในการตรวจแก
คําผิดภาษาไทยจะกระทําไดซับซอนกวาภาษาอังกฤษ
เนื่องจากภาษาไทยไมมีชองวางระหวางคํา แตอยางไรก็
ตามก็ไดมีนักวิจัยนําเสนอเทคนิคตางๆ ในการตรวจแก
คําผิด ซึ่งในงานวิจัยดานการตรวจแกคําผิดไดมีเทคนิค
หลายวิธี [4-7] ดังเชนการใชระบบผูเชี่ยวชาญโดยจะเปน
การตรวจแกคําผิดที่ ใชการตัดสินใจจากการเลือกคา
น้ําหนักตางๆ การใช Winnow golding เปนการแกคําผิด
จากการรวบรวมคําที่ มี ลักษณะคลายกันรวมกลุมไว
ดวยกันเพื่อทําการแยกแยะรายละเอียดวามีความสัมพันธ
กับคําใกลเคียงอยางไรบาง และการใช Tri-Gram และ 
Winnow เปนการตรวจแกคําผิดโดยการนําเอา Tri-Gram 
เขามาชวยตรวจสอบแลวเลือกเฉพาะคําที่นาจะเปนไปได
แลวนําไปตรวจสอบตอไป ซ่ึงในแตละวิธีก็จะมีขอดีขอเสีย
แตกตางกัน  

ในงานวิจัยนี้ไดใชการตรวจสอบคําและรูปแบบจําลอง
ทางภาษา เพื่อตรวจสอบความถูกตองของภาษาไทย ซึ่ง
เปนการแกไขคําผิดในรูปแบบของคําและในรูปแบบของ
ประโยค ในสวนรูปแบบของคําจะตรวจสอบคําที่มีอยูใน
พจนานุกรมโดยใชวิธีการสงผานคาไปยังตัวอักษรแตละตัว
หรือการสงผานโทเค็น (Token passing algorithm) [8,16] 
ซึ่งจะทําใหไดคําที่ถูกตองและมีอยูในพจนานุกรม สวนใน
รูปแบบของประโยคจะใชการจําลองรูปแบบทางภาษา 
[3,7,9,16] (Language model) ซึ่งเปนฐานขอมูลทาง
ภาษาที่เก็บรวบรวมขึ้นมา โดยรูปแบบจําลองทางภาษาจะ
ถูกนํามาใชในการตรวจคําผิดในสวนของประโยค จากทั้ง
สองสวนนี้กระทําทั้งในสวนของการตรวจสอบของคําและ
การตรวจสอบของประโยค ก็จะสงผลใหมีประสิทธิภาพที่ดี
มากขึ้น ยกตัวอยางเชนประโยค “นนของนองหมดยายุ” 
ถาเปนการตรวจสอบในรูปแบบของคําเพียงอยางเดียวก็จะ
ถูกตองเพราะทุกคํามีอยูในพจนานุกรม แตถาตรวจสอบใน

รูปแบบของแบบจําลองทางภาษาก็จะเปนประโยคที่ผิด ซึ่ง
ประโยคที่ถูกตองคือ “นมของนองหมดอายุ” ในงานวิจัยที่
นําเสนอผลลัพธของการสงผานโทเค็นจะมีจํานวนผลลัพธ
ที่ไดจํานวนมากซึ่งอาจจะทําใหมีประโยคที่ เปนไปได
จํานวนลานกวาประโยค ดังนั้นถาใชกระบวนการคนหาทุก
ประโยคที่เปนไปไดแลวนําไปเขาสูรูปแบบการตรวจสอบ
ประโยคจากรูปแบบจําลองทางภาษาก็จะสงผลใหใช
เวลานานหรืออาจจะไมพบคําตอบที่ตองการ ดังนั้นในงานวิจัย
นี้จึงไดเสนอวิธีการมีมีติกอัลกอริทึม (Memetic algorithm) 
[10-12] เพื่อใชในการคนหาประโยคที่ถูกตองจากคาความ
คลุมเคลือที่ดีที่สุด เพื่อทําใหระบบตรวจแกคําผิดภาษาไทย
มีประสิทธิภาพมากขึ้น 
 

2. วิธีการวิจัย 

ในวิธีการดําเนินงานวิจัยเริ่มจากประโยคภาษาไทย
จากนั้นนําไปเขาสูกระบวนการตรวจสอบคําโดยใชสงผาน
คาไปยังตัวอักษรแตละตัว จากนั้นเมื่อไดผลลัพธก็จะใชมีมี
ติกอัลกอริทึมในการคนหารูปประโยคที่ถูกตองโดยจะมีรูป
แบบจําลองทางภาษาเปนฟงกชันความเหมาะสม (Fitness 
function) ดังแสดงวิธีการดําเนินการวิจยัในรูปที่ 1 

 

เพื่อสร างคานิยมในการบริโภคสนิคาไทยของชาวไทย 

ใหมากยิ่งขึน้ งานแสดงตราสนิคาไทยนีจ้ะจดัขึน้ระหวางพฤศจิกายน 

จะเป็นวนัเปิดใหเฉพาะนกัธุรกิจชาวตางประเทศจากทัว่โลก 

เพื่อสร างคานิยนในการบริโภคสนิคาไทยของชาวไทย 

ใหมากยิ่งขึน้ งานแสคงตธาสนิคาไฆยนีจ้ะจคัขึน้ระหวางพฤศจิกายน 

จะเป็นวนัเปิดใหเฉพาะนภัธุรกิจชาวตางประเทศจาภทัว่โลก 

 
รูปที่ 1 รูปแบบของการตรวจแกคําผิด 
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2.1 วิธีการตรวจสอบคํา  

ในการตรวจสอบคําจะใชวิธีการสงผานโทเค็น 
(Token passing algorithm) [8,16] ซึ่งในงานวิจัยนี้จะ
เพิ่มประสิทธิภาพของระบบตรวจแกคําผิดโดยจะเพิ่ม
ตัวอักษรที่เปนไปไดในแตละตัว ซึ่งจะทําใหสามารถแกไข
เปนคําที่ถูกตองได โดยตัวอักษรที่มีการเพิ่มเขาไปจะเปน
ตัวอักษรที่ใกลเคียงกันและตัวอักษรที่มีการพิมพผิดบอย 
โดยจะกําหนดสูงสุดไว 5 ตัวอักษร   ดังตัวอยางของ
ตัวอักษรที่เพิ่มเขาไปดังเชน 
 
ตารางที่ 1 ตัวอยางตัวอักษรที่ถูกกําหนดเพิ่มเพื่อใชเพิ่ม
ความถูกตองของประโยค 

ก ข ค ผ 

ภ ช ด พ 

ถ จ ต ฝ 

ด บ ศ บ 

ฏ ซ อ ป 

 
ในการตรวจแกความผิดพลาดยิ่งถามีการเพิ่ม

จํานวนตัวอักษรที่เปนไปไดมากขึ้นก็จะทําใหการตรวจแก
ความผิดพลาดยิ่งมีความถูกตองสูงขึ้น แตอยางไรก็ตามใน
การเพิ่มจํานวนของตัวอักษรก็เปนส่ิงที่ส้ินเปลืองเพราะจะ
ทําใหไดคําที่เปนไปไดจํานวนมากเชนมีการใชตัวอักษรเพิ่ม 
10 ตัว   ของคําวา “การสอบ” ซึ่งจะสามารถสรางคําที่
เปนไปไดสูงสุดถึง 106 ตัว   ประมาณ 1,000,000 คํา 
(สมมุติวาเปนคําที่มีอยูในพจนานุกรมทั้งหมด) ดังนั้นใน
งานวิจัยนี้จึงมีการจํากัดอยูที่ 5 ตัวอักษร   ซึ่งจากการ
ทดสอบเพียงพอตอความถูกตองของระบบตรวจแกคําผิด
ภาษาไทย 

จากตัวอักษรทั้งหมดที่เปนไปไดจะถูกนําไปใชใน
กระบวนการการสงผานโทเค็น โดยกระบวนการนี้จะทํา
การตรวจสอบตัวอักษรแตละตัวแลวนําไปเปรียบเทียบกับ
พจนานุกรม ถาพบก็จะเก็บไวเปนคําที่สามารถเปนไปได 
ถา ไมพบหรื อ ไม มี โอกาสที่ จะ เกิด เปนคํ าที่ มี อยู ใน
พจนานุกรมก็จะทําการตัดทิ้งไป แตถามีโอกาสก็จะเก็บไว
เพื่อสรางเปนคําตอไป ซึ่งผลลัพธที่ไดจากวิธีการนี้ดังแสดง
ในตารางที่ 2 

 
 

ตารางที่ 2 ตัวอยางกลุมคําที่ไดมาจากวิธีการสงผาน
โทเค็นของประโยค “ใหกับสินคาเกษตร” 

จุดเริ่ม จุดส้ินสุด ตัวอักษร 
0 3 ไท 
0 3 ให 
0 3 ไห 
0 3 โท 
0 3 ไห 
0 3 โห 
3 6 กับ 
3 6 ถับ 
6 9 ลืม 
6 9 สิน 
6 12 สินคา 
9 12 คา 
9 12 คา 
9 12 ดา 
9 12 คัว 

12 17 เกษตร 

 

2.2 วิธีการตรวจสอบรูปแบบประโยค (Language model) 

การตรวจสอบรูปแบบประโยคในงานวิจัยไดใช
วิธีการจากรูปแบบจําลองของภาษาซึ่งเปนกรรมวิธีทาง
สถิติที่นํามาใชสรางแบบจําลอง [7,9,16] ซึ่งผูวิจัยไดมีการ
เก็บขอมูลของประโยคที่ถูกตองไวเพื่อทําการใชในรูปแบบ
ของแบบจําลอง 

แบบจําลองทางสถิติ N-Gram สามารถคํานวณหา
คาความนาจะเปนของคํา P(W) เปรียบเสมือนวา W                 
มีความถี่ เทาไหรในการเกิดคํานั้นในฐานขอมูลซึ่งใน
งานวิจัยนี้ไดใช Tri-Gram ในการตรวจแกคําผิดภาษาไทย 
เชน  P(การ ดํา นาน) จะเกิดความถี่นอยกวา P(การ ทํา งาน) 
ดังนั้นกลุมของคําที่มีการเกิดความถี่ยิ่งมากแสดงวานาจะ
เปนกลุมของคําที่ถูกตองสูง เปรียบเสมือนการคํานวณคา
ความนาจะเปนของคําโดยดูจากความถี่ของคําที่เกิดขึ้นใน
ฐานขอมูล ดังนั้นเราสามารถคํานวณความนาจะเปนของ
คําไดดังนี้ 

 
1 2

1 2 1 3 1 2 1 2 1

1 2 1
1

( ) ( , ,..., )
( ) ( | ) ( | , ) ( | , ,..., )

( | , ,..., )

n

n n
n

i i
i

P W P w w w
P w P w w P w w w P w w w w

P w w w w

−

−
=

=

=

=∏

L

   (1) 



396        KKU ENGINEERING JOURNAL July-September 2014; 41(3) 

ซึ่ง P(wi | w1,w2,…,wi-1) คือความนาจะเปนของ wi  ที่สืบ

เนื่องมาจากลําดับของคําที่เกิดขึ้นกอนหนา wi   

จากสมการขางบนนี้ wi จะขึ้นอยูกับคําทั้งหมดที่อยู
กอนหนา wi สําหรับคําศัพทขนาด v จะมี vi-1

 ของขอมูลเกา
ที่เก็บไว ดังนั้น P(wi | w1,w2,…,wi-1) จึงมีขนาด vi  คาที่
นํามาใชในการคํานวณ ในทางปฏิบัติเราแบงแยกกลุมคํา
ออกเปนชวงละเทาๆ กัน โดยกลุมคําสามารถแบงไดโดยใช
คํากอนหนา w1,w2,…,wi-1 เปนจํานวนชวงเทาๆ กัน ซึ่งจะ
ไดวา P(wi|w1,w2,…,wi-1)  หาจากกลุมคําโดยแบงเปน
สวนยอยๆ จํานวน i คํา เชนถาเราใชการแบงเปนกลุมละ
สามคํา (Tri - gram) เราจะหาความนาจะเปนของคําจาก 
P(wi |wi-2,wi-1)  ดังนั้นเราสามารถหาคาความนาจะเปนได
โดยการนับจํานวนเหตุการณ ที่เราสนใจในคลังฐานขอมูล 
(Corpus) โดยให C(wi-2,wi-1,wi) เปนการนับจํานวน wi-2,wi-

1,wi ที่เกิดขึ้นในคลังฐานขอมูลที่นํามาฝก ดังนั้นจึงสามารถ
หาคาความนาจะเปนไดจาก 

)(
)()|(

12

12
12

−−

−−
−− ≈

ii

iii
iii wwC

wwwCwwwP              (2) 

จากนั้นใชเทคนิคทําใหราบเรียบ [7] เพื่อปองกันให
คาความนาจะเปนมีคาเปนศูนย ซึ่งจะทําใหเกิดการ
กระจายคาของความนาจะเปนใหมีความราบเรียบมากขึ้น 
อีกทั้งยังทําใหรูปแบบมีความถูกตองเพิ่มมากขึ้น 

ผลลัพธที่ไดจากรูปแบบจําลองทางภาษาซึ่งจะให
คาความคลุมเครือของภาษาต่ําในกรณีที่ประโยคนั้น
ถูกตอง และจะใหคาความคลุมเครือของภาษาสูงในกรณีที่
ประโยคนั้นไมถูกตองมาก [3,7] ดังตัวอยางที่แสดงใน
ตารางที่ 3 ซึ่งขอมูลที่นํามาสรางเปนรูปแบบจําลองทาง
ภาษาไดมาจากการ เก็บขอ มูลจากฐานขอ มูลของ
หนังสือพิมพในทุกหัวขอขาวเปนเวลา 3 เดือน   

 
ตารางที่ 3 ผลลัพธความถูกตองของประโยคที่ไดจาก
แบบจําลองทางภาษา 

ประโยค ความคลุมเครือ (ppx) 
หด ลอน 21015 

หด ลอน 46548 

ทด สอบ 11169 

หด สอบ 20690 

2.3 วิธีการคนหาประโยคที่ถูกตองโดยใชมีมีติกอัลกอริทึม 
(Memetic algorithm) 

จากผลลัพธที่ไดจากวิธีการสงผานโทเค็นดังแสดง
ในตารางที่ 2 แสดงใหเห็นวายิ่งถามีจํานวนตัวอักษรยิ่ง
มากเทาไหรก็จะมีโอกาสที่จะเกิดคําจํานวนมาก ซึ่งจะทํา
ใหสามารถคนหาประโยคที่ถูกตองไดกระทําไดยากดังนั้น
ในงานวิจัยนี้จึงไดมีการประยุกตวิธีการของมีมีติกอัลกอริ
ทึมเพื่อใชในการคนหาประโยคที่ถูกตอง โดยเทคนิคมีมีติ
กอัลกอริทึม เปน เทคนิคการคนหาที่ จํ าลองมาจาก
กระบวนการทางธรรมชาติที่สามารถแกปญหาที่ซับซอนได 
ซึ่งวิธีการที่สําคัญของเทคนิควิธีมีมีติกอัลกอริทึมคือการ
คนหาคําตอบแบบเฉพาะที่ (Local search)  เพื่อชวย
ปรับปรุงการหาคําตอบใหดียิ่งขึ้น [10-12] ซึ่งในการตรวจ
แกคําผิดภาษาไทยจะเริ่มจากตัวอักษรทั้ งหมดทีละ
ประโยคหรือทีละ 1 บรรทัด ในกรณีที่ไมมีการเวนวรรค โดย
จะดําเนินการตรวจสอบทีละประโยคไปจนครบทั้งหมด 
โดยสามารถอธิบายเปนขั้นตอนดังนี้ 
 

Function Memetic Algorithm 
{                              

Gen = 0; 
Population_Initialization P(Gen); 
Evaluate P(Gen); 
Local Search P(Gen); 
while not terminated(do) { 
Keep_best P(Gen); 
P_Select(Gen) = Select_Parent P(Gen); 
P’(Gen) = Crossover P_Select(Gen); 
P’’(Gen) = Mutation P’(Gen); 
Evaluate P’’(Gen); 
P’’(Gen) = Local_Search P’’(Gen); 
P(Gen+1) = Select(P’’(Gen) U  Keep_best)); 
Gen = Gen + 1; 
} Best_Sentence = Select_Best(Gen); 

} 
รูปที่ 2  กระบวนการของระบบตรวจแกคําผิดภาษาไทย
โดยใชมีมีติกอัลกอริทึม 

 
ซึ่งในฟงกชัน P(Gen) คือประชากรในแตละรุน 

Population_Initialization P(Gen) คือการสรางประชากร
เริ่มตน  Evaluate P(Gen) คือการประเมินคาความเหมาะสม  
Local Search P(Gen) คือการคนหาคําตอบเฉพาะที่   
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Keep_best P(Gen) คือการรักษาคําตอบที่ดีไวไมใหสูญเสีย   
Select_Parent P(Gen) คือการเลือกประชากรพอแมที่จะ
ดําเนินการทางพันธุศาสตร Crossover P_Select(Gen) 
และ  Mutation P’(Gen) คือการดําเนินการทางพันธุศาสตร
เพื่อหาคําตอบที่ดี Select(P’’(Gen) U  Keep_best)) คือ
การเลือกประชากรรุนถัดไปที่ดี Select_Best(Gen) คือการ
เลือกคําตอบที่ดีที่สุด 

(1) Chromosome representation  การกําหนดรูปแบบ 
โครโมโซม เริ่มตนของกระบวนการมีมีติกอัลกอริทึมจะตอง
มีการปรับรูปแบบของปญหาใหอยูในรูปแบบที่เหมาะสม
เพื่อที่จะนําไปใชในการกระบวนการของมีมีติกอัลกอริทึม
ไดอยางมีประสิทธิภาพ ซึ่งในงานวิจัยนี้ขอมูลจะถูกเก็บใน
รูปแบบของเสนทางของกลุมคํา (Word Graph) ที่ไดมา
จากวิธีการสงผานโทเค็น ดังแสดงในรูปที่ 3  

 

 

รูปที่ 3 เสนทางของกลุมคําที่เปนไปไดทั้งหมด 
 

(2) Population_Initialization การสรางประชากร
เริ่มตน ในขั้นตอนนี้เปนการสรางประชากรตนแบบโดยการ
สุมคาจํานวนประชากรตามที่ไดออกแบบ โดยจะสุมมา
จากเสนทางของกลุมคํา ซึ่งในงานวิจัยจํานวนประชากร
เริ่มตน = 30 ซึ่งไดมากจากการทดสอบที่ดีที่สุด 

x x xx x

x x xx x

Initial Population

ไท้
0-3

กับ
3-6

สิน
6-9

ค้า
9-12

เกษตร
12-17

ให้้
0-3

ถับ
3-6

สิน
6-9

ค่า
9-12

เกษตร
12-17

 
รูปที่ 4 ประชากรเริ่มตน 

(3) Evaluate การประเมินคาความเหมาะสม (Fitness 
function) ในขั้นตอนนี้เปนการดูคาความเหมาะสมของ
ประโยคที่ถูกตองซึ่งในงานวิจัยเราสามารถประเมินหาคา
ความเหมาะสมโดยการปรับคาความคลุมเครือ (ppx) ให
อยูในชวง 0-1 โดยถาเขาใกล 0 แสดงวาประโยคนั้นมี
ความนาจะเปนที่ถูกตองแยที่สุด และถาเขาใกล 1 แสดงวา
ประโยคนั้นมีความนาจะเปนที่ถูกตองมากที่สุด ซึ่งคา
ความนาจะเปนของประโยคหรือคาความเหมาะสม
สามารถคํานวณไดจากสมการ 

 

7
)(log7 10 ppxFitness −

=        (3) 

ซึ่ง ppx คือคาความคลุมเครือของประโยค (Perplexity) 

7
)(log7 10 ppx

Fitness
−

=
 

รูปที่ 5 การหาคาความเหมาะสม 

(4) Local search การคนหาเฉพาะที่ (Local search) 
ซึ่งในกระบวนการของมีมีติกอัลกอริทึมการคนหาเฉพาะที่
จะเปนสวนที่สําคัญที่จะทําใหสามารถหาคําตอบไดอยาง
รวดเร็วและมีประสิทธิภาพมากขึ้น ซึ่งการคนหาเฉพาะที่จะ
เปล่ียนแปลงคําตอบที่ดีใหดียิ่งขึ้นไป เนื่องจากคําตอบที่ได
ในแตละตัวมักจะมีตัวที่ดีรวมอยูดวย โดยสามารถอธิบาย
เปนขั้นตอนดังนี้ 
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Function local search 
{ 

Best_Chro = Select_Best P(Gen);  
All_Pop = P(Gen) – Best_Chro; 
Num_Meme = Length of Chromosome; 
Count = 1; 
 while (Count < Num_Meme) 
{ 

if (Best_Chro(Count) < All_Pop(Count)) 
{ 
Swap(Best_Chro(Count),All_Pop(Count)); 
} 
Count = Count + 1; 

} 
} 
รูปที่ 6 กระบวนการคนหาเฉพาะที่ 
 

Best_Chro จะทําการเลือกโครโมโซมที่ดีที่สุดใน
ประชากรในแตละรุน ซึ่งในฟงกชัน P(Gen) คือประชากร
ในแตละรุน เมื่อทําการเลือกโครโมโซมที่ดีที่สุดก็จะเหลือ
โครโมโซมอื่นๆ นั่นคือ All_Pop จากนั้นจะกระทําการ
เปรียบเทียบในแตละมีมีหรือในแตละคําของตัวอักษร ถา
เปรียบเทียบแลวโครโมโซมที่ดี สุดมีคําที่ดี สุดก็จะไม
เปล่ียนแปลง แตถาในแตละคําของโครโมโซมมีคาต่ํากวา
คําอื่นของประชากรอื่นในรุนนั้นก็จะทําการแลกเปลี่ยนคํา
ที่ดีที่สุดใหแกโครโมโซมที่ดีที่สุด ซึ่งวิธีการนี้จะทําใหได
โครโมโซมหรือคําตอบที่ดียิ่งขึ้นในการหาคําตอบเฉพาะที่  
 

 

รูปที่ 7 การหาคําตอบที่ดีเฉพาะที่ 

(5) Parent selection method การเลือกประชากร
ในการดําเนินการทางพันธุศาสตรหรือการเลือกคูเพื่อที่จะ
แลกเปลี่ยนขอมูลตางๆ เพื่อหาคําตอบใหดียิ่งขึ้น ซึ่งใน
งานวิจัยนี้จะใชวิธีการวงลอรูเล็ท (Roulette wheel) [13] 
โดยดําเนินการหาอัตราสวนของประชากรตนแบบทั้งหมด 
ถาประชากรตนแบบใดมีคาความเหมาะสมสูงในสวนของ

วงลอรูเล็ทก็จะมีพื้นที่กวางทําใหโอกาสที่จะเลือกเปน
ตนแบบก็จะมีสูง แตถามีคาความเหมาะสมต่ําในสวนของ
วงลอรูเล็ทก็จะมีพื้นที่นอยทําใหโอกาสที่จะเลือกเปน
ตนแบบก็จะมีนอย เมื่อไดวงลอรูเล็ทของประชากรตนแบบ
ทั้ งหมดก็จะทําการสุมจับคู โครโมโซมตนแบบหรือ
โครโมโซมพอแมเพื่อดําเนินการทางพันธุศาสตรตอไป ซึ่ง
วิธีการนี้เปรียบเสมือนวาคําตอบที่แข็งแรงมีโอกาสที่จะถูก
คัดเลือกเพื่อเขาสูการดําเนินการทางพันธุกรรมมากกวาตัว
ที่เปนคําตอบไมแข็งแรง 

(6) Crossover method การครอสโอเวอรหรือการ
แลกเปล่ียนบางสวนของโครโมโซม ซึ่งจุดประสงคของ
วิธีการนี้คือการสรางประชากรรุนใหมจากประชากรรุนเกา 
ซึ่งก็จะทําใหไดคําตอบรุนใหมแทนคําตอบรุนเกา ซึ่งใน
งานวิจัยนี้ไดใชการครอสโอเวอรแบบ 1 จุด (Single Point 
Crossover) โดยจุดที่จะทําการครอสโอเวอรจะถูกกําหนด
โดยการสุม ดังแสดงตัวอยางในรูปที่ 8 และใชจํานวนของ
การครอสโอเวอรดังสมการ 

 

2
SizePopulationP

CrossoverNumber c ×=          (4) 

 
ซึ่ง Pc คือความนาจะเปนของการครอสโอเวอร 

(Crossover Probability) 

 
รูปที่ 8 การครอสโอเวอร 

จากรูปเริ่มแรกจะเปนการสุมตําแหนงตัวอักษร 
จากรูปจะมีจํานวนตัวอักษรทั้งหมด 17 ตัว ดังนั้นจะทําการ
สุมตัวอักษร เชนถาสุมไดเลข 8 แสดงวาตําแหนงที่จะทํา
การแลกเปลี่ยนคือตําแหนงที่ 3 (ในกรณีที่ไดตําแหนงที่ 1 
ใหทําการสุมใหม) ซึ่งจะทําการแลกเปลี่ยนบางสวนของ
ขอมูลตั้งแตตําแหนงที่สุมไดไปจนถึงตําแหนงสุดทาย 
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(7) Mutation method การกลายพันธุในงานวิจัยนี้
คือการเปลี่ยนแปลงคําของประโยคในแตละตําแหนงที่อยู
ในสวนของประชากรตนแบบทั้งหมด ซึ่งจะเปนการเพิ่ม
ประสิทธิภาพในการคนหาคําตอบที่ดียิ่งขึ้น เปนการเพิ่ม
ความหลากหลายใหมากขึ้นในกลุมประชากรทําใหมีผล
คําตอบครอบคลุมพื้นที่กวางมากขึ้น ซึ่งในงานวิจัยนี้
จํานวนการกลายพันธจะขึ้นอยูกับความยาวของโครโมโซม
สูงสุดของแตละรุน เชนในกลุมของประชากรมีจํานวน
ความยาวของคําหรือมีมี  สูงสุดคือ 9 ตัว  ก็จะดําเนินการ
กลายพันธจํานวน 9 ตัว โดยจะทําการสุมทั้งในสวนของ
โครโมโซมและในสวนของของมีมี ทั้งหมด โดยขอกําหนด
ในการกลายพันธในแตละคําจะตองอยูในตําแหนงเดียวกัน 
ดังตัวอยางแสดงในรูปที่ 9 

 

รูปที่ 9 การกลายพันธ 

(8) Survive method ในการหาผูรอดชีวิตหรือการ
หาคําตอบที่ดีเพื่อที่จะนํามาเปนประชากรรุนใหมที่จะ
นําไปสูการหาคําตอบที่ดีขึ้น ในงานวิจัยนี้จะใชการเก็บ
รักษาประชากรที่ดีที่สุดในแตละรุนเพื่อรักษาคําตอบที่ดี
ที่สุดไวไมใหสูญหายเนื่องจากในบางครั้งเมื่อดําเนินการ
ทางพันธุศาสตรอาจจะไปในทิศทางที่ดีหรือไมดีก็ได แตถา
ใชวิธีการนี้จะเปนการหาคําตอบไปในทิศทางที่ดีขึ้นเรื่อยๆ 
เนื่องจากมีการเก็บประชากรที่ดีที่ สุดไว โดยจะนําเอา
คําตอบที่ดีที่สุดในประชากรรุนกอนหนามาแทนคําตอบที่
แยที่สุดในประชากรรุนใหม 

 
3. ผลการวิจัยและอภิปราย 

ในการทดลองไดมีการทดสอบวิธีการที่นําเสนอใน
การหาผลลัพธที่ดีที่สุดและไดมีการเปรียบเทียบกับวิธีการ
ที่ใชในการคนหาทั้งหมดเพื่อแสดงใหเห็นถึงประสิทธิภาพ
ของวิธีการที่นําเสนอ อีกทั้งยังไดมีการทดสอบกับวิธีการเจ
เนติกอัลกอริทึม (Genetic algorithm) [13-15]  

การทดลองอันดับแรกจะเปนการทดลองในการ
ตรวจแกคําผิดภาษาไทยโดยจะมีการทดสอบตัวอักษรที่ผิด
ตั้งแต 10 ตัว ถึง 40 ตัว ในแตละขอความทั้งหมดดังแสดง
ในตัวอยางของผลการทดลองในตารางที่ 4 และตารางที่ 5  

ตารางที่ 4 ตัวอยางผลการทดสอบในการตรวจแกคําผิด
จํานวน 10 ตัวอักษร 

ตัวอักษรผิด 10 ตัว ผลลัพธจากการแกไข 
ถารหดสอบเปนการแลดง

ความถูกตองบองวิธีการที่นํา

เสมอกับวิธีภารที่ถูกนํานา

เปรียบเทียน ซ่ึงแสดงใหเห็ม

วามีควานถูกตองสูง 

การทดสอบเปนการแสดง

ความถูกตองของวิธีการที่

นําเสนอกับวิธีการที่ถูกนํามา

เปรียบเทียบ ซ่ึงแสดงใหเห็น

วามีความถูกตองสูง 

 
ตารางที่ 5 ผลการทดสอบในการตรวจแกคําผิด  

จํานวนตัวอักษรผิด ความถูกตอง % 
10 98.0% 

15 96.5% 

20 94.2% 

25 94.4% 

30 93.6% 

35 92.4% 

40 92.5% 
*ความถูกตอง % ไดมาจากการเฉลี่ยของกลุมประโยคจํานวน 10 
กลุม ในแตละจํานวนตัวอักษรที่ผิด 
 

จากการทดสอบในการตรวจแกคําผิดแสดงใหเห็น
วาวิธีการที่นําเสนอสามารถตรวจแกคําผิดไดถูกตอง
มากกวา 92% แตอยางไรก็ตามก็อาจจะมีสวนที่ผิดพลาด
เนื่องจากในสวนของการเลือกตัวอักษรที่ใกลเคียง แต
อยางไรก็ตามก็นับวาสามารถแกคําผิดภาษาไทยไดมี
ประสิทธิภาพสูง 

ในการทดลองถัดไปจะเปนการทดลองในการหา
คําตอบที่ดีที่สุดนั่นคือการหาคําตอบที่ดีที่สุดในการหา
ประโยคที่ถูกตองโดยมีมีติกอัลกอริทึม ซึ่งการทดลองจะ
เปนการทดสอบหาคําตอบที่ดีที่สุดจากจํานวนตัวอักษร 40 
ตัวอักษร ซึ่งสามารถทําใหเกิดประโยคที่เปนไปไดมากกวา
หมื่นประโยค โดยจะใชวิธีการมีมีติกอัลกอริทึมหาประโยค
ที่ถูกตองที่สุด   ซึ่งจากผลการทดลอง 3 ประโยค  ในการ
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ทดสอบไดใช Pc = 0.5 และจํานวนประชากรเริ่มตน = 30 
ดังแสดงผลลัพธในรูปกราฟที่ 10 
 

   
รูปที่ 10 การหาประโยคที่ถูกตองโดยวิธีการที่นําเสนอ 

จากการทดลองจะแสดงใหเห็นวาคําตอบที่ไดจะดี
ขึ้นเรื่อยๆ โดยเฉพาะในรุนที่ 400 ขึ้นไป จะพบคําตอบที่
ใกลเคียงกับคําตอบที่ดีที่ สุดจากวิธีการคนหาทั้งหมด 
ดังนั้นในการทดสอบถัดไปจะกําหนดจํานวนรอบไวที่ 400 
รอบ เพื่อทําการหาคําตอบที่ดีที่สุดในประโยคที่มีความยาว
แตกตางกันไป จากการทดสอบจํานวน 10 ครั้ง ในแตละ
จํานวนตัวอักษร ซึ่งจะแสดงผลลัพธที่ดีที่สุดและแยที่สุด
จากวิธีที่นําเสนอ ดังแสดงผลลัพธในตารางที่ 6  

ตารางที่ 6 ผลลัพธจากการเปลี่ยนแปลงจํานวนตัวอักษร 
จํานวน

ตัวอักษร 

ตัวอักษรที่

เปนไปได 

คาที่ดี

ที่สุด 

วิธีการที่นําเสนอ 

ดีสุด แยสุด 

10 48 0.92 0.92 0.92 

20 532 0.90 0.90 0.90 

30 2,054 0.87 0.87 0.87 

40 10,432 0.89 0.89 0.81 

50 86,456 0.84 0.84 0.82 

60 293,564 0.85 0.83 0.80 

70 > 1 ลาน 0.81 0.81 0.79 

80 > 1 ลาน 0.82 0.80 0.78 

จากการทดลองแสดงใหเห็นวาวิธีการที่นําเสนอ
สามารถหาคําตอบที่ดีที่สุดไดใกลเคียงกับคําตอบที่ถูกตอง
ที่สุดจากวิธีการคนหาทั้งหมด (Full search) ในจํานวน
ตัวอักษรที่นอยจะกระทําไดดีทั้งในกรณีที่แยสุดและดีสุด 
แตในกรณีที่จํานวนตัวอักษรเพิ่มมากขึ้น จํานวนของ
ประโยคที่เปนไปไดก็จะมาก แตอยางไรก็ตามวิธีการที่
นําเสนอก็สามารถหาคําตอบที่ใกลเคียงกับคําตอบที่

ถูกตองได ซึ่งถาหากมีการกําหนดจํานวนรอบเพิ่มมากขึ้นก็
จะมีความถูกตองที่เพิ่มขึ้น 

ในการทดสอบถัดไปเปนการทดสอบการคนหา
คําตอบในแตละจํานวนตัวอักษร โดยจะหาคําตอบที่ดีที่สุด
จากวิธีการที่นําเสนอโดยการเพิ่มจํานวนรอบไปจนกวาจะ
เจอคําตอบที่ดีที่สุด ซึ่งในแตละจํานวนตัวอักษรจะทําการ
ทดสอบจํานวน 10 ครั้ง จากนั้นจะไดจํานวนรอบที่ต่ําที่สุด
และสูงสุดที่หาได ซึ่งจะนําไปคํานวณหาคาเฉลี่ย ดังแสดง
ผลลัพธในตารางที่ 7  

 
ตารางที่ 7 ผลลัพธของจํานวนรอบในการหาคําตอบที่ดี
ที่สุด 

จํานวน

ตัวอักษร 

จํานวนรอบที่เจอ

คําตอบที่ดีที่สุด 

คาเฉลี่ย

จํานวน

รอบ 

อัตราการ

คนหา 

 ตํ่าสุด สูงสุด 

10 1 7 4 100% 

20 1 13 8 45% 

30 10 24 18 26% 

40 23 412 176 53% 

50 45 1034 343 11% 

60 37 4327 1,764 18% 

70 84 7832 5,367 11% 

80 89 8632 5,612 11% 

 
อัตราการคนหาคือจํานวนของคาเฉลี่ยคูณกับ

จํานวนประชากรที่กําหนดและหารดวยจํานวนประโยค
ทั้งหมดที่เปนไปได แลวทําใหเปนเปอรเซ็นต ซึ่งแสดงให
เห็นวาวิธีการที่นําเสนอไมจําเปนที่จะตองทําการคนหา
ทั้งหมดซึ่งทําใหเสียเวลาในการคนหา  ยิ่งในกรณีที่ มี
เสนทางที่เปนไปไดเปนลานเสนทาง วิธีการที่นําเสนอ
สามารถคนหาเพียงชวงเวลาหนึ่งก็สามารถหาคําตอบที่
ถูกตองได ซึ่งจากการทดลองแสดงใหเห็นวาคําตอบที่
ถูกตองขึ้นอยูกับจํานวนรอบ ยิ่งจํานวนรอบเพิ่มมากขึ้น
คําตอบที่ไดก็จะถูกตองมากยิ่งขึ้น ถึงจะมีจํานวนรอบมาก
แตอยางไรก็ตามการคนหาที่ไดจะทําการคนหาเฉพาะ
บางสวนของประโยคที่เปนไปไดทั้งหมด ดังเชนอาจจะหา
เพียง 10% ของกลุมขอมูลทั้งหมด ซึ่งจากวิธีการที่นําเสนอ
ก็จะไดผลลัพธเชนเดียวกันกับการหา 100% ของวิธีการ
คนหาทั้งหมด ซึ่งจากการทดลองแสดงใหเห็นวายิ่งมี
จํานวนตัวอักษรมาก ก็จะมากทําใหการคนหาลําบากซึ่ง
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อาจจะตองหาเปนลานประโยคแตวิธีการที่นําเสนอจะ
สามารถหาคําตอบที่ถูกตองไดเพียงไมเกิน 15% ของ
ทั้งหมด ดังแสดงการเปรียบเทียบในการหาประโยคทั้งหมด
และวิธีการที่นําเสนอ ในรูปกราฟที่ 11 

 

   
รูปที่ 11 ผลลัพธการเปรียบเทียบวิธีการคนหาทั้งหมดและ 

วิธีการที่นําเสนอ 

จากกราฟแสดงใหเห็นวาวิธีการที่นําเสนอสามารถ
หาประโยคที่ถูกตองโดยจะหาเพียงชวงหนึ่งของขอมูล
ทั้งหมด ยิ่งในกรณีที่มีจํานวนตัวอักษรมาก ก็จะเห็นผล
ประสิทธิภาพที่แตกตางกันชัดเจน 

 ในการทดลองถัดไปจะเปนการทดลองโดย
เปรียบเทียบกับวิธีการของเจเนติกอัลกอริทึม ซึ่งวิธีการนี้
จะเปนวิธีการคนหาคําตอบที่มีประสิทธิภาพอีกวิธีการหนึ่ง
โดยใชรูปแบบเชนเดียวกับวิธีการที่นําเสนอเพียงแตไม
นําเอาวิธีการคนหาเฉพาะที่มาใชในกระบวนการ ซึ่งจาก
การทดลองสรุปไดดังรูปที่ 12 ซ่ึงเปนการเปรียบเทียบใน
การคนหาประโยคที่ถูกตองในดานจํานวนของประโยคที่ทํา
การคนหา โดยจะดูวาวิธีการใดใชจํานวนประโยคที่ทําการ
คนหานอยกวากันแลวเจอคําตอบที่ดีที่สุด 

 

  
รูปที่ 12 การเปรียบเทียบระหวางมีมีติกอัลกอริทึมและเจ

เนติกอัลกอริทึมในการคนหาประโยคที่ถูกตอง 

จากการทดลองในการเปรียบเทียบประสิทธิภาพ
ระหวางวิธีการของมีมีติกอัลกอริทึมและเจเนติกอัลกอริทึม
แสดงใหเห็นวาวิธีการที่นําเสนอสามารถหาคําตอบที่
ถูกตองไดเร็วมากกวา ซึ่งแสดงใหเห็นจากจํานวนการ
คนหาที่แสดงถึงปริมาณของการคนหาประโยคที่ถูกตอง
นอยกวา  

 
4. สรุป 

งานวิจัยไดมีการปรับปรุงประสิทธิภาพในการตรวจ
แกคําผิดภาษาไทยโดยใชมีมีติกอริทึม ซึ่งจากผลลัพธจาก
การใชวิธีการสงผานโทเค็นจะสงผลใหไดคําที่ถูกตองที่
เปนไปไดจํานวนมาก ดังนั้นในงานวิจัยนี้จึงนํากระบวนการ
มีมีติกอัลกอริทึมมาชวยในการคนหาประโยคที่ถูกตองจาก
คําที่เปนไปไดทั้งหมดโดยเปรียบเทียบความถูกตองจากรูป
แบบจําลองทางภาษา จากผลการทดลองแสดงใหเห็นวา
วิธีการที่นําเสนอสามารถตรวจแกไขคําผิดไดอยางถูกตอง 
ในกรณีที่มีจํานวนตัวอักษรจํานวนมากแสดงใหเห็นถึง
ประสิทธิภาพในการคนหาวามีประสิทธิภาพสูง อีกทั้งใน
งานวิจัยได มีการเปรียบเทียบกับวิธีการของเจเนติก
อัลกอริทึมและวิธีการคนหาทั้งหมด ซึ่งแสดงใหเห็นวา
วิธีการที่นําเสนอสามารถคนหาประโยคที่ดีที่สุดอยางมี
ประสิทธิภาพมากกวาวิธีที่นํามาเปรียบเทียบ ดังนั้นใน
งานวิจัยนี้จะเปนวิธีการตรวจแกคําผิดโดยอัตโนมัติวิธีการ
หนึ่ งที่สามารถตรวจแกคําผิดไดอยางถูกตอง  ทําให
สามารถนําไปสรางเครื่องมือชวยเหลือมนุษยไดอยางมี
ประสิทธิภาพ 
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