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A Model for Parallelizing
Evolutionary Algorithms

ABSTRACT

This paper presents a new parallelization
model for evolutionary algorithms c alle d the
AMD mo del. It is an extension of a coarse-
grain model and opt imized for implem enta-
tion on th e web. Unique features of the model
includes usage of mobile software agents for
task distribution, usage of a migrant buffer to
neutralize differences in speed of hosts, usage
of a hierarchy of distributed objects to allow
system s calabili ty, and usage of “on-th e-f ly”
cont rol parameter optimizat ion strate gy. Test
results on thirty numerical, combinatorial, and
machi ne learning problems shows g ood
speedup and solution quality on majority of
the test problems.

1. Introduction
The World Wide Web has progressed

from presenting the user with passive
hypertext documents to executing remote
applets. The next natural extension would
involve running compute-intensive distrib-
uted applications. Evolutionary algorithms are

LS
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good candidates for running on th e web be-
cause they are naturally parallelizable. Exist-
ing parallelization techniques such as the glo-
bal, c oarseg rain and fine-g rain models are not
readily suitable for implementation on the web
because of the low bandwidth,/high latency
characteristic of the web.

Section 2 presents the new model. Se c-
tion 3 describes a set of experiments that were
performed on the model. T he results are re-
ported in section 4, and concluding remarks
are found in section 5.

2. The AMD Model

Our AMD mo del allows a m assive num-
ber of computers on the Internet to efficiently
share the same evolutionary algorithm task,
and therefore speed up the computation. It is
an extension of the coarse-grain parallelization
model [Tanese 89b] and p erfor ms task decom-
position at the deme level. The architecture
of the system is shown in Figure 1.
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