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ตัวแบบการถดถอยเแบบมลัติโนเมียลโลจิสติกเพ่ือการจัดกลุ่มการเรียนและ 
ตัวแบบการถดถอยลอจีสตกิเชิงอันดับส าหรับการวิเคราะห์เกรดนักศึกษา 

 
Multinomial Logistic Regression Model for Learning Classification and 

Ordinal Logistic Regression Model for Student Grade Analysis 
  

 เกรียง  กิจบ ารุงรัตน์ (Krieng Kitbumrungrat)* 
 

บทคัดย่อ 
 บทความนี้ต้องการหาตัวแบบการจัดกลุ่มการเรียนของนักศึกษาโดยใช้การวิเคราะห์ตัวแบบการ
ถดถอยแบบมัลติโนเมียลโลจิสติก (Multinomial Logistic Regression Model) และตัวแบบผลสัมฤทธิ์ทาง          
การเรียน (เกรดนักศึกษา) โดยใช้การวิเคราะห์ตัวแบบการถดถอยลอจีสติกเชิงอันดับ (Ordinal Logistic 
Regression Model) ส าหรับวิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตรของนักศึกษาระดับปริญญาตรี 
มหาวิทยาลัยเทคโนโลยีพระจอมเกล้าพระนครเหนือ วิทยาเขตปราจีนบุรี  ผลสรุปคือการวิเคราะห์ตัวแบบการ
ถดถอยเแบบมัลติโนเมียลโลจิสติกเพื่อการจัดกลุ่มการเรียนของนักศึกษา โดยใช้เกณฑ์จากคะแนนสอบกลางภาค 
45% (x1) คะแนนสอบปลายภาค 40% (x2) และคะแนนรายงาน 15% (x3) ซึ่งเป็นตัวแปรอิสระ และความน่าจะ
เป็นสาขาวิชาของคณะอุตสาหกรรมเกษตรเป็นตัวแปรตามมี 3 สาขาวิชาคือสาขาวิทยาศาสตร์การอาหารและ
โภชนาการ (FSN): (p1), สาขาวิทยาศาสตร์การอาหารและการจัดการ (FSM): (p2) และสาขาวิชานวัตกรรมและ
เทคโนโลยีการพัฒนาผลิตภัณฑ์ (IPD): (p3) เป็นตัวแปรตาม โดยมีสาขาวิชานวัตกรรมและเทคโนโลยีการพัฒนา
ผลิตภัณฑ์ (IPD) เป็นสาขาวิชาอ้างอิง พบว่าพบว่าคะแนนสอบกลางภาคเพียงอย่างเดียวสามารถท านายกลุ่มการ
เรียนของนักศึกษา (สาขาวิชา) ได้ ส่วนการวิเคราะห์ตัวแบบการถดถอยลอจีสติกเชิงอันดับ (Ordinal Logistic 
Regression Model) เพื่อการวิเคราะห์ตัวแบบผลสัมฤทธิ์ทางการเรียน (เกรดนักศึกษา) ตัวแปรตามคือ             
เกรดนักศึกษา (A,  B+, B, C+, C, D+, D และ F)  โดยใช้เกณฑ์จากคะแนนสอบกลางภาค 45% (x1) คะแนน
สอบปลายภาค 40% (x2) และคะแนนรายงาน 15% (x3) ซึ่งเป็นตัวแปรอิสระ จะได้ตัวแบบในการพยากรณ์
จ าแนกกลุ่มเกรดนักศึกษาจ านวน 7 ตัวแบบ และเมื่อท าการทดสอบสัมประสิทธิ์การถดถอยของแต่ละตัวแบบ 
พบว่าสัมประสิทธิ์การถดถอยของแต่ละกลุ่มเท่ากันจึงสามารถใช้เทคนิคการถดถอย ลอจีสติกเชิงอันดับ (Ordinal  
Logistic Regression Model) วิเคราะห์ข้อมูลดังกล่าวได้ 
 
ค าส าคัญ : ตัวแบบถดถอยแบบมัลติโนเมียลโลจิสติก ตัวแบบการถดถอยลอจีสติกเชิงอันดับ, การจัดกลุ่ม 
การเรียน, ผลสัมฤทธิ์ทางการเรียน   
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Abstract 
 The purpose of this study is to obtain learning classification by multinomial logistic 
regression model and student achievement measurement model (Student Grade) by ordinal 
logistic regression model for mathematics for agro-industry undergraduate class at King 
Mongkut’s University of Technology North Bangkok (KMUTNB) Prachinburi Campus. Results of 
analysis are described as follows: multinomial logistic regression model for learning 
classification. Mid-term examination score (x1), final examination score (x2) and report score (x3), 
are independent variables. On the other side probability, each of three Programs faculties are 
dependent variable: Food science and nitriting Program (FSN): (p1), Food science and 
management Program (FSM): (p2) and Innovation and product development technology 
Program (IPD): (p3). The reference category is Program of Innovation and product development 
technology (IPD). pi, i = 1, 2, 3 refers to the cumulative probability passing the examination. As 
a result, only mid-term examination score affects can the student classification for each 
program. The resulted the ordinal logistic regression model for student achievement 
measurement model (Student Grade). Student Grade (A, B+, B, C+, C, D+, D and F) are 
dependent variable. Mid-term examination score (x1), final examination score (x2) and report 
score (x3), are independent variables. As a result, the ordinal logistic regression model for 
student achievement measurement model (student grade) has 7 models. And the study 
results for flexibility student achievement measurement model that student grade can use 
predicted the student classification for flexibility 
 
Keywords:  Multinomial Logistic Regression Model, Ordinal Logistic Regression Model, Student 
Classification, Student Grade. 
 
1.บทน า 
 คณิตศาสตร์ คือ วิชาที่ว่าด้วยการค านวณเกี่ยวกับการบวก การลบ การคูณ และการหารของ          
จ านวน เป็นวิชาที่เกี่ยวข้องกับการคิด เป็นวิทยาศาสตร์ มีลักษณะเป็นตรรกวิทยา และเป็นศิลปะอย่างหนึ่ง         
การเรียนการสอนเกี่ยวกับโจทย์ปัญหาคณิตศาสตร์ในปัจจุบัน พบว่าเป็นปัญหาเรื้อรังมานานอาจมีสาเหตุหลาย
ประการ เช่น การมีทัศนคติที่ไม่ดีต่อวิชาคณิตศาสตร์ ไม่เห็นคุณค่าของวิชาคณิตศาสตร์ ไม่สามารถแก้ปัญหา
โจทย์ที่ยากได้ มีความบกพร่องในด้านกระบวนการแก้โจทย์ปัญหา ซึ่งขึ้นอยู่กับพื้นฐานของผู้เรียน ความสนใจ 
ความถนัด ความชอบในการเรียนคณิตศาสตร์ และความสามารถของครู โดยครูที่สามารถสอนให้ผู้เรียนมีทักษะ
ในการแก้โจทย์ปัญหาได้ดีต้องมีความรู้ความเข้าใจในเนื้อหาคณิตสาสตร์เป็นอย่างดี  รวมทั้งมีทักษะและเทคนิค
การสอนเฉพาะในการแก้โจทย์ปัญหาคณิตศาสตร์ของตนเอง ดังนั้นเทคนิคการสอนของครู จึงมีความ ส าคัญอย่าง
ยิ่งในการส่งเสริมให้ผู้เรียนมีความสามารถในการแก้โจทย์ปัญหาได้ดียิ่งขึ้น (กมลพร จินดาหลวง, 2549) 
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 วิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตร (Mathematics for Agro-Industry) เป็นวิชาพื้นฐาน
คณิตศาสตร ์ในระดับปริญญาตรี ที่จัดให้มีการเรียนการสอนแก่นักศึกษาคณะอุตสาหกรรมเกษตร มหาวิทยาลัย
เทคโนโลยีพระจอมเกล้าพระนครเหนือ วิทยาเขตปราจีนบุรี ซึ่งในภาคการศึกษาที่ 2 ปีการศึกษา 2558 สามารถ
แบ่งกลุ่มเรียนออกได้เป็น 3 สาขาวิชาคือ สาขาวิทยาศาสตร์การอาหารและโภชนาการ (FSN) สาขาวิทยาศาสตร์
การอาหารและการจัดการ (FSM) และสาขาวิชานวัตกรรมและเทคโนโลยีการพัฒนาผลิตภัณฑ์ (IPD)                
วิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตรเนื้อหาวิชาจะเน้นทักษะที่เป็นเครื่องมือในการเรียนรู้พื้นฐานในงาน
ด้านอุตสาหกรรมเกษตร ที่จะน าไปสู่การเรียนรู้และประยุกต์ใช้ในกลุ่มประสบการณ์อื่นๆ และการเรียนในระดับที่
สูงขึ้นไป เป็นวิชาที่ช่วยพัฒนาผู้เรียนให้รู้จักคิดและคิดเป็น คือ คิดอย่างมีเหตุผล มีระเบียบขั้นตอนในการคิด 
สามารถแก้โจทย์ปัญหาได้โดยเฉพาะอย่างยิ่งในชีวิตประจ าวัน วิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตรเป็น
พื้นฐานในการศึกษารายวิชาของแต่ละสาขาวิชา ถือได้ว่าเป็นวิชาที่มีความส าคัญอย่างยิ่งที่ นักศึกษา                 
คณะอุตสาหกรรมเกษตรควรตั้งใจในการศึกษาเล่าเรียน แต่ผู้เรียนมักขาดประสบการณ์ในการวิเคราะห์ และการ
แก้ปัญหาโจทย์ จึงดูเหมือนว่าวิชานี้ยาก และน่าเบื่อหน่าย ส่งผลให้ผลสัมฤทธิ์ทางการเรียนค่อนข้างต่ า  
 จากข้อมูลสถิติผลสัมฤทธิ์ทางการเรียนวิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตร ในปีที่ผ่านมานั้น 
นักศึกษามีผลสัมฤทธิ์ทางการเรียนค่อนข้างต่ า ขาดแรงจูงใจในการเรียนไม่สามารถสร้างองค์ความรู้ต่าง ๆ ทาง
คณิตศาสตร์ได้ นักศึกษาส่วนใหญ่ยังเคยชินกับการเป็นผู้รับมากกว่าเป็นผู้แสวงหาขาดความกระตือรือร้นในการ
เรียนรู้ในรายวิชาดังกล่าวโดยเฉพาะเนื้อหาเร่ือง ลิมิตและความต่อเนื่องของฟังก์ชัน ความชันเส้นโค้งอนุพันธ์ของ
ฟังก์ชัน สูตรเบื้องต้นในการหาอนุพันธ์ กฎลูกโซ่ อนุพันธ์อันดับสูง อนุพันธ์ของฟังก์ชันแฝง อัตราสัมพัทธ์ 
ค่าสูงสุดและค่าต่ าสุดสัมพัทธ์ของฟังก์ชันและการประยุกต์ค่าสูงสุด/ค่าต่ าสุด อินทิกรัลจ ากัดเขตและไม่จ ากัดเขต 
การอินทิเกรตฟังก์ชันต่าง ๆ การอินทิเกรตโดยการเปลี่ยนตัวแปร เทคนิคการอินทิเกรต การหาพื้นที่ใต้โค้ง            
การประยุกต์ของการอินทิเกรต เมทริกซ์และดีเทอร์มิแนนท์ ระบบสมการเชิงเส้น การแก้ระบบสมการหาค าตอบ
โดยวิธี Gaussian Elimination และ Gauss Jordan  สมการเชิงอนุพันธ์สามัญอันดับ 1 และการประยุกต์ของ
สมการเชิงอนุพันธ์ ที่มีความยุ่งยากซับซ้อน และลักษณะโจทย์มีหลากหลายรูปแบบ ท าให้นักศึกษาขาดทักษะใน
การวิเคราะห์และการแก้ปัญหาโจทย์คณิตศาสตร์ จากความเป็นมาและความส าคัญของปัญหาดังกล่าว             
(ทิศนา  แขมมณี, 2546). ตัวแบบการถดถอยแบบมัลติโนเมียลโลจิสติกถูกใช้เพื่อการจัดกลุ่มการเรียนโดยใช้
เกณฑ์จากคะแนนสอบกลางภาค คะแนนสอบปลายภาค และคะแนนรายงาน ซึ่งเป็นตัวแปรอิสระ  และคณะเป็น
ตัวแปรตามที่มี 3 ระดับ ผลการวิเคราะห์ข้อมูล พบว่าคะแนนสอบกลางภาค เพียงอย่างเดียวสามารถท านายกลุ่ม
คณะการเรียน (เกรียง กิจบ ารุงรัตน์, 2553). ตัวแบบการถดถอยลอจีสติกเชิงอันดับส าหรับคณะวิชาและการ
วิเคราะห์เกรดนักศึกษา จากค่าความน่าจะเป็นที่นักศึกษาจะสอบผ่านพบว่าคะแนนสอบกลางภาคเพียงอย่าง
เดียวสามารถท านายกลุ่มคณะการเรียนของนักศึกษาได้และจากตัวแบบผลสัมฤทธิ์ทางการเรียน พบว่าตัวแบบ
เกรดนักศึกษาที่ได้สามารถใช้ในการพยากรณ์เพื่อการจ าแนกกลุ่มเกรดนักศึกษาจ านวน 7 ตัวแบบ ได้อย่างมี
ความเหมาะสม (เกรียง กิจบ ารุงรัตน์, 2556). ผู้ศึกษาในฐานะอาจารย์ผู้สอนจึงมีแนวคิดที่จะวิเคราะห์ตัวแบบ
การถดถอยเแบบมัลติโนเมียลโลจิสติก (Multinomial Logistic Regression Model) เพื่อการจัดกลุ่มการเรียน
วิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตรของนักศึกษา เพื่อทราบผล สัมฤทธิ์ทางการเรียนของนักศึกษา             
(เกรดนักศึกษา) ซึ่งพิจารณาจากผลคะแนนสอบของคะแนนสอบกลางภาค คะแนนสอบปลายภาค และคะแนน



 

 
 
 

22  
 

  สาขาวิทยาศาสตร์และเทคโนโลย ี
  ปีที่ 4 ฉบับที ่2 เดือนมีนาคม–เมษายน 2560 

               Veridian E-Journal, Science and Technology Silpakorn University     
Volume 4 Number 2  March – April 2017  ISSN  2408 - 1248      

รายงาน ระหว่างการก าหนดน้ าหนักคะแนนสอบที่แตกต่างกัน โดยใช้เทคนิคตัวแบบการถดถอยลอจีสติกเชิง
อันดับ (Ordinal  Logistic Regression Model) ในการวิเคราะห์คะแนนสอบใดเป็นตัวแปรที่นักศึกษาจะ
สามารถคาดหวังผลสัมฤทธิ์ทางการเรียนของนักศึกษา และจะช่วยให้นักศึกษาวิเคราะห์ผลการเรียนได้             
(เกรดนักศึกษา) ซึ่งผลการวิจัยในครั้งนี้ จะช่วยลดปัญหาการเรียนติดเกรด F และจะช่วยลดปัญหาการเรียนการ
สอนที่ยังขาดประสิทธิผลอยู่ให้มีคุณภาพดียิ่งขึ้น ย่อมจะเป็นการแสดงถึงการพัฒนาระบบการเรียนการสอนที่มี
คุณภาพ 
 ปัจจุบันพบว่า ครู อาจารย์ และผู้บริหารในสถานศึกษาต่างให้ความส าคัญต่อผลสัมฤทธิ์ทางการเรียน
ของนักศึกษามากกว่าสิ่งอื่น ตามพระราชบัญญัติการศึกษาแห่งชาติ พ.ศ. 2542 มาตรา 22 ระบุว่าการจัด
การศึกษาต้องยึดหลักว่าผู้เรียนทุกคนมีความสามารถเรียนรู้และพัฒนาตนเองได้และถือว่าผู้เรียนมีความส าคัญ
สูงสุดกระบวนการจัดการศึกษาต้องส่งเสริมให้ผู้เรียนสามารถพัฒนาตนเองตามธรรมชาติและเต็มตามศักยภาพ 
ให้ความส าคัญในการบูรณาการความรู้ คุณธรรม กระบวนการเรียนรู้ตามความเหมาะสมของระดับการศึกษา 
(พระราชบัญญัติการศึกษาแห่งชาติ, 2542)  
 
2.วัตถุประสงค์ของการวิจัย 
 1) การศึกษาตัวแบบการถดถอยเแบบมัลติโนเมียลโลจิสติก (Multinomial Logistic Regression 
Model) เพื่อการจัดกลุ่มสาขาวิชาของนักศึกษาคณะอุตสาหกรรมเกษตร ในการเรียนวิชาคณิตศาสตร์ส าหรับ
อุตสาหกรรมเกษตร โดยตัวแปรตามเป็นสาขาวิชาที่เรียนของนักศึกษา โดยใช้เกณฑ์จากคะแนนสอบกลางภาค 
คะแนนสอบปลายภาค และคะแนนรายงาน ซึ่งเป็นตัวแปรอิสระ  
 2) การศึกษาตัวแบบการถดถอยลอจีสติกเชิงอันดับ (Ordinal Logistic Regression Model)           
เพื่อการวิเคราะห์ตัวแบบผลสัมฤทธิ์ทางการเรียน (เกรดนักศึกษา) ตัวแปรตามคือ เกรดนักศึกษา (A, B+, B, 
C+, C, D+, D และ F)  โดยใช้เกณฑ์จากคะแนนสอบกลางภาค คะแนนสอบปลายภาค และคะแนนรายงาน 
ซึ่งเป็นตัวแปรอิสระ  
 
3. ระเบียบวิธีวิจัย 
 3.1 ทฤษฎีและวิธีการศึกษา 
  3.1.1 ทฤษฎีการวิเคราะห์การการถดถอยมัลติโนเมียลโลจิสติก 
  การวิเคราะห์การถดถอยแบบมัลติโนเมียลโลจิสติก (Multinomial Logistic Regression 
Analysis) เป็นการศึกษาอิทธิพลของตัวแปรอิสระที่มีผลต่อตัวแปรตามท าให้ทราบว่าตัวแปรอิสระตัวใดบ้างที่มี
ความสัมพันธ์กับตัวแปรตามและสร้างสมการพยากรณ์โดยใช้ตัวแปรอิสระเป็นตัวพยากรณ์ตัวแปรตาม ซึ่งตัวแปร
ตามเป็นตัวแปรเชิงกลุ่มที่มีค่ามากกว่า 2 ค่า (วีรานันท์ พงศาภักดี. 2541) ในการศึกษานี้เป็นการประยุกต์ส าหรับ
การจัดกลุ่มสาขาการเรียนของนักศึกษา โดยตัวแปรตามเป็นสาขาวิชาที่เรียนของนักศึกษา และตัวแปรอิสระคือ
คะแนนสอบกลางภาค 45% คะแนนสอบปลายภาค 40% และคะแนนรายงาน 15% ของวิชาคณิตศาสตร์
ส าหรับอุตสาหกรรมเกษตร (Mathematics for Agro-Industry) 

                       ตัวแบบการถดถอยมัลติโนเมียลโลจิสติก คือ  ln x
1

i
i

i

P

P
 

 
  

 
        …….. (1) 
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   เมือ่ 
iP   คือ ความน่าจะเป็นสะสมของตัวแปรตามกลุ่มที่ i,  

     i   คือ ค่าคงที่ส าหรับตัวแปรตามกลุ่มที่ i,  
     i     คือ จ านวนระดับของตัวแปรตาม  

    
kx  คือ  1 1 2 2 ... k kx x x     ;  

     k  เป็น จ านวนสัมประสิทธิ์การถดถอย 
  จากตัวแบบจะได้ว่า

1,..., k  เป็นพารามิเตอร์ที่ไม่ทราบค่า สามารถประมาณค่าได้โดยการใช้วิธี 
Maximum likelihood (ML) ตัวประมาณที่ได้จะมีคุณสมบัติของความคงเส้นคงวา(consistent) ความพอเพียง 
(sufficiency) และมีประสิทธิภาพ (efficient) (Long, J.Scott, 1997) ถ้า ตัวแปรตามมี i ระดับ จะได้ตัวแบบใน
การพยากรณ์จ าแนกกลุ่ม i – 1 กลุ่ม ดังนี้  

                                               1
1

1

ln x
1

P

P
 

 
  

 
 

                                               2
2

2

ln x
1

P

P
 

 
  

 
 

                                                                :  

                                               1
1

1

ln x
1

i
i

i

P

P
 





 
  

 
 

 
โดยที่ตัวแบบของกลุ่มสุดทา้ยจะเป็นตัวแบบอ้างอิง 
  3.1.2. ทฤษฎีการวิเคราะห์การถดถอยลอจีสติกเชิงอันดับ 
  วิธีวิเคราะห์การถดถอยลอจีสติกเชิงอันดับเป็นหนึ่งในวิธีการทางสถิติหลาย ๆ วิธีที่มีการน ามาใช้
ในงานวิจัยทางการแพทย์และงานวิจัยทางสังคมศาสตร์ค่อนข้างมาก ซึ่งการถดถอยเชิงอันดับเป็นตัวแบบหนึ่งที่ใช้
อ้างถึงตัวแบบการถดถอย โดยที่ตัวแปรตาม (Y) มีการแจกแจงแบบมัลติโนเมียลที่เป็นอิสระกัน และลักษณะ
ข้อมูลเป็นล าดับที่ต่อเนื่องกัน (โดยมีระดับการวัดแบบมาตรเรียงล าดับ) โดยที่ระยะห่างของแต่ละล าดับที่ต่อ 
เนื่องกันไม่จ าเป็นต้องเท่ากัน ในการศึกษานี้เป็นการประยุกต์วิเคราะห์เกรดของนักศึกษา  
  ในการวิเคราะห์การถดถอยเชิงอันดับ จะมีข้อก าหนดว่าสัมประสิทธิ์ถดถอยของตัวแบบแต่ละกลุ่ม
จะต้องเท่ากัน นั่นคือตัวแบบของแต่ละกลุ่มที่ได้จะต้องขนานกัน ด้วยการทดสอบ Parallel lines และในการ
วิเคราะห์ข้อมูลตัวแปรอิสระที่มีลักษณะของข้อมูลเป็นข้อมูลเชิงคุณภาพจะเป็นปัจจัย  (Factor) และข้อมูลเชิง
ปริมาณจะเป็นตัวแปรร่วม (Covariate variables) (Hair and et. al. 2006) 
 
ขั้นตอนในการวิเคราะห์การถดถอยเชิงอันดับ  
 1. เนื่องจากการใช้ Logit เป็น Link function ข้อมูลของตัวแปรตามในแต่ละกลุ่มควรมีการกระจาย
เท่าๆ กัน (Agresti, A, 2002). จึงท าการทดสอบความเท่ากันของข้อมูลในแต่ละระดับของตัวแปรตาม โดยมี 
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 สมมติฐานดังนี ้ H
0
: ข้อมูลในแต่ละระดบัของตัวแปรตามเท่ากัน (มีสัดส่วนเท่ากนั)  

      H
1
: ข้อมูลในแต่ละระดบัของตัวแปรตามไม่เทา่กัน (มีสัดส่วนไมเ่ท่ากัน)  

 สถิติทดสอบ  
2

2

1

i
i i

i i

O E

E





 ;i คือ จ านวนกลุ่มของตัวแปรตาม    …….. (2) 

  
 2. ทดสอบชุดของตัวแปรอิสระว่ามีความสัมพันธ์กับตัวแปรตามหรือไม่ โดยมี 
 สมมติฐานดังนี้  H

0
: ตัวแปรอิสระและตัวแปรตามไม่มีความสัมพันธ์กัน 

      H
1
: ตัวแปรอิสระและตัวแปรตามมีความสัมพันธ์กัน  

 สถิติทดสอบคือ 2 2 ln ln ;p oL L df p            …….. (3) 

  โดยที่  L
p 
แทน Log-likelihood ของตัวแบบที่ประกอบด้วยค่าคงที่และชุดตัวแปรอิสระ p ตัว  

     L
0 
แทน Log-likelihood ของตัวแบบที่ประกอบด้วยค่าคงที่เพียงอย่างเดียว  

 3. ทดสอบ parallel lines หรือ proportional odds โดยการทดสอบสัมประสิทธิ์การถดถอยในตัว
แบบแต่ละกลุ่มว่าเท่ากันหรือไม่  (Lachin JM. 2000).  
 สมมติฐานดังนี ้ H

0
: 1  = 2  = … = 1j  

  H
1
: j  อย่างน้อย 1 ค่าที่แตกต่าง ; j = 1, 2 ,…, J-1  

  โดยที่ j  คือเวกเตอร์ของสัมประสทิธิ์การถดถอยของตัวแบบกลุ่มที่ j  
 4. ทดสอบความสัมพันธ์ของตัวแปรอิสระแต่ละตัวกับตัวแปรตาม โดยมี 
 สมมติฐานดังนี้  H

0
: i = 0 

  H
1
: i  ≠   0 ; i = 1,2,…,p  

 สถิติทดสอบคือ Wald test ซึ่งเป็นสถิติทดสอบความเป็นเชิงเส้น ซึ่งสถิติทดสอบคือ 2 ที่องศาความ
เป็นอิสระ (degrees of freedom; df) เท่ากับจ านวนพารามิเตอร์ที่ต้องการทดสอบ 

  
 

1;
ˆ

ˆ
2

2 










 
 df

SE i

ii




           …….. (4) 

 5. ทดสอบความเหมาะสมของตวัแบบทีไ่ด้ โดยมี 
 สมมติฐานดังนี ้ H

0
: ตัวแบบมีความเหมาะสม  

  H
1
: ตัวแบบไม่มีความเหมาะสม  

 สถิติทดสอบคือ Deviance (D); 
 
















n

i

p

j ij

ij

ij
E

o
oD

1 1

ln2 ;  df = n – p – (J – 1)  …….. (5) 

 6. ศึกษาอิทธิพลของตัวแปรอิสระจาก odds ratios (Wallenstein S, Bodian C, 1987). 
 7. ตรวจสอบความถูกต้องในการจ าแนกกลุ่มของตัวแปรตามจากตัวแบบที่ได้  โดยในการพยากรณ์
จ าแนกกลุ่ม จะพิจารณาจากความน่าจะเป็นที่จะถูกจ าแนกอยู่ในกลุ่มนั้นๆ แต่เนื่องจากความน่าจะเป็นที่ค านวณ
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ได้จากตัวแบบเชิงอันดับเป็นความน่าจะเป็นสะสม จึงต้องค านวณหาความน่าจะเป็นของแต่ละกลุ่มจากผลต่างๆ 
ของความน่าจะเป็นสะสมของกลุ่มที่สนใจกับกลุ่มที่อยู่ก่อนหน้าซึ่งแสดงการค านวณดังนี้        

                                               ln x
1

i
i

i


 



 
  

 
               …….. (6) 

 ถ้า ตัวแปรตามม ีi ระดับ จะไดต้ัวแบบในการพยากรณ์จ าแนกกลุ่ม i – 1 กลุ่ม ดังนี ้ 

                                            1
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ln x
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                                            2
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ln x
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                                                            :  

                                            1
1

1

ln x
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 โดยที่ตัวแบบของกลุ่มสุดท้ายจะเป็นตัวแบบอ้างอิงและจากตัวแบบที่ได้ สามารถค านวณความน่าจะ
เป็นสะสมของแต่ละกลุ่มของตัวแปรตามของเกรดนักศึกษาได้ดังนี้  

                                            
 

exp

1 exp
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
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                                               …….. (7) 

                           จะได้         
 
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                                   : 

                                   
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 และความน่าจะเป็นสะสมของกลุ่มสุดทา้ย   i เท่ากับ 1  
 โดยสามารถค านวณความน่าจะเป็นส าหรับจ าแนกกลุ่มเกรดนักศึกษา ได้ดังนี ้ 
  กลุ่มที่ 1 จะมีความน่าจะเป็นในการจ าแนกกลุ่ม เท่ากับ 1   
  กลุ่มที่ 2 จะมีความน่าจะเป็นในการจ าแนกกลุ่ม เท่ากับ 2 1   
  :  
  กลุ่มที่ i จะมีความน่าจะเปน็ในการจ าแนกกลุ่ม เท่ากับ 11  i   
 ในการจ าแนกกลุ่มจะพิจารณาจากกลุ่มที่มีความน่าจะเป็นสูงสุด เช่น ถ้ากลุ่มที่ 2 มีความน่าจะเป็น
สูงสุด ก็จะจ าแนกข้อมูลชุดนั้นอยู่ในกลุ่มที่  
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 3.2 วิธีการศึกษา ระเบียบวิธีวิจัย 
  3.2.1. รูปแบบการวิจัย 
  การวิจัยนี้เป็นการวิจัยประยุกต์ (Application Research) เพื่อศึกษาตัวแบบการจัดกลุ่มการเรียน
ของนักศึกษาโดยใช้การวิเคราะห์ตัวแบบการถดถอยแบบมัลติโนเมียลโลจิสติก(Multinomial Logistic 
Regression Model) และตัวแบบผลสัมฤทธิ์ทางการเรียน (เกรดนักศึกษา) โดยใช้การวิเคราะห์ตัวแบบการ
ถดถอยลอจีสติกเชิงอันดับ (Ordinal Logistic Regression Model) 
  3.2.2. ตัวอย่าง 
  ตัวอย่างที่ใช้ในการศึกษานี้คือตัวอย่างนักศึกษาระดับปริญญาตรีที่ลงทะเบียนเรียนวิชา
คณิตศาสตร์ส าหรับอุตสาหกรรมเกษตร ภาคการศึกษาที่ 2 ปีการศึกษา 2558 ของนักศึกษาคณะอุตสาหกรรม
เกษตร มหาวิทยาลัยเทคโนโลยีพระจอมเกล้าพระนครเหนือ วิทยาเขตปราจีนบุรี แบ่งออกได้เป็น 3 สาขาวิชาคือ 
นักศึกษาสาขาวิทยาศาสตร์การอาหารและโภชนาการ (FSN) จ านวน 55 คน รองลงมาคือ นักศึกษาสาขา
วิทยาศาสตร์การอาหารและการจัดการ (FSM) จ านวน 38 คน และนักศึกษาสาขาวิชานวัตกรรมและเทคโนโลยี
การพัฒนาผลิตภัณฑ์ (IPD) จ านวน 24 คน ตัวแบบการถดถอยแบบมัลติโนเมียลโลจิสติก (Multinomial 
Logistic Regression Model) เพื่อการจัดกลุ่มสาขาวิชาของนักศึกษาคณะอุตสาหกรรมเกษตร ตัวแปรตามเป็น
สาขาวิชาที่เรียนของนักศึกษา โดยใช้เกณฑ์การก าหนดน้ าหนักคะแนนสอบที่แตกต่างกัน จากคะแนนสอบกลาง
ภาค คะแนนสอบปลายภาค และคะแนนรายงาน ซึ่งเป็นตัวแปรอิสระ  ส่วนการวิเคราะห์ตัวแบบการถดถอยลอจี
สติกเชิงอันดับ (Ordinal Logistic Regression Model) เพื่อการวิเคราะห์ตัวแบบผลสัมฤทธิ์ทางการเรียน  
(เกรดนักศึกษา) ตัวแปรตามคือ เกรดนักศึกษา (A, B+, B, C+, C, D+, D และ F)  โดยใช้เกณฑ์การก าหนด
น้ าหนักคะแนนสอบที่แตกต่างกัน จากคะแนนสอบกลางภาค คะแนนสอบปลายภาค และคะแนนรายงาน ซึ่งเป็น
ตัวแปรอิสระ 
 
4.ผลการศึกษา 
 ขั้นตอนที่ 1 ในการวิเคราะห์การจัดกลุ่มเรียนวิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตร 
(Mathematics for Agro-Industry) ระดับปริญญาตรีของนักศึกษาคณะอุตสาหกรรมเกษตร มหาวิทยาลัย
เทคโนโลยีพระจอมเกล้าพระนครเหนือ วิทยาเขตปราจีนบุรี ภาคการศึกษาที่ 2 ปีการศึกษา 2558 มีขั้นตอนการ
วิเคราะห์ปัจจัยการจัดกลุ่มการเรียนของนักศึกษาโดยใช้เกณฑ์จากคะแนนสอบกลางภาค 45% (x1) คะแนนสอบ
ปลายภาค 40% (x2) และคะแนนรายงาน 15% (x3) ซึ่งเป็นตัวแปรอิสระ และความน่าจะเป็นสาขาวิชาของคณะ
อุตสาหกรรมเกษตรเป็นตัวแปรตามมี 3 สาขาวิชาคือสาขาวิทยาศาสตร์การอาหารและโภชนาการ (FSN): (p1), 
สาขาวิทยาศาสตร์การอาหารและการจัดการ (FSM): (p2) และสาขาวิชานวัตกรรมและเทคโนโลยีการพัฒนา
ผลิตภัณฑ์ (IPD): (p3 ) เป็นตัวแปรตาม โดยมีสาขาวิชานวัตกรรมและเทคโนโลยีการพัฒนาผลิตภัณฑ์ (IPD)           
เป็นสาขาวิชาอ้างอิง โดยใช้การวิเคราะห์ตัวแบบการถดถอยเแบบมัลติโนเมียลโลจิสติก (Multinomial Logistic 
Regression Model) 
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ตารางที่ 1 สัมประสิทธิ์การถดถอยของตัวแบบการเรียนของนักศึกษาแต่ละคณะวิชา 
Dependent variable (คณะa) Independent variable B Wald-test p-value 
สาขาวิทยาศาสตร์การอาหารและ
โภชนาการ (FSN) 

Intercept 
คะแนนสอบกลางภาค* 

คะแนนสอบปลายภาค 
คะแนนรายงาน 

9.856 
 0.096 
-0.012 
-0.678 

0.497 
5.433 
0.084 
0.524 

0.481 
0.022 
0.771 
0.469 

สาขาวิทยาศาสตร์การอาหารและ
การจัดการ (FSM) 

Intercept 
คะแนนสอบกลางภาค* 

คะแนนสอบปลายภาค 
คะแนนรายงาน 

-22.278 
0.070 
0.019 
-1.560 

2.774 
2.630 
0.183 
2.973 

0.096 
0.005 
0.668 
0.085 

 a: The reference category is : สาขาวิชานวัตกรรมและเทคโนโลยีการพัฒนาผลิตภัณฑ์ (IPD), * : 
 p -value < 0.05 มีนัยส าคัญทางสถิติระดบั 0.05 
ผลการวิเคราะห์ข้อมูลเป็นดังนี้ 
 ตารางที่ 1 เขียนสมการถดถอยเแบบมัลตโินเมียลโลจสิติก ได้ 2 สมการ ดังนี ้
  สมการที่ 1  คือ  สมการสาขาวทิยาศาสตร์การอาหารและโภชนาการ (FSN)   

                                         ln 1

3

p

p

 
 
 

=   9.856 + 0.096 X1  

  สมการที่ 2 คือ สมการ สาขาวทิยาศาสตร์การอาหารและการจัดการ (FSM)           

                                         Ln 2

3

p

p

 
 
 

=  22.278 + 0.007 X1  

 จากตารางที่ 1 การหาค่าสัมประสิทธิ์ความถดถอยเแบบมัลติโนเมียลโลจิสติกของคะแนนสอบ      
วิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตร (Mathematics for Agro-Industry) ระดับปริญญาตรี ของนักศึกษา
คณะอุตสาหกรรมเกษตร มหาวิทยาลัยเทคโนโลยีพระจอมเกล้าพระนครเหนือ วิทยาเขตปราจีนบุรี              
ภาคการศึกษา 2/2558 ประกอบด้วยคะแนนสอบกลางภาค 45% คะแนนสอบปลายภาค 40% และคะแนน
รายงาน 15% ที่เป็นนักศึกษาสาขาวิทยาศาสตร์การอาหารและโภชนาการ (FSN) เมื่อเทียบกับนักศึกษาสาขา 
วิชานวัตกรรมและเทคโนโลยีการพัฒนาผลิตภัณฑ์ (IPD) คะแนนสอบกลางภาคมีค่า p-value = 0.020 ซึ่งน้อย
กว่าระดับนัยส าคัญทางสถิติ 0.05 แสดงว่าคะแนนสอบกลางภาคของวิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตร
จะมีความสัมพันธ์กับการเรียนของนักศึกษาสาขาวิทยาศาสตร์การอาหารและโภชนาการ (FSN) หรือนักศึกษา
สาขา วิชานวัตกรรมและเทคโนโลยีการพัฒนาผลิตภัณฑ์ (IPD) แสดงว่าคะแนนสอบกลางภาคมีผลต่อการเรียน
ของทั้ง 2 สาขาวิชา เพราะคะแนนสอบกลางภาคเป็นการทดสอบการเรียนพื้นฐานของนักศึกษา ถ้านักศึกษา            
ท าคะแนนสอบกลางภาคไม่ค่อยดี นักศึกษาอาจถอนการเรียนวิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตรหรือ
นักศึกษาควรปรับปรุงการเรียนให้ดีขึ้นในการสอบปลายภาค  
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 จากตารางที่ 1 การหาค่าสัมประสิทธิ์ความถดถอยเแบบมัลติโนเมียลโลจิสติกของคะแนนสอบ               
วิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตร (Mathematics for Agro-Industry) ระดับปริญญาตรี ของนักศึกษา
คณะอุตสาหกรรมเกษตร มหาวิทยาลัยเทคโนโลยีพระจอมเกล้าพระนครเหนือ วิทยาเขตปราจีนบุรี             
ภาคการศึกษา 2/2558 ประกอบด้วยคะแนนสอบกลางภาค 45% คะแนนสอบปลายภาค 40% และคะแนน
รายงาน 15% ที่เป็นนักศึกษาสาขาวิทยาศาสตร์การอาหารและการจัดการ (FSM) เมื่อเทียบกับนักศึกษาสาขา 
วิชานวัตกรรมและเทคโนโลยีการพัฒนาผลิตภัณฑ์ (IPD) คะแนนสอบกลางภาคมีค่า p-value = 0.005 ซึ่งน้อย
กว่าระดับนัยส าคัญทางสถิติ 0.05 แสดงว่าคะแนนสอบกลางภาคของวิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตร 
จะมีความสัมพันธ์กับการเรียนของนักศึกษาสาขาวิทยาศาสตร์การอาหารและการจัดการ (FSM) หรือนักศึกษา
สาขาวิชานวัตกรรมและเทคโนโลยีการพัฒนาผลิตภัณฑ์ (IPD) แสดงว่าคะแนนสอบกลางภาคมีผลต่อการเรียน
ของทั้ง 2 สาขาวิชา เพราะคะแนนสอบกลางภาคเป็นการทดสอบการเรียนพื้นฐานของนักศึกษา ถ้านักศึกษาท า
คะแนนสอบกลางภาคไม่ค่อยดีนักนักศึกษาอาจถอนการเรียนวิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตร หรือ
นักศึกษาควรปรับปรุงการเรียนให้ดีขึ้นในการสอบปลายภาค 

 ขั้นตอนที่ 2 ในการวิเคราะห์ผลสัมฤทธิ์ทางการเรียนของนักศึกษา (เกรดนักศึกษา) โดยใช้เกณฑ์จาก
คะแนนสอบกลางภาค 45% (x1) คะแนนสอบปลายภาค 40% (x2) และคะแนนรายงาน 15% (x3) ซึ่งเป็นตัวแปร
อิสระ และตัวแปรตามคือเกรดนักศึกษา (A,  B+, B, C+, C, D+, D และ F) โดยมีเกรด F เป็นเกรดอ้างอิง โดยใช้
การวิเคราะห์ตัวแบบการถดถอยลอจีสติกเชิงอันดับ (Ordinal  Logistic Regression Model) ดังตารางที่ 2 

 

ตารางที่ 2 เกรดของนักศึกษาที่เรียนวิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตร ภาคการศึกษาที่ 2/2558 

 

เกรด จ านวนนักศึกษา ร้อยละ 
A 
B+ 

B 
C+ 
C 
D+ 
D 
F 

8 
14 
14 
17 
19 
20 
23 
2 

6.8 
12.0 
12.0 
14.5 
16.2 
17.1 
19.7 
1.7 

รวม 117 100.00 
 จากตารางที่ 2 แสดงเกรดของนักศึกษาที่เรียนวิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตร
(Mathematics for Agro-Industry)  โดยนักศึกษาได้เกรด D+ มากที่สุด จ านวน 23 คน (19.7%) รองลงมา คือ 
นักศึกษาได้เกรด D จ านวน 20 คน (17.1%) และน้อยที่สุด คือ นักศึกษาได้เกรด F จ านวน 2 คน (1.7%) โดยมี
คะแนนเฉลี่ยเท่ากับ 49.70 และส่วนเบี่ยงเบนมาตรฐานเท่ากับ 19.46 
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ตารางที ่3 ผลการทดสอบความสัมพันธ์ของชุดตวัแปรอิสระกบัตัวแปรตาม   
 

Model -2 Log Likelihood Chi-Square df Sig. 
Intercept      Only 
                   Final 

238.994 
222.506 

 
16.487 

 
6 

 
0.011 

 จากตารางที่ 3 การทดสอบความสัมพันธ์ระหว่างชุดของตัวแปรอิสระกับตัวแปรตามโดยใช้ Logit เป็น 
Link function ในการวิเคราะห์ข้อมูล พบว่าถ้าตัวแบบประกอบด้วยค่าคงที่เพียงอย่างเดียว จะให้ค่า -2LL  = 
238.994 และถ้าตัวแบบประกอบด้วยค่าคงที่ และตัวแปรอิสระจะให้ค่า -2LL = 222.506 นั่นคือตัวแบบที่มีตัว
แปรอิสระรวมอยู่ด้วยมีความเหมาะสมมากกว่าตัวแบบที่มีค่าคงที่เพียงอย่างเดียวนั่นคือมีตัวแปรอิสระอย่างน้อย 
1 ตัวมีความสัมพันธ์กับตัวแปรตาม หรือจ านวนเหตุการณ์ของตัวแปรอิสระมีความสัมพันธ์กับการตรวจแล้ว 
พบว่าเป็นนักศึกษาสอบผ่านได้เกรดใดก็ตาม หรือเป็นนักศึกษาสอบไม่ผ่านได้เกรด F แล้วจะได้ Chi-Square = 
Intercept Only – Final (238.994 – 222.506) = 16.487 จะได้ค่า p-value = 0.011  ซึ่งน้อยกว่าระดับ
นัยส าคัญทางสถิติ 0.05 จึงปฏิเสธ H0 

นั่นคือตัวแปรอิสระของ x1 (คะแนนสอบกลางภาค), x2 (คะแนนสอบ

ปลายภาค) และ x3 (คะแนนรายงาน) มีความสัมพันธ์กับตัวแปรตามของเกรดนักศึกษา (A,  B+, B, C+, C, D+, 
D และ F) โดยมีเกรด F เป็นเกรดอ้างอิง 
 ขั้นตอนที่ 3. ทดสอบความเท่ากันของสัมประสิทธิ์การถดถอยของตัวแบบแต่ละกลุ่ม โดยการทดสอบ 
Parallel line ผลการทดสอบดังตาราง 3  
 
ตารางที ่4 แสดงผลการทดสอบ Parallel line Likelihood Ratio Tests 
Effect -2log Likelihood Chi-Square Df Sig. 
Intercept 
คะแนนสอบกลางภาค 
คะแนนสอบปลายภาค 
คะแนนรายงาน 

228.778 
228.506 
223.335 
229.141 

6.271 
5.999* 

0.828 

6.634* 

2 
2 
2 
2 
 

0.043 
0.005 
0.661 
0.036 

 *: p-value < 0.05 มีนัยส าคัญทางสถิติระดับ 0.05 
 จากตารางที่ 4 พบว่าสัมประสิทธิ์การถดถอยของตัวแบบแต่ละกลุ่มมีสัดส่วนไม่เท่ากัน คือ x1 
(คะแนนสอบกลางภาค) มีค่า p-value=0.005 และ x3 (คะแนนรายงาน) มีค่า p-value=0.036 ซึ่งน้อยกว่าค่า
ระดับนัยส าคัญทางสถิติ 0.05 นั่นคือ x1 (คะแนนสอบกลางภาค) และ x3 (คะแนนรายงาน) จะเป็นตัวแปรอิสระที่
อธิบายผลของตัวแปรตามของกลุ่มนักศึกษาสาขาวิชาที่เรียนวิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตร 
(Mathematics for Agro-Industry) ดังนั้นจะได้ตัวแบบในการพยากรณ์ความน่าจะเป็นสะสมเพื่อการจ าแนก
เกรดของนักศึกษา (Y) ในแต่ละระดับมีสัดส่วนเท่ากันโดยมีเกรด F เป็นระดับอ้างอิงของตัวแปรตาม แล้วจะได้ตัว
แบบในการพยากรณ์ในการจ าแนกกลุ่มเกรดนักศึกษาดังตารางที่ 5 
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ตารางที่ 5 สัมประสทิธิ์การถดถอยของตัวแบบกลุ่มเกรดของนักศึกษา 
Grade (เกรดa) Independent variable B Wald-test p-value 

A Intercept 
คะแนนสอบกลางภาค* 

คะแนนสอบปลายภาค* 
คะแนนรายงาน* 

-170.568 
 0.561 
 0.578 
 9.629 

1399.541 
18.349 
17.010 
0.000 

0.000 
0.000 
0.000 
0.000 

B+ Intercept 
คะแนนสอบกลางภาค* 

คะแนนสอบปลายภาค* 
คะแนนรายงาน* 

-54.283 
0.380 
0.424 
2.614 

299.110 
11.328 
11.914 
0.000 

0.000 
0.001 
0.000 
0.000 

B Intercept 
คะแนนสอบกลางภาค* 
คะแนนสอบปลายภาค* 
คะแนนรายงาน* 

-37.291 
0.209 
0.236 
2.084 

250.282 
4.155 
4.665 
0.000 

0.000 
0.042 
0.031 
0.000 

C+ Intercept 
คะแนนสอบกลางภาค 
คะแนนสอบปลายภาค 
คะแนนรายงาน* 

-16.273 
0.047 
0.147 
1.013 

73.949 
0.249 
2.169 
0.000 

0.000 
0.617 
0.141 
0.000 

C Intercept 
คะแนนสอบกลางภาค 
คะแนนสอบปลายภาค 
คะแนนรายงาน* 

-6.238 
0.001 
-0.056 
0.625 

12.726 
0.000 
0.326 
0.000 

0.000 
0.992 
0.568 
0.000 

D+ Intercept 
คะแนนสอบกลางภาค* 
คะแนนสอบปลายภาค 
คะแนนรายงาน* 

-4.625 
-0.224 
-0.060 
0.668 

6.867 
5.212 
0.350 
0.000 

0.000 
0.022 
0.554 
0.000 

D Intercept 
คะแนนสอบกลางภาค 
คะแนนสอบปลายภาค 
คะแนนรายงาน* 

-129.232 
-0.111 
-0.181 
9.034 

5455.644 
1.407 
3.204 
0.000 

0.000 
0.236 
0.073 
0.000 

 a: The reference category is : F,  * : p -value < 0.05 มีนัยส าคัญทางสถิติระดับ 0.05 
 
 
 



  Veridian E-Journal, Science and Technology Silpakorn University  
  Volume 4 Number 2  March – April  2017    ISSN  2408 - 1248      

สาขาวิทยาศาสตร์และเทคโนโลยี 
ปีที่ 4 ฉบับที ่2 เดือนมีนาคม–เมษายน 2560 

 
 

 31 
 

ผลการวิเคราะห์ข้อมูลเป็นดังนี้ 
 จากตารางที่ 5 จะได้ตัวแบบในการพยากรณ์ความน่าจะเป็นสะสมเพื่อการจ าแนกเกรดของนักศึกษา 
(Y) ในแต่ละระดับมีสัดส่วนเท่ากันโดยมีโดยมีเกรด F เป็นระดับอ้างอิงของตัวแปรตาม แล้วจะได้ตัวแบบในการ 
พยากรณ์ ในการจ าแนกกลุ่มเกรดนักศึกษา 

 
, i =A, B+, B, …, D 
 

ซึ่งสามารถเขียนสมการถดถอยลอจีสติกเชิงอันดับ ได้ 7 สมการ ดังนี ้
 
 
 
 
 
 
 
 
 

 
 โดยมีเกรด F เป็นระดับอ้างอิงของตัวแปรตาม และจากผลการทดสอบความเหมาะสมของตัวแบบ
เกรดนักศึกษา พบว่าตัวแบบเกรดนักศึกษาที่ได้สามารถใช้ในการพยากรณ์ค่า i ในการจ าแนกกลุ่มความน่าจะ
เป็นสะสมของเกรดนักศึกษาที่สอบได้ เพื่อการจ าแนกกลุ่มจะได้มีความเหมาะสม 
 ดังนั้นจากการทดสอบความมีนัยส าคัญของสัมประสิทธิ์การถดถอย proportional odds ratio 
(อัตราส่วนของความน่าจะเป็นของเหตุการณ์ที่นักศึกษาจะสอบได้เกรดที่ต้องการ กับความน่าจะเป็นของ
เหตุการณ์ที่นักศึกษาจะสอบไม่ได้เกรดที่ต้องการ) จะได้สมการพยากรณ์ความน่าจะเป็นสะสมตั้งแต่กลุ่ม A ถึง 
กลุ่ม D (เกรดนักศึกษา) ดังนี้  

 

     

     

     

 

 

1 2 3

1 2 3

1 2 3

3

log 170.568 0.561 0.578 9.629( )

log 54.283 0.380 0.424 2.613( )

log 37.291 0.209 0.236 2.084( )

log 16.273 1.013( )

log 6.238 0.62
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it P Y B x x x

it P Y B x x x

it P Y C x

it P Y C
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5( )

log 4.625 0.224 1.013( )

log 129.232 9.034( )

x
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it P Y D x
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 จากผลการศึกษานี้พบว่าความส าคัญในการทดสอบของคะแนนสอบกลางภาค 45% คะแนนสอบ
ปลายภาค 40% และคะแนนรายงาน 15% เป็นปัจจัยที่ใช้ในการจ าแนกกลุ่มผลการเรียนวิชาคณิตศาสตร์ส าหรับ
อุตสาหกรรมเกษตร (Mathematics for Agro-Industry) โดยเฉพาะการท าคะแนนสอบกลางภาค เพราะคะแนน
สอบกลางภาคเป็นการทดสอบการเรียนพื้นฐานของนักศึกษา ถ้านักศึกษาท าคะแนนสอบกลางภาคต่ า หรือได้ไม่
ค่อยดีนัก นักศึกษาอาจถอนวิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตร (Mathematics for Agro-Industry)  
หรือนักศึกษาควรจะปรับปรุงการเรียนให้ดีขึ้นในการสอบปลายภาค ซึ่งผู้สอนสามารถใช้ผลการวิเคราะห์ที่ได้ 
ท านายผลการเรียนของนักศึกษาที่ จะลงทะเบียนเรียนวิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตร 
(Mathematics for Agro-Industry)  ในภาคการศึกษาต่อไป นอกจากนี้หากพยากรณ์กลุ่มผลการเรียนได้ว่าเป็น
นักศึกษาที่มีผลการเรียนอยู่ในกลุ่มต่ า หรือได้คะแนนสอบไม่ค่อยดีนัก ผู้สอนควรแนะน าให้นักศึกษาถอนการ
เรียนวิชาคณิตศาสตร์ส าหรับอุตสาหกรรมเกษตร (Mathematics for Agro-Industry)  หรือภาควิชา
คณิตศาสตร์ควรจัดให้มีแบบทดสอบมาตรฐานให้กับนักศึกษา เพื่อวัดค่านักศึกษาคนใดควรได้รับการสอนเสริมใน
การเรียนก่อนที่จะลง ทะเบียนเรียนวิชานี้หรือไม่  
 
5. สรุปและอภิปรายผล  
 การวิเคราะห์การถดถอยเแบบมัลติโนเมียลโลจิสติก (Multinomial Logistic Regression Model) 
เป็นการศึกษาอิทธิพลของตัวแปรอิสระที่มีผลต่อตัวแปรตาม การวิจัยนี้เป็นการวิเคราะห์ปัจจัยการจัดกลุ่มการ
เรียนของนักศึกษาโดยใช้เกณฑ์จากคะแนนสอบกลางภาค 45% (x1) คะแนนสอบปลายภาค 40% (x2) และ
คะแนนรายงาน 15% (x3) ซึ่งเป็นตัวแปรอิสระ และความน่าจะเป็นสาขาวิชาของคณะอุตสาหกรรมเกษตรเป็นตัว
แปรตามมี 3 สาขาวิชาคือสาขาวิทยาศาสตร์การอาหารและโภชนาการ (FSN): (p1), สาขาวิทยาศาสตร์การ
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อาหารและการจัดการ (FSM): (p2) และสาขาวิชานวัตกรรมและเทคโนโลยีการพัฒนาผลิต ภัณฑ์ (IPD): (p3 ) 
เป็นตัวแปรตาม โดยมีสาขาวิชานวัตกรรมและเทคโนโลยีการพัฒนาผลิตภัณฑ ์(IPD) เป็นสาขาวิชาอ้างอิง จะได้ว่า
ความแตกต่างของระดับการเรียนของนักศึกษาแต่ละสาขาวิชาที่สอบผ่านไม่จ าเป็น ต้องเท่ากัน โดยอ้างอิงจาก
สาขาวิชาที่มีคะแนนเฉลี่ยมากที่สุด และเมื่อท าการทดสอบสัมประสิทธิ์การถดถอยของตัวแบบ พบว่าสัมประสิทธิ์
การถดถอยของคะแนนสอบกลางภาคและคะแนนรายงานมีผลต่อการเรียน เพราะคะแนนสอบกลางภาคเป็นการ
ทดสอบการเรียนพื้นฐานของนักศึกษา และคะแนนรายงานเป็นการฝึกท าแบบฝึกหัดการเรียนรู้ก่อนสอบ             
ถ้านักศึกษาท าคะแนนสอบกลางภาคต่ าหรือได้ไม่ค่อยดีนัก นักศึกษาจึงควรถอนการเรียนวิชาคณิตศาสตร์ส าหรับ
อุตสาหกรรมเกษตร (Mathematics for Agro-Industry)หรือควรปรับปรุงการเรียนให้ดีขึ้นในการสอบปลายภาค 
 การวิเคราะห์การถดถอยลอจีสติกเชิงอันดับ (Ordinal Logistic Regression Model) เป็นการ
วิเคราะห์การถดถอยที่เหมาะสมส าหรับการศึกษาความสัมพันธ์ระหว่างตัวแปรตาม ที่อยู่ในมาตรวัดเรียง ล าดับ 
และตัวแปรอิสระอยู่ในมาตรวัดใดก็ได้ โดยในการวิเคราะห์จะค านึงถึงอันดับของตัวแปรตาม และสามารถน าตัว
แบบที่ได้มาพยากรณ์จ าแนกกลุ่มได้อีกด้วย จากการประยุกต์ใช้กับข้อมูล จะเห็นว่าตัวแปรตามคือ เกรดนักศึกษา 
(A,  B+, B, C+, C, D+, D และ F) โดยใช้เกณฑ์จากคะแนนสอบกลางภาค 45% (x1) คะแนนสอบปลายภาค 40% 
(x2) และคะแนนรายงาน 15% (x3) ซึ่งเป็นตัวแปรอิสระ ที่ลงทะเบียนเรียนวิชาคณิตศาสตร์ส าหรับอุตสาหกรรม
เกษตร (Mathematics for Agro-Industry) ของนักศึกษาคณะอุตสาหกรรมเกษตร มหาวิทยาลัยเทคโนโลยี  
พระจอมเกล้าพระนครเหนือ วิทยาเขตปราจีนบุรี ระดับปริญญาตรี ภาคการ ศึกษาที่ 2 ปีการศึกษา 2558 จะได้
ว่าความแตกต่างของระดับเกรดนักศึกษาที่สอบผ่าน ไม่จ าเป็นต้องเท่ากัน จึงได้ตัวแบบในการพยากรณ์จ าแนก
กลุ่มเกรดนักศึกษาจ านวน 7 ตัวแบบ และเมื่อท าการทดสอบสัมประสิทธิ์การถดถอยของแต่ละตัวแบบ พบว่า
สัมประสิทธิ์การถดถอยของแต่ละกลุ่มเท่ากัน จึงสามารถใช้เทคนิคการถดถอยลอจีสติกเชิงอันดับ (Ordinal  
Logistic Regression Model) วิเคราะห์ข้อมูลดังกล่าวได้  
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