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บทคัดย่อ  
 เทคนิคในการจ าแนกชนิดของใบพืชมีหลายเทคนิค เช่น C4.5, Naive Bayes, k-Nearest Neighbor 
(k-NN) , Genetic Algorithm (GA) และ Support Vector Machine (SVM) เป็นต้น ซึ่งแต่ละเทคนิคก็มีข้อดี
และข้อเสียที่แตกต่างกันไปขึ้นอยู่กับปัญหาและวัตถุประสงค์การน าไปใช้ในการหาผลลพัธ์ ด้วยคุณลักษณะของใบ
พืชซึ่งประกอบไปด้วย รูปใบ  เส้นใบ ปลายใบ โคนใบ ขอบใบ และขนาดของใบ ผู้วิจัยพบว่า สามารถน า
คุณลักษณะต่างๆของใบพืช มาใช้ในการจ าแนกชนิดของพืชได้ งานวิจัยครั้งนี้เป็นการน าเสนอวิธีการจ าแนกชนิด
ของพืช โดยใช้วิธี เลือกตัวแทนที่เหมาะสม ด้วยขั้นตอนวิธีเชิงพันธุกรรม (Genetic Algorithm) และใช้เทคนิค
เพื่อนบ้านใกล้สุด (k-nearest Neighbor) ในการจ าแนกชนิดของพืช ส าหรับกลุ่มตัวอย่างที่ใช้ในการทดลอง
ประกอบด้วย ใบพืช 30 สายพันธุ์ จ านวน 340 ใบ จากผลการทดลองโดยใช้เทคนิคเพื่อนบ้านใกล้สุดเพียงอย่าง
เดียวให้ผลลัพธ์ความถูก (accuracy) 79.12% ค่าความครบถ้วน (recall) 79.50% และค่าความแม่นย า 
(precision) 73.17% และเมื่อใช้การเลือกตัวแทนที่เหมาะสมโดยขั้นตอนวิธีเชิงพันธุกรรมร่วมกับเทคนิคเพื่อน
บ้านใกล้สุดให้ผลลัพธ์ความถูกต้องในการจ าแนกชนิดของพืช  (accuracy) 86.27%  ค่าความครบถ้วน (recall) 
83.06% และค่าความแม่นย า (precision) 84.06% 
 
ค าส าคัญ: การจ าแนกประเภท ขั้นตอนวิธีเชิงพันธุกรรม ขั้นตอนวิธีเพื่อนบ้านใกล้สุด 
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Abstract  
 There are many techniques in the classification of plant leaves such as C4.5, Naive 
Bayes, k-Nearest Neighbor (k-NN), Genetic Algorithm (GA), Support Vector Machine (SVM), etc. 
Each technique has its own different advantages and disadvantages depending on problems 
and objectives of implementation to obtain the results. For the features of plant leaves, which 
consist of leaf shapes, leaf veins, leaf apexes, leaf bases, leaf margins, and leaf sizes, the 
researcher found that the various features of plant leaves could be used in the classification of 
plants. This research presented the method of the classification of plants by using the 
selection of appropriate agents with Genetic Algorithm (GA) and with the technique of k-
Nearest Neighbor (k-NN). The samples used in the experiment consisted of 30 species of 340 
plant leaves. From the result of the experiment only with the technique of k-Nearest Neighbor 
(k-NN), the accuracy in the classification of plants was by 79.12%, the recall was by 79.50% 
and the precision was by 73.17% and with the selection of appropriate agents with Genetic 
Algorithm (GA) as well as the technique of k-Nearest Neighbor (k-NN), the accuracy in the 
classification of plants was by 86.27%, the recall was by 83.06% and the precision was by 
84.06%. 
 
Keywords: Classification, Genetic Algorithm, k-Nearest Neighbor (k-NN) 
 
บทน า 
 สายพันธุ์ของพืชที่มีการส ารวจในโลกนี้ที่ได้รับการตั้งชื่อมีประมาณ 250,000 – 270,000 สายพันธุ์ 
(Guo et al, 2004) ในการที่จะระบุชนิดของพันธุ์พืชให้ถูกต้องจากการที่ได้พบเห็นในที่ต่างๆจึงเป็นเรื่องที่ยาก
มากเนื่องจากสายพันธุ์พืชมีมากมาย ปัจจุบันอุปกรณ์เทคโนโลยีและการสื่อสารมีความทันสมัยมาก การน า
เทคโนโลยีเข้ามาใช้ช่วยเหลือในการจ าแนกพันธุ์พืช จึงช่วยย่นระยะเวลา และมีความแม่นย าในการระบุชนิดพันธุ์
พืชได้ 
 ขั้นตอนวิธีเพื่อนบ้านใกล้สุด (k-Nearest Neighbors) (Daniel T. Larose, 2005; Xindong Wu et 
al, 2008) เป็นวิธีการในการจัดแบ่ง คลาส โดยจะตัดสินใจว่าคลาสใดที่จะแทนเงื่อนไข หรือกรณีใหม่ ๆ ได้บ้าง 
เป็นวิธีการหนึ่งส าหรับ แก้ปัญหาประมาณค่าฟังก์ชั่นนอนพาราเมตริก ส าหรับ การจ าแนกกลุ่มของข้อมูลที่ไม่เป็น
รูปร่างที่ดี หรือ ข้อมูลที่กระจัดกระจาย โดยท าการตรวจสอบจ านวน บา งจ านวนของกรณีหรือเงื่อนไขที่
เหมือนกัน หรือ ใกล้เคียงกันมากที่สุด เท่ากับจ านวน k ที่ต้องการ โดยการหาระยะทางที่ใกล้สุด 
 ขั้นตอนวิธีทางพันธุกรรม (Genetic Algorithm : GA) ใช้หลักการมาจากทฤษฏีการวิวัฒนาการของ 
Charles Darwin  ว่าด้วยสิ่งมีชีวิตที่แข็งแรงที่สุดจะมีโอกาสสืบทอดสายพันธุ์ต่อไป โดยทาง (John H. Holland, 
1975) ได้น ามาเสนอหลักการ และจากนั้น (David E. Goldberg, 1989) ได้น า GA มาปรับปรุงและประยุกต์ใช้
กับงานทางวิศวกรรมเป็นผลให้ GA เป็นที่รู้จัก และน ามาประยุกต์ใช้ในงานกันอย่างแพร่หลาย ปัจจุบัน GA ได้มี
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การปรับปรุงเพื่อเพิ่มประสิทธิภาพการค้นหาให้มีความสามารถ และประสิทธิภาพสูงขึ้น (ดร.อาณัติ ลีมัคเดช, 
2546)  
 ขั้นตอนการท างานทั่วไปของเจเนติก อัลกอริทึม สามารถเขียนเป็นฟังก์ชั่นการท างานได้ดังนี้ (Dr. R.K 
Bhattacharjya, 2012) 
 functionGeneticAlgo()  
   { 
   Initialize population;   
   fitness function;  
   While(fitness value != termination criteria)  
  { 
   SelectionCrossover;  
   Mutation;Calculate 
   fitnesfunction; 
   } 
  } 
 
 งานวิจัยนี้ได้ใช้คุณลักษณะของใบพืชซึ่งประกอบไปด้วย คุณลักษณะรูปทรง และคุณลักษณะพื้นผิว 
มาใช้เป็นองค์ประกอบในการจ าแนกชนิดของพืช โดยการใช้ขั้นตอนวิธีเชิงพันธุกรรมส าหรับเลือกตัวแทนที่
เหมาะสมเพื่อใช้ในการจ าแนกชนิดของพืช และใช้ขั้นตอนวิธีเพื่อนบ้านใกล้สุด (k-Nearest Neighbor) ส าหรับ
การจ าแนกชนิดของพืช 
 งานวิจัยนี้มีวัตถุประสงค์ 2 ประการ คือ  
  1.เพื่อน ากระบวนการขั้นตอนวิธีเชิงพันธุกรรมแต่ละขั้นตอนเลือกตัวแทนที่เหมาะสมส าหรับ
น าไปใช้ในการจ าแนกชนิดของพืช 
  2.เพื่อใช้ขั้นตอนวิธีเพื่อนบ้านใกล้สุด ส าหรับการจ าแนกชนิดพืชโดยใช้คุณลักษณะรูปทรงและ
พื้นผิวของใบพืช 
 
งานวิจัยที่เกี่ยวข้อง 
 งานวิจัยคร้ังนี้ผู้วิจัยได้ท าการค้นคว้าข้อมูลจากเอกสาร งานวิจัย และผลงานวิชาการต่างๆ ที่เก่ียวข้อง
ในการจ าแนกใบพืช มีดังนี้ 
 งานวิจัยที่เกี่ยวข้องทางด้านเทคนิคการจ าแนก (Prof Meeta K et al.) ได้ส ารวจเทคนิคส าหรับการ
จ าแนกใบพืชซึ่งมีหลายเทคนิค เช่น k-Nearest Neighbor Classification (k-NN) , Probabilistic Neural 
Network(PNN), Genetic Algorithm(GA), Support Vector Machine (SVM), และ Principal Component 
Analysis (PCA)  ซึ่งแต่ละเทคนิคก็มีข้อดีและข้อเสียที่แตกต่างกันไปขึ้นอยู่กับปัญหาและวิธีการหาผลลัพธ์ 
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 งานวิจัยที่เกี่ยวข้องทางด้านการจ าแนกชนิดพืชทางด้านเทคนิคต่างๆมีหลายเทคนิคเช่น โครงข่าย
ประสาทเทียม(Artificial Neural Network) (Hong and Chi, 2003;2006) ได้ประยุกต์ใช้ Artificial neural 
network (ANN) โดยใช้การสกัดลายใบพืชส าหรับใช้ในการรู้จ า (Jiazhi and He, 2008) ได้ประยุกต์ใช้ Artificial 
neural network (ANN) ใช้ในการรู้จ า โดยใช้การสกัดใบพืชออกเป็นส่วน (Stephen et al, 2007)                        
ได้ประยุกต์ใช้ Probabilistic neural network (PNN) ใช้ในการรู้จ า โดยสกัดคุณลักษณะของใบพืชออกเป็น             
12 คุณลักษณะ (Huang and Peng, 2008)  ได้ประยุกต์ใช้ Probabilistic neural network (PNN) ใช้ในการ
รู้จ า โดยใช้คุณสมบัติรูปร่างและพื้นผิวของใบพืช (Yun et al, 2005) ได้ประยุกต์ใช้ Cellular neural network 
(CNN) โดยการสกัดลายใบพืช (Panagiotis et al, 2005)  ได้ประยุกต์ใช้ feed-forward neural network โดย
สกัดคุณลักษณะของใบพืช (Xiao et al, 2005) ได้ประยุกต์ใช้ k-Nearest Neighbor (kNN) ร่วมกับ 
Probabilistic neural network (PNN) ใช้ในการรู้จ าใบพืช  
 งานวิจัยที่เก่ียวข้องทางด้าน GA (Padmavathi, 2015) ได้ประยุกต์ใช้ GA ตรวจสอบใบพืชที่เป็นโรค
หรือติดเชื้อ โดยการหาค่าบริเวณใบพืชที่เป็นโรคและบริเวณที่ไม่เป็นโรค (Tsai et al, 2013; Yi et al, 2012; 
Kabir et al, 2011) ได้ประยุกต์ใช้ GA เพื่อเลือกคุณลักษณะที่เหมาะสมของข้อมูล (Feature Selection) และ
ยังมีผู้วิจัยหลายท่านดังเช่น (Ilhan and Tezel, 2013; Huang et al, 2011; Chou et al, 2010) ได้น า GA     
มาประยุกต์ใช้ส าหรับการหาค่าพารามิเตอร์ ที่เหมาะสมส าหรับตัวจ าแนกข้อมูล (Pei-Yong et al, 2009) ได้ใช้ 
K-NN และ Bayes เป็นตัวจ าแนกข้อมูลพร้อมด้วยการใช้วิธีการเรียนรู้แบบรวมกลุ่ม และใช้วิธีเชิงพันธุกรรม ช่วย
เลือกคุณลักษณะที่เหมาะสม 
 
วิธีการวิจัย 
 งานวิจัยคร้ังนี้ ผู้วิจัยได้ด าเนินการวิจัยประกอบด้วย 5 ขั้นตอนดังนี้ 
 1. การเก็บและเตรียมภาพใบพืช 2. การแยกคุณลักษณะ 3. วิธีเชิงพันธุกรรม 4. การจ าแนกภาพใบ
พืชด้วยขั้นตอนวิธีเพื่อนบ้านใกล้สุด 5. การวัดประสิทธิภาพ ดังภาพที่ 1 

 
ภาพที่ 1 ขั้นตอนวิธีด าเนินการวิจัย 
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ขั้นตอนที่ 1. การเก็บและเตรียมภาพใบพืช (Image Acquisition) 
 ส าหรับข้อมูลที่น ามาใช้ในการทดลองการจ าแนกใบพชื ซึ่งภาพใบพืชแต่ละใบถูกถ่ายด้วยกล้อง
ดิจิตอลโดยก าหนดคา่ความละเอียดที่ 720 x 920 pixel และจดัเก็บให้อยู่ในรูปแบบนามสกุล JPEG ภาพใบพืชที่
ใช้เป็นกลุ่มตัวอย่างมี 30 สายพนัธุ์ รวมทั้งหมด 340 ใบ ผู้วิจัยได้ใช้ข้อมูลใบพืช “Leaf” dataset  ส าหรับใช้เป็น
ข้อมูลในการทดลอง (Pedro F.B.Silva et al, 2014) 

 
ภาพที่ 2 สายพันธุ์พชื 30 สายพันธุ ์

  
 ขั้นตอนที่ 2. การแยกคุณลักษณะ (Feature Extraction) 
 เนื่องจากลักษณะรูปทรง และองค์ประกอบต่างๆของใบพืชมีคณุลักษณะที่แตกตา่งกัน และคลา้ยคลึง
กันจึงต้องแยกคุณลักษณะตา่งๆของภาพใบพืชออกเป็น 2 กลุ่ม กลุ่มที่1 ใช้คุณลักษณะรูปทรงของใบพืช จ านวน 
8 คุณลักษณะ กลุ่มที่2 ใช้คุณลกัษณะของพื้นผิวของใบพชื จ านวน 6  คุณลักษณะ  รวมทั้งสิน้ 14 คุณลักษณะ 
ดังภาพที่ 3 

 
ภาพที่ 3 คุณลักษณะรูปทรงและคุณลักษณะพืน้ผิว         
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ขั้นตอนที่ 3. ขั้นตอนวิธีเชิงพันธุกรรม 
 ขั้นตอนวิธีเชิงพันธุกรรม ซึ่งมีขั้นตอนดังนี้ (Z.Michalewiez, 1972) 

 
ภาพที่ 4 ขั้นตอนการท างานของข้ันตอนวิธีเชิงพนัธุกรรม 

  3.1 การสร้างประชากรเริ่มต้น (initial population) การสร้างประชากรเริ่มต้นโดยใช้การสุ่ม
ค่าให้ยีน ระบบจะแปลง (encode) ผลลัพธ์ที่เป็นไปได้ของปัญหาคณิตศาสตร์ให้อยู่ในรูปโครโมโซม ตัวแปรที่
ต้องการค้นหา หมายถึง ยีน (gene) หนึ่งยีนเมื่อน ามาประกอบกันจึงได้โครโมโซมหรือรหัสพันธุกรรม 
(genotype) 

 
ภาพที่ 5 ตัวอย่างการก าหนด initial population 

 เมื่อก าหนดวิธีการแปลงแล้ว ระบบจะสุ่มกลุ่มโครโมโซมนี้ขึ้นมาเป็นประชากร จ านวนโครโมโซมใน
ประชากรแต่ละรุ่นขึ้นกับค่าพารามิเตอร์ที่ก าหนด ความยาวของโครโมโซมขึ้นอยู่กับจ านวนตัวแปรที่ต้องการหา
ค่าในระบบ และมีผลต่อการก าหนดพารามิเตอร์จ านวนประชากร เพื่อหาค าตอบที่ดีที่สุด 
  3.2 การประเมินค่าความเหมาะสม (Fitness Function) เป็นฟังก์ชั่นที่มีความส าคัญเนื่องจาก 
Fitness Function จะให้ค่า fitness value กับแต่ละโครโมโซม เพื่อใช้ในการตัดสินใจในการเลือก (selection) 
โครโมโซม parents หรือโครโมโซมที่จะกลายเป็นรุ่นต่อไป โดยถ้าหากโครโมโซมใดมีค่า fitness value ต่ าก็จะ
ถูกทิ้งไปเปิดโอกาสให้โครโมโซมที่มีค่า fitness value สูงได้สืบทอดเป็นรุ่นต่อไป ดังสมการที่ 1 

nchormosomeUD 



n

i

ii qp
1

2)(            (1) 

i
p  คือ ค่าที่อยู่ในยีนของ Chormosome1  

i
q   คือ ค่าที่อยู่ในยีนของ Data trainn 
 n   คือ จ านวน Data train 
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  3.3. การคัดเลือกโครโมโซม (selection) เป็นขั้นตอนในการจับคู่โครโมโซม parents เพื่อเป็น
ประชากรรุ่นต่อไป โดยใช้วงล้อเสี่ยงทาย (Roulette wheel selection) โครโมโซมที่มีค่าความเหมาะสมที่ดีกว่า
มีโอกาสถูกเลือกมากกว่า  ดังสมการที่ 2   

  
))(1(

)(1

xfsum

xf
r




                   (2) 

)( xf  คือ ข้อมูลจริงที่เกิดข้ึน 
  r        คือ ข้อมูลที่เกิดจากการพยากรณ์ 

ท าการค านวณหาค่าฟงัก์ชั่น )(xf โดยท าการค านวณหาค่าความเหมาะสม  
 
  3.4. การครอสโอเวอร์ (crossover) คือการสลับค่าของ โครโมโซมระหว่างประชากรที่ได้
คัดเลือกขึ้นอยู่กับค่าความน่าจะเป็นในการแลกเปลี่ยนยีน ความน่าจะเป็นในการสลับสายพันธุ์  ( Probabilities 
of crossover: Pc) วิธี crossover มีหลายวิธีงานวิจัยนี้เลือกใช้วิธี Arithmetic crossover  (AC)ดังสมการที่ 3 
 2*)1(1*1 parentrparentrChild  2*1*)1(2 parentrparentrChild  (3) 
  เมื่อ r คือค่าที่สุ่มอยู่ในช่วง [0,1] 
 
  3.5. การกลายพันธุ์ (mutation) การกลายพันธุ์เป็นกระบวนการสุ่ม ค่าพารามิเตอร์ใหม่ให้ยีน 
โดยยีนในต าแหน่งใดที่จะถูก ก าหนดค่าให้ก าหนดจากโอกาสจากค่าความน่าจะเป็นในการกลายพันธุ์ (mutation 
probability) ความน่าจะเป็นในการกลายพันธุ์ (Probabilities of mutation: Pm)  
  โดยส่วนใหญ่ต าแหน่งและจ านวนของการ mutation จะขึ้นอยู่กับการสุ่ม แต่ส าหรับค่าที่ใช้ใน
การ mutation นั้นอาจหาค่าโดยใช้สมการที่ 4 
                      After = Before + (  * Before)   (4) 

โดยที่  After คือ ยีนหลังจากการ mutation 
                   Before คือ ยีนก่อนการ mutation 

       คือ อัตราการกลายพันธุ์ -1  1 
   
 โดยทั่วไปค่า   ก าหนดให้ค่าต่ าเพื่อไม่ให้โครโมโซม Offspring มียีนที่แตกต่างจาก Parents มาก
เกินไป ค่า   อาจหามาได้โดยวธิกีารสุ่ม 
  3.6. การหยุดการเรียนรู้ (termination) เงื่อนไขในการสิ้นสดุการท างานนั้น GA จะ สิ้นสุดการ
ท างานก็ต่อเมื่อได้ด าเนนิการจนครบ ตามจ านวนรุน่ของประชากร (number of generation) ตามที่ผู้ใช้ก าหนด 
หรือผู้ใช้อาจจะ ก าหนดให้สิ้นสดุการท างานเมื่อค่าค าตอบใน หลาย ๆ รอบทีผ่่านมาไม่มีการเปลี่ยนแปลง 
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ขั้นตอนที่ 4. การจ าแนกภาพใบพืชด้วยขั้นตอนวิธีเพื่อนบ้านใกล้สุด 
 1. หาตัวที่ใกล้ที่สุดจากข้อมูลที่ test กับข้อมูลที่ train ซึ่งตัวที่ใกล้กับข้อมูล test มากที่สุด จะอยู่ใน 
class ที่ใกล้สุดของข้อมูล train 
 2. หา k ตัวที่ใกล้ที่สุด แล้ว เอาข้อมูลที่ test ไปอยู่ใน class นั้น และถ้าเท่ากนัให้Sum Distance 
ของ Neighbor ของแต่ละตัว โดยจะเลือกตัวที่ใกล้ที่สุด 
 ขั้นตอนวิธีเพื่อนบา้นใกล้สุดจะท าการจ าแนกข้อมูลที่ได้รับมาใหม่โดยอ้างอิงจากข้อมูลเดิมที่มี
คุณสมบัติที่ใกล้เคียงทีสุ่ดจ านวน k ตัวโดยจะมีขัน้ตอนดังต่อไปนี้ 

  1) 𝐷 เป็นชุดข้อมูลที่ประกอบไปด้วย 

 𝐷 = {(𝑝0, 𝑐0), (𝑝1, 𝑐1), (𝑝2, 𝑐2), … , (𝑝𝑛, 𝑐𝑛)} โดยที่ 𝑝𝑖 = {𝑝𝑖1 , 𝑝𝑖2 , 𝑝𝑖3 , … , 𝑝𝑖𝑛 } เป็น

เวกเตอร์ของข้อมูลและ 𝑐𝑖 เป็นประเภทข้อมูล 𝑝𝑖 

  2) ให้ 𝑞 = {𝑞1, 𝑞2, 𝑞3, … , 𝑞𝑛 } เป็นเวกเตอร์ข้อมูลใหม่ที่ยังไม่ได้จ าแนกประเภท 

  3) ส าหรับทุกๆ 𝑝𝑖 ใน 𝐷 สามารถค านวณหาค่าระยะห่างระหว่าง 𝑞 และ 𝑝𝑖 โดยใช้วิธียูคลี

เดียน (Euclidian Distance, 𝑑) ดังสมการที่ 5 

  

n

j iii
qpqpd

j
1

2)(),(                (5) 

  4) ก าหนดประเภทของ 𝑞 จากประเภทของ 𝑝𝑖 ที่มีค่าใกล้เคียงที่สุด k จ านวน โดยเลือกจาก
ประเภทที่พบบ่อยที่สุด 

 
ขั้นตอนที่ 5. การวัดประสิทธิภาพ 
 ในการวัด โดยใช้ค่าความถูกต้องของข้อมูล (accuracy) จะต้องท าการเลือกข้อมูลชุดสอน (training 
set) และข้อมูลชุดทดสอบ (testing set) ซึ่งในงานวิจัยนี้ใช้วิธีของ K-fold Cross-Validation ในการแบ่งกลุ่ม
ข้อมูลออกเป็นส่วนๆ เท่าๆกัน เป็นจ านวน 10 กลุ่ม (10 fold) โดยแต่ละรอบของการค านวณข้อมูลชุดแรกจาก
ข้อมูลทั้ง 10 ชุด โดยข้อมูลชุดแรกจะถูกเลือกมาเพื่อเป็นข้อมูลที่ใช้ในการทดสอบ และข้อมูลชุดที่เหลือจะใช้เป็น
ข้อมูลส าหรับการเรียนรู้ โดยแต่ละรอบการค านวณข้อมูลชุดหนึ่งจากข้อมูล K ชุดจะถูกเลือกออกมาเพื่อเป็น
ข้อมูลทดสอบ และข้อมูลอีก K-1 ชุดจะถูกใช้เป็นข้อมูลส าหรับการเรียนรู้ ซึ่งข้อดีของวิธีนี้คือข้อมูลในแต่ละชุดที่
ท าการแบ่งจะถูกทดสอบอย่างน้อย 1 ครั้ง และถูกเรียนรู้ทั้งหมด K-1 ครั้ง ในขั้นตอนสุดท้ายจะหา ค่าเฉลี่ยของ
ค่าความถูกต้อง (accuracy) ค่าความแม่นย า (precision) ค่าความครบถ้วน (recall) เพื่อบอกประสิทธิภาพ ของ
การจ าแนกชนิดพืช 
 
ผลการทดลอง 
 ผลการทดลองการจ าแนกชนิดของพืชด้วยขั้นตอนวธิีเพื่อนบ้านใกล้สุดกับการเลือกตัวแทนที่เหมาะสม
ด้วยขั้นตอนวิธีทางพันธุกรรมโดยใช้คุณลักษณะรูปทรงและพื้นผิวของใบพืช โดยในงานวิจัยนี้ได้ท าการทดลองกับ
ใบพืช 30 สายพันธุ์ จ านวน 340 ใบ โดยมีผลการทดลองดังภาพที่ 6 
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ภาพที่ 6 ผลประสิทธิภาพในการจ าแนกด้วยวิธี k-NN 

 1) ผู้วิจัยได้ได้ท าการทดลองโดยใช้ขั้นตอนวิธีเพื่อนบ้านใกล้สุดในการจ าแนกชนิดพืชโดยไม่ใช้ตัวเลือก
ที่เหมาะสมจากข้ันตอนเชิงพันธุกรรมโดยใช้คุณลักษณะ 14 คุณลักษณะของใบพืช ผลการทดลองพบว่าเมื่อปรับ
ค่าพารามิเตอร์ K = 1  จะได้ผลลัพธ์ที่ดีที่สุด ผลลัพธ์ความถูกต้อง (accuracy) 79.12%  ค่าความครบถ้วน 
(recall) 79.50% และค่าความแม่นย า (precision) 73.17%  
 2) ผู้วิจัยได้ท าการทดลองโดยใช้ตัวเลือกที่เหมาะสมจากขั้นตอนวิธีเชิงพันธุกรรมร่วมกับขั้นตอนวิธี
เพื่อนบ้านใกล้สุดในการจ าแนกชนิดพืชโดยมีผลการทดลองดังภาพที่ 7 

 
ภาพที่ 7 ผลประสิทธิภาพในการจ าแนกด้วยวิธี k-NN ร่วมกับ GA 

 
 ผลจากการทดลองพบว่าด้วยขบวนการขั้นตอนวิธีเชิงพันธุกรรม โดยได้ปรับค่าพารามิเตอร์ต่างๆให้
เหมาะสม โดยก าหนดให้  pop size = 50 , pc = 0.9 , pm = 0.05 และจากคุณลักษณะทั้งหมด 14 
คุณลักษณะของใบพืช เมื่อผ่านขบวนการเลือกตัวแทนที่เหมาะสมท าให้ได้ตัวเลือกที่เหมาะสม 9 คุณลักษณะ 
ดังนี้ 1. Eccentricity 2. Aspect Ratio 3. Elongation 4. Stochastic Convexity 5. Isoperimetric Factor 
6. Maximal Indentation Depth 7. Average Intensity 8. Smoothness 9. Third moment ซึ่งให้ผลลัพธ์
ความถูกต้องในการจ าแนกชนิดของพืช (accuracy) 86.27% ค่าความครบถ้วน (recall) 83.06% และค่าความ
แม่นย า (precision) 84.06%  
 
สรุปและอภิปรายผล 
 ในงานวิจัยนี้ได้น าเสนอจ าแนกชนิดของพืชด้วยขั้นตอนวิธีเพื่อนบ้านใกล้สุด ร่วมกับการเลือกตัวแทน
ที่เหมาะสมด้วยขั้นตอนวิธีเชิงพันธุกรรมโดยใช้คุณลักษณะรูปทรงและพื้นผิวของใบพืช โดยในงานวิจัยนี้ได้ท าการ
ทดลองกับใบพืช 30 สายพันธุ์ จ านวน 340 ใบ จากผลการทดลองโดยงานวิจัยนี้ใช้ขั้นตอนวิธีเชิงพันธุกรรมในการ
เลือกตัวแทนที่เหมาะสม และใช้ขั้นตอนวิธีเพื่อนบ้านใกล้สุดในการจ าแนกชนิดของพืชซึ่งให้ผลลัพธ์ความถูกต้อง
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ในการจ าแนกชนิดของพืช  (accuracy) 86.27%  ค่าความครบถ้วน(recall) 83.06% และค่าความแม่นย า 
(precision)  84.06% เมื่อเปรียบเทียบกับการใช้ขั้นตอนวิธีเพื่อนบ้านใกล้เคียงในการจ าแนกชนิดพืชเพียงอย่าง
เดียวซึ่งให้ผลลัพธ์ความถูกต้องในการจ าแนกชนิดของพืช  (accuracy) 79.12% , ค่าความครบถ้วน (recall) 
79.50% และค่าความแม่นย า (precision)  73.17% ซึ่งจากผลการทดลองพบว่า เมื่อใช้ขั้นตอนเชิงพันธุกรรมมา
ช่วยในการเลือกตัวแทนที่เหมาะสมท าให้ประสิทธิภาพการจ าแนกชนิดพืชด้วยขั้นตอนวิธีเพื่อนบ้านใกล้สุดมีความ
ถูกต้องมากข้ึน มากกว่าการใช้ขั้นตอนเพื่อนบ้านใกล้สุดเพียงอย่างเดียว 
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