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บทคัดย่อ  
 งานวิจัยนี้มีวัตถุประสงค์เพื่อพยากรณ์โอกาสส าเร็จการศึกษาของนักศึกษาโดยใช้ซัพพอร์ตเวกเตอร์แม
ชชีน ชุดข้อมูลกลุ่มตัวอย่างที่น ามาใช้ทดสอบเป็นข้อมูลของนักศึกษาระดับปริญญาตรีหลักสูตร 4 ปี สาขาวิชา
วิทยาการคอมพิวเตอร์ คณะเทคโนโลยีสารสนเทศ มหาวิทยาลัยนอร์ทกรุงเทพ ระหว่างปีการศึกษา 2547-2551 
จ านวนทั้งสิ้น 138 ระเบียน 18 คุณลักษณะ ชุดข้อมูลที่ได้จะน าส่งเข้าตัวแบบพยากรณ์โอกาสส าเร็จการศึกษา
ของนักศึกษา ซึ่งจะใช้เทคนิคซัพพอร์ตเวกเตอร์แมชชีน (SVM) เทคนิคต้นไม้ตัดสินใจ (Decision Tree) และ
เทคนิคโครงข่ายประสาทเทียมแบบย้อนกลับ (BP-ANN) มาท าการสร้างตัวแบบพยากรณ์และเปรียบเทียบเพื่อ
คัดเลือกตัวแบบพยากรณ์ที่มีประสิทธิภาพสูงสุด โดยการทดสอบประสิทธิภาพตัวแบบจะใช้วิธีไขว้ทบ 15 ส่วน 
ผลการทดสอบ พบว่า ตัวแบบการพยากรณ์ที่ใช้เทคนิค SVM-PK ให้ความแม่นย าในการพยากรณ์สูงที่สุดที่ร้อย
ละ 89.13 โดยมีผลการประเมินค่าความแม่นตรงเท่ากับ 0.878  ค่าความระลึกเท่ากับ 0.891 และค่า
ประสิทธิภาพโดยรวมเท่ากับ 0.860 นอกจากนี้ยังให้ค่า RMSE น้อยที่สุดเท่ากับ 0.3297 โดยที่ตัวแบบพยากรณ์
ซัพพอร์ตเวกเตอร์แมชชีนที่ใช้เคอร์เนลฟังก์ชั่นแบบ SVM-NP SVM-RBF และ SVM-PUK ให้ค่าความแม่นย าใน
การพยากรณ์เท่ากันที่ร้อยละ 87.68  ส่วนตัวแบบพยากรณ์ C4.5 และ BP-ANN ให้ค่าความแม่นย าร้อยละ 
83.33 และ 84.36 ตามล าดับ สรุปได้ว่าตัวแบบพยากรณ์ SVM-PK เป็นตัวแบบที่เหมาะสมที่สุดส าหรับการ
พยากรณ์โอกาสส าเร็จการศึกษาของนักศึกษา 
ค าส าคัญ: การพยากรณ์โอกาสส าเร็จการศึกษา ซัพพอร์ตเวกเตอร์แมชชีน 
 
 
 
 
 
 
 
 
                                                           

*เพื่อศึกษาการพยากรณ์โอกาสส าเร็จการศึกษาของนักศึกษาโดยใช้เทคนิคซัพพอร์ตเวกเตอร์แมชชีน ประเมินและเปรียบเทียบ
ประสิทธิภาพของตัวแบบพยากรณ์โอกาสส าเร็จการศึกษาของนักศึกษาระหว่างเทคนิคซัพพอร์ตเวกเตอร์แมชชีน เทคนิคต้นไม้ตัดสินใจ และ
เทคนิคโครงข่ายประสาทเทียมแบบย้อนกลับ เพื่อหาตัวแบบพยากรณ์ที่เหมาะสมที่สุดในการพยากรณ์โอกาสส าเร็จการศึกษาของนักศึกษา 
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Abstract  
 The purpose of this paper is to present Support Vector Machine techniques for 
graduation forecasting. This dataset is composed of 4-year undergraduate in computer science 
course, Faculty of Information Technology, North Bangkok University, during an academic year 
2547-2551, a total of 138 records, 18 features. The dataset will be transferred to a forecast 
model of graduation by using Support Vector Machine (SVM), Decision Tree (C4.5), and Multi-
Layer Perceptron (BP-ANN) techniques. These models are chosen once with high performance 
of forecast. In performance tests the model will use 15 Fold Cross-Validation. A result of 
comparison forecast model using the SVM-PK techniques had the highest accuracy in 
forecasting: 89.13 percent by the Precision equaled 0.878, Recall equaled and 0.891 and F-
Measure equaled 0.860 and RMSE got the smallest value equaled 0.3297. The models for SVM-
NP, SVM-RBF, and SVM-PUK had an accuracy in forecast equaled 87.68 percent, for C4.5 and 
BP-ANN forecast had an accuracy of 83.33 percent and 84.36, respectively. Concluded that the 
forecasting model using SVM-PK is most appropriate for graduation forecasting of graduating 
students. 
Keyword: Graduation Forecast, Support Vector Matchine 
 
บทน า 
 การศึกษาในระดับอุดมศึกษาโดยเฉพาะปริญญาตรีเป็นการศึกษาที่มีต้นทุนสูง ไม่ว่าจะเป็นต้นทุน
ทางด้านเวลาหรือค่าใช้จ่ายที่ขึ้นอยู่กับสาขาวิชาที่เลือกเรียน นอกจากนี้ยังรวมถึงความตั้งใจ ความหวังของ
นักศึกษาและครอบครัวด้วย ดังนั้นหากนักศึกษาไม่มีความพร้อมและไม่มีความเข้าใจในสาขาวิชาที่ตนเองเลือก
เรียนก็อาจจะท าให้นักศึกษาไม่ส าเร็จการศึกษาตามระยะเวลาที่ก าหนดได้ หากเป็นเช่นนั้นแล้วจะท าให้ต้นทุน
ทั้งหมดถูกใช้ไปอย่างเปล่าประโยชน์ นอกจากนี้อาจท าให้เกิดปัญหาต่างๆ ตามมา ไม่ว่าจะเป็นปัญหาทางด้าน
จิตใจ ปัญหาทางด้านครอบครัวหรือแม้กระทั่งปัญหาทางด้านสังคม ซึ่งปัญหาเหล่านี้จะลดลงหรือหมดไปหาก
นักศึกษาเลือกเรียนสาขาได้ตรงกับความสามารถของตนเอง หรือได้รับค าปรึกษาจากอาจารย์ที่ปรึกษาอย่าง
ทันท่วงที  
 สถาบันการศึกษาทั้งภาครัฐและเอกชนส่วนใหญ่มีการจัดเก็บข้อมูลต่างๆ ของนักศึกษาไว้เป็นจ านวน
มาก ข้อมูลเหล่านี้จะถูกน ามาใช้ประโยชน์เฉพาะตอนที่นักศึกษาก าลังศึกษาอยู่เท่านั้น แต่เมื่อจบการศึกษาไป
แล้วข้อมูลเหล่านี้กลับไม่ได้ถูกน ามาใช้ให้เกิดประโยชน์อีกเลย ดังนั้นนักวิจัยจึงน าข้อมูลเหล่านี้มาท าการศึกษา
เกี่ยวกับการพยากรณ์โอกาสส าเร็จการศึกษาของนักศึกษาที่ก าลังศึกษาอยู่ โดยมีการน าเทคนิคเหมืองข้อมูล 
(Data Mining) เข้ามาใช้ ซึ่งจะน าข้อมูลของนักศึกษาที่ถูกจัดเก็บไว้เป็นจ านวนมากมาสร้างตัวแบบพยากรณ์ 
และเมื่อได้ตัวแบบที่น่าเชื่อถือแล้วก็สามารถน าข้อมูลของนักศึกษาที่เข้ามาใหม่มาท านายได้ว่านักศึกษามีโอกาส
ส าเร็จการศึกษาในสาขาที่ตนเองเลือกเรียนได้หรือไม่ จากการทบทวนงานวิจัยพบว่ามีนักวิจัยได้น าเทคนิคเหมือง
ข้อมูลมาใช้ในการพยากรณ์โอกาสส าเร็จการศึกษาของนักศึกษา ดังเช่นงานวิจัยของ ทิพย์สุดา วงศ์ค าดี (2549) ที่
ได้น าเสนอเกี่ยวกับการเปรียบเทียบแบบจ าลองการพยากรณ์ผลส าเร็จการศึกษาของนักศึกษา โดยใช้วิธีการ
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วิเคราะห์จ าแนกประเภทเทคนิคโครงข่ายประสาทเทียมและเทคนิคโครงข่ายประสาทเทียมที่มีการคัดเลือกปัจจัย
โดยใช้วิธีการทางสถิติ ผลการวิจัยพบว่า โครงข่ายประสาทเทียมแบบแพร่กระจายย้อนกลับที่มีการคัดเลือกปัจจัย
โดยการใช้วิธีการทางสถิติ มีประสิทธิภาพการพยากรณ์ดีกว่าโครงข่ายประสาทเทียมที่มีน าเข้าปัจจัยทั้งหมดและ
การวิเคราะห์จ าแนกประเภท ด้วยค่าเฉลี่ยความถูกต้องของการจ าแนกกลุ่มร้อยละ 94.83 93.54 และร้อยละ 
81.5 ตามล าดับ นอกจากนี้ บุษรา ลิ้มพิพัฒนางกูร (2549) ได้น าเสนอการประยุกต์ใช้วิธีการพยากรณ์โอกาสใน
การส าเร็จการศึกษาโดยใช้เทคนิคจีเนติกอัลกอริทึมเพื่อเลือกลักษณะที่เหมาะสมก่อนน าไปใช้ในการพยากรณ์
ด้วยเครือข่ายประสาท (GA/ANN) เปรียบเทียบกับเครือข่ายประสาทแบบทั่วไป (ANN) จากการทดสอบพบว่า 
GA/ANN สามารถลดจ านวนคุณลักษณะที่ใช้ในโมเดลได้อย่างชัดเจน โดย SGA/ANN สามารถลดจ านวน
คุณลักษณะลงร้อยละ 42 และ MGA/ANN สามารถลดจ านวนคุณลักษณะลงร้อยละ 45 และเทคนิคที่น าเสนอ
นั้นยังให้ประสิทธิภาพการท านายที่ใกล้เคียงกับการใช้เครือข่ายประสาทเพียงอย่างเดียว เมื่อท าการเปรียบเทียบ
ระหว่างเทคนิค ANN กับ SGA/ANN และเทคนิค ANN กับMGA/ANN โดยใช้ t-Test Paired Two Sample for 
Means มีค่า P-Value เท่ากับ 0.64 และ 0.98 ตามล าดับ และเมตตา คงคากูล (2550) ได้น าเสนอเทคนิคการ
พยากรณ์ผลสัมฤทธิ์ทางการศึกษาของนักศึกษาจากพฤติกรรมการใช้อินเตอร์เน็ตโดยวิธีโครงข่ายประสาทเทียม
แบบหลายชั้น (Multilayer Perceptron) โดยใช้เทคนิควิธีการสอนด้วยอัลกอริธึมของ Levenberg-Marquardt 
มาประยุกต์ใช้ในการพยากรณ์ ผลจากการศึกษาพบว่าโครงข่ายประสาทเทียมให้ค่าประสิทธิภาพการพยากรณ์
เท่ากับร้อยละ 58 จากงานวิจัยที่กล่าวมาจะเห็นได้ว่านักวิจัยส่วนใหญ่เลือกใช้เทคนิคโครงข่ายประสาทเทียมใน
การพยากรณ์โอกาสส าเร็จการศึกษาของนักศึกษา แต่จากการทบทวนงานวิจัยที่หลากหลายพบว่าเทคนิคซัพ
พอร์ตเวกเตอร์แมชชีนให้ค่าความแม่นย าในการพยากรณ์มากกว่าเทคนิคโครงข่ายประสาทเทียม เช่น งานวิจัย
ของ สุรเดช บุญลือ และคณะ (2553) ได้น าเสนอเกี่ยวกับการท านายโรคพาร์กินสันโดยใช้ซัพพอร์ตเวกเตอร์แม
ชชีน โดยท าการเปรียบเทียบระหว่างเทคนิคซัพพอร์ตเวกเตอร์แมชชีน โครงข่ายประสาทเทียมแพร่กลับ และ
เทคนิคต้นไม้ตัดสินใจในการท านายโรคพาร์กินสัน ผลจากการศึกษาพบว่า ตัวแบบท านายที่ใช้ซัพพอร์ตเวกเตอร์
แมชชีน มีความแม่นย ามากที่สุดร้อยละ 92.19 ขณะที่ตัวแบบท านายที่ใช้โครงข่ายประสาทเทียมแพร่กลับ และ
เทคนิคต้นไม้ตัดสินใจมีความแม่นย า ร้อยละ 90.10 และ 88.02 ตามล าดับ  นอกจากนี้  ภรัณยา 
อ ามฤครัตน์ และคณะ (2552) ได้น าเสนอการเปรียบเทียบประสิทธิภาพการคัดเลือกและจ าแนกข้อมูลด้วยวิธีการ
ทางเครือข่ายประสาทเทียม โดยเปรียบเทียบวิธีการจ าแนกข้อมูลแบบโครงข่ายประสาทเทียมแบบ Multi-Layer 
Perceptron และ ซัพพอร์ตเวกเตอร์แมชชีน  
 ผลจากการศึกษา พบว่า การใช้แบบจ าลองซัพพอร์ตเวกเตอร์แมชชีนในการจ าแนกข้อมูลจะมี
ประสิทธิภาพดีกว่าการใช้แบบจ าลองโครงข่ายประสาทเทียมแบบ Multi-Layer Perceptron นิเวศ จิระวิชิต 
และนริทร์ พนาวาส (2554) ได้น าเสนอวิธีการจ าแนกความคิดเห็นโดยใช้เทคนิคการเรียนรู้ของเครื่อง โดยท าการ
ทดสอบประสิทธิภาพการจ าแนกด้วยอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน ต้นไม้ตัดสินใจ เนอีฟเบย์ และเคเนีย
เรสเนเบอร์ ผลจากการศึกษา พบว่า การเรียนรู้ด้วยอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนให้ประสิทธิภาพในการ
จ าแนกดีที่สุด โดยให้ค่าความถูกต้องร้อยละ 86.30 และ นงเยาว์ ในอรุณ และพรรณี สิทธิเดช (2555) ได้
น าเสนอการใช้เทคนิคซัพพอร์ตเวกเตอร์แมชชีนและโครงข่ายประสาทเทียมแบบแพร่กลับส าหรับจ าแนกผู้ป่วย
โรคหัวใจขาดเลือดและโรคหัวใจรูปแบบอื่นออกจากกันให้ชัดเจน เนื่องจากสองโรคนี้มีลักษณะอาการคล้ายกันท า
ให้แพทย์วินิจฉัยโรคได้ยาก ผลจากการศึกษา พบว่า เทคนิคซัพพอร์ตเวกเตอร์แมชชีนได้ค่าความถูกต้องร้อยละ 
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96.46 ส่วนเทคนิคโครงข่ายประสาทเทียมแบบแพร่กลับได้ค่าความถูกต้องร้อยละ 88.21 ซึ่งสรุปได้ว่าเทคนิคซัพ
พอร์ตเวกเตอร์แมชชีนเป็นเทคนิคที่เหมาะสมในการจ าแนกผู้ป่วยโรคหัวใจขาดเลือดออกจากโรคหัวใจรูปแบบอื่น 
 งานวิจัยนี้จึงมีแนวคิดที่จะศึกษาการพยากรณ์โอกาสส าเร็จการศึกษาของนักศึกษาโดยใช้ซัพพอร์ต
เวกเตอร์แมชชีน รวมทั้งมีการเปรียบเทียบและคัดเลือกอัลกอริทึมการเรียนรู้ของเครื่องที่จะน ามาประยุกต์ใช้ใน
สร้างตัวแบบการพยากรณ์ที่มีประสิทธิภาพสูงที่สุดในการพยากรณ์โอกาสส าเร็จการศึกษาของนักศึกษา 
 
วิธีการวิจัย 
 วิธีการวิจัยครั้งนี้แบ่งออกเป็น 3 ขั้นตอน ประกอบด้วย 1) การจัดเตรียมข้อมูล 2) การสร้างตัวแบบ
พยากรณ์ และ 3) การวัดประสิทธิภาพของตัวแบบพยากรณ์  
 การจัดเตรียมข้อมูล 
 ข้อมูลกลุ่มตัวอย่างที่น ามาใช้ทดสอบเป็นข้อมูลระเบียนประวตัิของนักศึกษาระดับปริญญาตรีหลักสูตร 
4 ปี สาขาวิชาวิทยาการคอมพิวเตอร์ คณะเทคโนโลยีสารสนเทศ มหาวิทยาลัยนอร์ทกรุงเทพ ระหว่างปีการศึกษา 
2547-2551 จ านวนทั้งสิ้น 138 ระเบียน ประกอบด้วยข้อมูลประวัติส่วนตัวและข้อมูลผลการเรียนของนักศึกษา 
ซึ่งแบ่งเป็นข้อมูลน าเข้าจ านวน 18 คุณลักษณะ (แสดงดังตารางที่ 1) และข้อมูลน าออก 1 คุณลักษณะ คือ 
สถานะส าเร็จการศึกษาของนักศึกษา (ส าเร็จการศึกษาตามระยะเวลาที่ก าหนด/ไม่ส าเร็จการศึกษาตามระยะเวลา
ที่ก าหนด) โดยข้อมูลที่ใช้ในการวิจัยเป็นข้อมูลของนักศึกษาระดับชั้นปีที่ 1 เท่านั้น (3 ภาคเรียน)  
 
ตางรางที่ 1 ข้อมูลน าเข้าที่ใช้ในการพยากรณ์ 
 

ข้อมูลประวัติส่วนตัว ข้อมูลผลการเรียนของนักศึกษา 
เพศ สถานะการได้รับทุน 
รายได้บดิา กลุ่มการเรียน 
รายได้มารดา จ านวนปีที่ก าหนด 
สถานะบิดา เกรดเฉลี่ยภาคเรียนที่ 1 
สถานะมารดา เกรดเฉลี่ยภาคเรียนที่ 2 
เกรดเฉลี่ยสถานศึกษาเดิม เกรดเฉลี่ยภาคฤดูร้อน 
หมู่เลือด เกรดเฉลี่ยสะสมภาคเรียนที่ 1 
กลุ่ม ร.ร รัฐ/เอกชน เกรดเฉลี่ยสะสมภาคเรียนที่ 2 
ภูมิภาคที่อยู่อาศัย เกรดเฉลี่ยสะสมภาคฤดูร้อน 

 
 หลังจากเก็บรวบรวมข้อมูลของนักศึกษาแต่ละคนได้แล้ว ก็จะน าข้อมูลที่ได้มาท าการตรวจสอบความ
สมบูรณ์ และท าการแทนค่าข้อมูลเพื่อใช้เป็นคุณลักษณะในการสร้างและทดสอบตัวแบบการพยากรณ์ต่อไป 
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 การสร้างตัวแบบพยากรณ์ 
 เป็นขั้นตอนของการออกแบบและสร้างตัวแบบพยากรณ์ทั้ง 3 ตัวแบบ หลังจากนั้นจะมีการคัดเลือก
ตัวแบบพยากรณ์ที่มีประสิทธิภาพความแม่นย าสูงสุด ระหว่างตัวแบบพยากรณ์ที่ ใช้เทคนิคซัพพอร์ตเวกเตอร์แม
ชชีน (Support Vector Machine: SVM) โดยใช้เคอร์เนลฟังก์ชั่นแบบ Normalise Polynomial Kernel 
(SVM-NP) Polynomial Kernel (SVM-PK) Radial Basis Function Kernel (SVM-RBF) และ Pearson VII 
function-based universal kernel (SVM-PUK) เทคนิคต้นไม้ตัดสินใจ (Decision Tree) โดยใช้อัลกอริทึม
แบบ C4.5 และเทคนิคโครงข่ายประสาทเทียมโดยใช้อัลกอริทึมแบบย้อนกลับ (BackPropagation Neuron 
Network: BP-ANN) เพื่อน าตัวแบบที่ได้ไปใช้ในการพยากรณ์โอกาสส าเร็จการศึกษาของนักศึกษาต่อไป ซึ่งข้อมูล
ที่น าเข้าฝึกสอนและทดสอบจะมี 18 คุณลักษณะ ส่วนข้อมูลน าออกจะเป็นสถานะส าเร็จการศึกษาของนักศึกษา 
(ส าเร็จการศึกษาตามระยะเวลาที่ก าหนด/ไม่ส าเร็จการศึกษาตามระยะเวลาที่ก าหนด) ดังภาพที่ 1 

 
 

ภาพที่ 1 กระบวนการสร้าง ประเมิน และคัดเลือกตัวแบบพยากรณ์ 
 
 จากภาพที่ 1 เป็นกระบวนการสร้าง ประเมิน และคัดเลือกตัวแบบพยากรณ์ โดยในขั้นตอนแรกเป็น
การน าข้อมูลของนักศึกษาส่งเข้าไปยังตัวแบบการพยากรณ์ทั้ง 3 ตัวแบบ ได้แก ่ตัวแบบซัพพอร์ตเวกเตอร์แมชชีน 
ตัวแบบต้นไม้ตัดสินใจ และตัวแบบโครงข่ายประสาทเทียม ซึ่งจะท าการฝึกสอนและทดสอบเพื่อเปรียบเทียบหา
ค่าความแม่นย าว่าตัวแบบใดจะสามารถพยากรณ์ได้แม่นย าสูงที่สุด 
 การวัดค่าประสิทธิภาพของตัวแบบพยากรณ์ 
 การวิจัยคร้ังนี้ผู้วิจัยได้ท าการวัดประสิทธิภาพตัวแบบการพยากรณ์โดยใช้เกณฑ์การวัดประสิทธิภาพ
ของตัวแบบรู้จ าด้วยวิธี Predictive Modeling (Brame, 2007) ซึ่งประกอบด้วยค่าความแม่นตรง (Precision) 
ค่าความระลึก (Recall) ค่าประสิทธิภาพโดยรวม (F–Measure) และค่าความแม่นย า (Accurary) ดังสมการ (1) 
(2) (3) และ (4) ตามล าดับ  
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    (2) 

 

             
                      

                  
  (3) 

 

                 
       

                 
  (4) 

 
ผลการวิจัย 
 จากการน าข้อมูลประวัติของนักศึกษาจ านวน 138 ระเบียน ไปทดสอบกับตัวแบบพยากรณ์ 3 ตัว
แบบที่ใช้เทคนิคซัพพอร์ตเวกเตอร์แมชชีน (SVM) เทคนิคต้นไม้ตัดสินใจ (Decision Tree) และเทคนิคโครงข่าย
ประสาทเทียมแบบย้อนกลับ (BP-ANN) ด้วยวิธีไขว้ทบ 15 ส่วน (15 Fold Cross-Validation) พบว่า ตัวแบบ
พยากรณ์ที่ใช้เทคนิคซัพพอร์ตเวกเตอร์แมชชีนให้ค่าความแม่นย าในการพยากรณ์สูงกว่าตัวแบบที่ใช้เทคนิคต้นไม้
ตัดสินใจและเทคนิคโครงข่ายประสาทเทียมแบบย้อนกลับ โดยที่ตัวแบบพยากรณ์ที่ใช้เทคนิคซัพพอร์ตเวกเตอร์ที่
มีการเลือกเคอร์เนลฟังก์ชั่นที่ใช้แบบ SVM-PK ให้ค่าความแม่นย าในการพยากรณ์สูงที่สุด มีค่าเท่ากับร้อยละ 
89.13 ส่วนเคอร์เนลฟังก์ชั่นที่เหลือ ได้แก่ SVM-NP SVM-RBF และ SVM-PUK นั้น ให้ค่าความแม่นย าในการ
พยากรณ์เท่ากันเท่ากับร้อยละ 87.68 อีกทั้งตัวแบบพยากรณ์ C4.5 และ BP-ANN ให้ค่าความแม่นย าร้อยละ 
83.33 และ 84.06 ตามล าดับ  ดังภาพที่ 2 
 

 
 

ภาพที่ 2 กราฟเปรียบเทียบค่าความแม่นย าของตัวแบบพยากรณ์ (Accuracy)  
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 ผลการทดสอบประสิทธิภาพของตัวแบบพยากรณ์โดยใช้ค่าความแม่นตรง ค่าความระลึก และค่า
ประสิทธิภาพโดยรวม พบว่า ตัวแบบพยากรณ์ SVM-PK ให้ประสิทธิภาพในการพยากรณ์ดีที่สุด ดังภาพที่ 3 โดย
ให้ค่าความแม่นตรงเท่ากับ 0.878 ค่าความระลึกเท่ากับ 0.891 และค่าประสิทธิภาพโดยรวมเท่ากับ 0.860 ตัว
แบบพยากรณ์ C4.5 ให้ค่าความแม่นตรงเท่ากับ 0.764 ค่าความระลึกเท่ากับ 0.833 และค่าประสิทธิภาพ
โดยรวมเท่ากับ 0.797 ตัวแบบพยากรณ์ BP-ANN ให้ค่าความแม่นตรงเท่ากับ 0.849 ค่าความระลึกเท่ากับ 
0.841 และค่าประสิทธิภาพโดยรวมเท่ากับ 0.844 ส่วนตัวแบบพยากรณ์ SVM-NP SVM-RBF และ SVM-PUK 
ให้ประสิทธิภาพในการพยากรณ์เท่ากัน โดยให้ค่าความแม่นตรงเท่ากับ 0.769 ค่าความระลึกเท่ากับ 0.877 และ
ค่าประสิทธิภาพโดยรวมเท่ากับ 0.819 ดังตารางที่ 2 
 
ตารางที่ 2 ผลการเปรียบเทียบประสิทธิภาพของตัวแบบการพยากรณ์ 
 

ตัวแบบพยากรณ์ Precision Recall F-Measure 
C4.5 0.764 0.833 0.797 
BP-ANN 0.849 0.841 0.844 
SVM-NP 0.769 0.877 0.819 
SVM-PK 0.878 0.891 0.860 
SVM-RBF 0.769 0.877 0.819 
SVM-PUK 0.769 0.877 0.819 

 
 

 
 
ภาพที่ 3 เปรียบเทียบประสทิธภิาพของตัวแบบพยากรณ์ 
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 นอกจากนี้ เมื่อท าการเปรียบเทียบค่าความคลาดเคลื่อนของเครื่องมือวัด (Root Mean Square 
Error: RMSE) พบว่า ตัวแบบพยากรณ์ SVM-PK ให้ค่าความคลาดเคลื่อนน้อยที่สุดเท่ากับ 0.3297 ตัวแบบ
พยากรณ์ BP-ANN เท่ากับ 0.3577 ตัวแบบพยากรณ์ SVM-NP SVM-RBF และ SVM-PUK ให้ค่าความ
คลาดเคลื่อนเท่ากันเท่ากับ 0.351 และตัวแบบพยากรณ์ C4.5 ให้ค่าความคลาดเคลื่อนสูงที่สุดเท่ากับ 0.3741 ดัง
ภาพที่ 4  
 

 
 
ภาพที่ 4 เปรียบเทียบความคลาดเคลื่อนของเคร่ืองมือวัด (RMSE) 
 
 ดังนั้นตัวแบบพยากรณ์ที่เหมาะสมที่สุดในการพยากรณ์โอกาสส าเร็จการศึกษาของนักศึกษา คือ ตัว
แบบพยากรณ์ที่ใช้เทคนิคซัพพอร์ตเวกเตอร์แมชชีน โดยจะใช้เคอร์เนลฟังก์ชั่นแบบ Polynomial Kernel (SVM-
PK) เนื่องจาก SVM-PK นั้นให้ประสิทธิภาพและค่าความแม่นย าในการพยากรณ์โอกาสส าเร็จการศึกษาของ
นักศึกษาดีที่สุด 
 
สรุปและอภิปรายผล 
 งานวิจัยนี้ได้น าความรู้ทางด้านวิทยาการคอมพิวเตอร์มาประยุกต์ใช้กับการพยากรณ์โอกาสส าเร็จ
การศึกษาของนักศึกษา โดยมีการน าอัลกอริทึมการเรียนรู้ของเครื่อง (Machine Learning) ที่ประกอบด้วย
เทคนิคซัพพอร์ตเวกเตอร์แมชชีน (SVM) เทคนิคต้นไม้ตัดสินใจ (Decistion Tree) และเทคนิคโครงข่ายประสาท
เทียมแบบย้อนกลับ (BP-ANN) มาท าการสร้างตัวแบบพยากรณ์โอกาสส าเร็จการศึกษาของนักศึกษา จากนั้นจึง
ท าการเปรียบเทียบหาประสิทธิภาพความแม่นย าในการพยากรณ์ เพื่อหาตัวแบบพยากรณ์ที่ให้ความแม่นย าสูงสุด
ที่เหมาะสมกับการน าไปใช้ในการพยากรณ์โอกาสส าเร็จการศึกษาของนักศึกษา 
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 ผลการทดสอบพบว่าตัวแบบการพยากรณ์ที่ใช้เทคนิค SVM-PK ให้ผลการประเมินค่าความแม่นตรง 
ค่าความระลึก และค่าประสิทธิภาพโดยรวม มากที่สุดเท่ากับ 0.878 0.891 และ 0.860 ตามล าดับ โดยให้ค่า
ความแม่นย าในการพยากรณ์ที่ร้อยละ 89.13 
 จากผลการวิจัยที่พบว่า ตัวแบบพยากรณ์ที่ใช้เทคนิคซัพพอร์ตเวกเตอร์แมชชีนมีค่าความแม่นย าใน
การพยากรณ์มากกว่าทั้งเทคนิคต้นไม้ตัดสินใจและเทคนิคโครงข่ายประสาทเทียมแบบย้อนกลับ อาจเนื่องจาก
เทคนิคซัพพอรต์เวกเตอร์แมชชีนมีพฤติกรรมที่จะแยกแยะข้อมูล โดยใช้สมการระนาบหลายมิติโดยจะพยายามหา
จุดข้อมูลที่ท าให้ได้สมการระนาบหลายมิติที่ใช้แบ่งแยกดีที่สุด (Optimal Hyperplane) มีความถูกต้องที่สุด โดย
พิจารณาจากระยะห่าง (Margin) ระหว่างคลาส ซึ่งเส้นระนาบที่ดีที่สุดนี้จะสามารถจ าแนกกลุ่มนักศึกษาที่ส าเร็จ
การศึกษาและกลุ่มที่ไม่ส าเร็จการศึกษาได้อย่างมีประสิทธิภาพซึ่งสอดคล้องกับผลการวิจัยของ นิเวศ จิระวิชิตชัย 
และนรินทร์ พนาวาส (2554) ได้ศึกษาการจ าแนกความคิดเห็นโดยใช้เทคนิคการเรียนรู้ของเครื่อง และท า
เปรียบเทียบประสิทธิภาพการจ าแนกด้วยอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน ต้นไม้ตัดสินใจ เนอีฟเบย์ และเค
เนียเรสเนเบอร์ ผลการวิจัยพบว่า อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนให้ประสิทธิภาพในการจ าแนกดีที่สุดโดยให้
ค่าความถูกต้องเท่ากับร้อยละ 86.30 นอกจากนี้ยังสอดคล้องกับงานวิจัยของ ภรัณยา อ ามฤครัตน์ และพยุง มีสัจ 
(2553) ได้ศึกษาเปรียบเทียบประสิทธิภาพการจ าแนกกลุ่มข้อมูลของโรคลมร้อนด้วยวิธีการทางเครือข่ายประสาท
เทียม พบว่าซัพพอร์ตเวกเตอร์แมชชีนที่ใช้เคอร์เนลฟังก์ชั่นแบบ Polynomail มีค่าความถูกต้องของการ
พยากรณ์สูงกว่าเคอร์เนลฟังก์ชั่นแบบ RBF ที่ร้อยละ 95.94 และ 74.37 ตามล าดับ 
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