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Graduation Forecasting using Support Vector Machine
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Abstract
The purpose of this paper is to present Support Vector Machine techniques for

graduation forecasting. This dataset is composed of 4-year undergraduate in computer science
course, Faculty of Information Technology, North Bangkok University, during an academic year
2547-2551, a total of 138 records, 18 features. The dataset will be transferred to a forecast
model of graduation by using Support Vector Machine (SVM), Decision Tree (C4.5), and Multi-
Layer Perceptron (BP-ANN) techniques. These models are chosen once with high performance
of forecast. In performance tests the model will use 15 Fold Cross-Validation. A result of
comparison forecast model using the SVM-PK techniques had the highest accuracy in
forecasting: 89.13 percent by the Precision equaled 0.878, Recall equaled and 0.891 and F-
Measure equaled 0.860 and RMSE got the smallest value equaled 0.3297. The models for SVM-
NP, SVM-RBF, and SVM-PUK had an accuracy in forecast equaled 87.68 percent, for C4.5 and
BP-ANN forecast had an accuracy of 83.33 percent and 84.36, respectively. Concluded that the
forecasting model using SVM-PK is most appropriate for graduation forecasting of graduating
students.

Keyword: Graduation Forecast, Support Vector Matchine
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