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บทคัดย่อ 
 การวิจัยนี้มีวัตถุประสงค์เพื่อศึกษาข้อมูลระยะเวลาการใช้งานที่มีการแจกแจงค่าสุดขีดและเป็นข้อมูลที่
ถูกเซ็นเซอร์ประเภทที่ 1 รวมถึงการประมาณค่าพารามิเตอร์ด้วยวิธีภาวะน่าจะเป็นสูงสุด และน าตัวประมาณภาวะ
น่าจะเป็นสูงสุด มาสร้างช่วงความเชื่อมั่นของพารามิเตอร์ โดยใช้เมทริกซ์ข้อสนเทศค่าสังเกตของฟิชเชอร์ในการสร้าง
ช่วงความเชื่อมั่นซ่ึงอาศัยวิธเีชิงเส้นก ากับปรกติ และสร้างช่วงความเชื่อมั่นด้วยวิธีบูตสแตรปแบบใช้พารามิเตอร์ 2 วิธี
ที่ต่างกัน ได้แก่ วิธีบูตสแตรปพีและวิธีบูตสแตรปที นอกจากนั้นยังใช้วิธีอัตราส่วนภาวะน่าจะเป็น และเปรียบเทียบ
ประสิทธิภาพจากทั้ง 4 วิธี ด้วยค่าความน่าจะเป็นคุ้มรวมและค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ันจากการจ าลอง
ข้อมูล รวมถึงน าวิธีที่น าเสนอมาประมาณค่าช่วงความเชื่อมั่นของพารามิเตอร์โดยใช้ข้อมูลจริง 
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Abstract 
 The objective of this research is to study the lifetime data, which are the Extreme value 
distribution based on type-I censored samples. The maximum likelihood estimators (MLEs) are 
considered. The confidence interval estimation under the MLEs is constructed.  The observed 
Fisher information matrix is used to construct the asymptotic confidence intervals. The confidence 
intervals are constructed using the two different parametric bootstrap methods, the bootstrap-p 
and the bootstrap-t. Moreover, we propose the likelihood ratio method. A simulation study was 
conducted to compare the appraise performance of four different interval estimation method by 
coverage probability and expected lengths. Finally, all methods are illustrated through a real data 
set. 
 
Keyword: Maximum likelihood estimation, Asymptotic normality, Bootstrap-p, Bootstrap-t, 
Likelihood ratio  
 
1. บทน า 
 การศึกษาข้อมูลที่เกี่ยวข้องกับระยะเวลาการใช้งาน (Lifetime) พบได้ในงานวิจัยด้านต่างๆ ได้แก่ ด้าน
การแพทย์และสาธารณสุข ด้านธุรกิจประกันภัย ด้านอุตสาหกรรม เป็นต้น ซ่ึงลักษณะของข้อมูลระยะเวลาดังกล่าว
สามารถจัดให้อยู่ในรูปของการแจกแจงได้หลายรูปแบบ เช่น การแจกแจงไวบูล การแจกแจงเลขชี้ก าลัง และการแจก
แจงค่าสุดขีด เป็นต้น 
 ในงานวิจัยนี้  ผู้วิ จัยสนใจศึกษาข้อมูลระยะเวลาที่ มี การแจกแจงค่าสุดขีด (Extreme Value 
Distribution) ซ่ึงถูกพัฒนามาจากการแจกแจงไวบูล นั่นคือ ลอการิทึมของการแจกแจงไวบูลเท่ากับการแจกแจงค่า
สุดขีด (Lawless, 2011) ก าหนดให้ T  เป็นตัวแปรสุ่มต่อเนื่องที่มีการแจกแจงค่าสุดขีด ซ่ึงมีพารามิเตอร์   และ  
โดยที่   เป็นพารามิเตอร์แสดงต าแหน่ง (Location Parameter) และ   เป็นพารามิเตอร์แสดงขนาด (Scale 
Parameter) จะเขียนแทนด้วย T ~ ),( EVD  จะได้ว่า ฟังก์ชันความหนาแน่นความน่าจะเป็น (Probability 
Density Function: PDF) และฟังก์ชันการแจกแจงสะสม (Cumulative Distribution Function : CDF) ของการ
แจกแจงค่าสุดขีด มีรูปแบบตามล าดับดังนี้ 
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และฟังก์ชันการอยู่รอด (Survival  Function) มีรูปแบบดังนี้ 
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 ในการศึกษาเกี่ยวกับระยะเวลาใช้งานจากการทดลองทั้งหมดจ านวน n  หน่วย หากหน่วยทดลองมี
จ านวนมาก อาจเป็นไปได้ว่าผู้ทดลองจะเก็บข้อมูลจ านวนการเกิดเหตุการณ์ที่ล้มเหลวครบทุกหน่วยตัวอย่าง อาจจะ



 
 
 
 

152  
 

  สาขาวิทยาศาสตร์และเทคโนโลย ี
  ปีที่ 4 ฉบับที ่6 เดือน พฤศจิกายน–ธันวาคม 2560 

               Veridian E-Journal, Science and Technology Silpakorn University     
Volume 4 Number 6   November – December 2017  ISSN  2408 - 1248      

ต้องใช้ระยะเวลานานในการรอให้เกิดความล้มเหลวและมีค่าใช้จ่ายที่สูงในการเก็บรวบรวมข้อมูล ดังนั้นทางเลือกหนึ่ง
ที่จะสามารถใช้ข้อมูลทั้ง n  หน่วย มาวิเคราะห์เพื่อสร้างตัวแบบที่เหมาะสมและทดสอบความน่าเชื่อถือ นั่นคือ 
ข้อมูลบางส่วนจะเป็นข้อมูลที่ถูกเซ็นเซอร์ (Censored Data) ซ่ึงข้อมูลที่ได้จะมี 2 กลุ่ม คือ กลุ่มข้อมูลที่ไม่ถูก
เซ็นเซอร์ โดยที่ผู้ทดลองจะเก็บข้อมูลระยะเวลาใช้งานได้จริง และกลุ่มข้อมูลที่ถูกเซ็นเซอร์ โดยที่ผู้ทดลองจะไม่
สามารถเก็บข้อมูลระยะเวลาใช้งานได้จริง ประเภทของการเซ็นเซอร์ข้อมูลถูกแบ่งเป็นหลายประเภทแต่ที่พบบ่อยใน
งานวิจัย ได้แก่ การเซ็นเซอร์ประเภทที่ 1 (Type I Censoring) ซ่ึงจะก าหนดเวลาที่สิ้นสุดการเก็บข้อมูลไว้ล่วงหน้า 
(Fixed Censoring Time) และการเซ็นเซอร์ประเภทที่ 2 (Type II  Censoring) โดยจะก าหนดจ านวนค่าสังเกตที่จะ
เกิดความล้มเหลวไว้ล่วงหน้า (Fixed Number of Uncensored Failure) เม่ือพิจารณาการเซ็นเซอร์ประเภทที่ 2 
อาจจะเป็นไปได้ว่าผู้ทดลองยังคงต้องใช้ระยะเวลารอนานกว่าข้อมูลจะครบตามจ านวนที่ก าหนดข้อมูลที่ถูกเซ็นเซอร์
หรือไม่ถูกเซ็นเซอร์ไว้ ดังนั้นผู้ทดลองอาจจะเลือกพิจารณาการเซ็นเซอร์ข้อมูลประเภทที่ 1 เพื่อให้ได้ข้อมูลมาได้
รวดเร็วย่ิงขึ้นและเพื่อน ามาวิเคราะห์ วางแผนและปรับปรุงจนน าไปสู่การตัดสินใจที่ถูกต้อง 
 การสร้างตัวแบบที่เหมาะสมในแต่ละการแจกแจง ต้องอาศัยการประมาณค่าพารามิเตอร์ที่ระบุในการ
แจกแจงนั้นๆ การประมาณค่าพารามิเตอร์เป็นส่วนหนึ่งที่ส าคัญของการอนุมานเชิงสถิติ (Statistical Inference) 
เนื่องจากเป็นระเบียบวิธีทางสถิติที่ด าเนินการเพื่อหาข้อสรุปเกี่ยวกับประชากร การประมาณค่าพารามิเตอร์
ประกอบด้วยการประมาณแบบจุดและการประมาณแบบช่วง  
 มีหลายๆ งานวิจัยที่ได้ประมาณค่าช่วงความเชื่อม่ันของพารามิเตอร์ภายใต้ตัวประมาณภาวะน่าจะเป็น
สูงสุดของการแจกแจงต่างๆ ภายใต้ข้อมูลที่สมบูรณ์และข้อมูลที่ถูกเซ็นเซอร์ Lin และ Ke (2013) ได้เสนอการ
ประมาณค่าช่วงความเชื่อม่ันของพารามิเตอร์ของการแจกแจงค่าสุดขีด เม่ือข้อมูลถูกเซ็นเซอร์ทางขวาประเภทที่ 2 
ด้วยวิธีเชิงเส้นก ากับปรกต ิวิธีบูตสแตรปพี และวิธีบูตสแตรปที  จากการศึกษาพบว่าในทุกสถานการณ์ที่ผู้วิจัยศึกษา
วิธีบูตสแตรปพีมีประสิทธิภาพดีที่สุด Kundu และ Gupta (2006) ได้เสนอการแจกแจงไวบูล โดยประมาณค่าด้วยวิธี
เชิงเส้นก ากับปรกติ วิธีบูตสแตรปพี และวิธีบูตสแตรปที จากการศึกษาพบว่าวิธีบูตสแตรปพี และวิธีบูตสแตรปทีให้ป
ระสิทธิภาพดีกว่าวิธีอื่นๆ เม่ือตัวอย่างมีขนาดเล็ก แต่เม่ือตัวอย่างมีขนาดใหญ่ขึ้นวิธีเชิงก ากับปรกติให้ประสิทธิภาพ
ดีกว่าวิธีอื่น ๆ Gasmi และ Berzig (2011) ได้เสนอการแจกแจงไวบูลแบบปรับปรุง เม่ือข้อมูลถูกเซ็นเซอร์ประเภทที่ 
1 โดยประมาณค่าด้วยวิธีเชิงเส้นก ากับปรกติ และวิธีอัตราส่วนภาวะน่าจะเป็น จากการศึกษาพบว่าวิธีเชิงเส้นก ากับ
ปรกติและวิธีอัตราส่วนภาวะน่าจะเป็นจะมีประสิทธิภาพเม่ือตัวอย่างมีขนาดใหญ่ Shen และ Yang (2015) ได้เสนอ
การเกิดความเอนเอียงส าหรับรูปแบบทั่วไปของการแจกแจงไวบูล เม่ือข้อมูลสมบูรณ์ ข้อมูลถูกเซ็นเซอร์ประเภทที่ 1 
และข้อมูลถูกเซ็นเซอร์ประเภทที่ 2 โดยประมาณค่าด้วยวิธีบูตสแตรป จากการศึกษาพบว่าวิธีบูตสแตรปมี
ประสิทธิภาพ  จากการทบทวนวรรณกรรมข้างต้นท าให้พบว่างานวิจัยนี้มีความแตกต่างจากงานวิจัยอื่นโดยการน าวิธี
เชิงเส้นก ากับปรกติ วิธีบูตสแตรปพี วิธีบูตสแตรปที และวิธีอัตราส่วนภาวะน่าจะเป็นมาประมาณค่าช่วงความเชื่อม่ัน
ของการแจกแจงค่าสุดขีด เมื่อข้อมูลถูกเซ็นเซอร์ประเภทที่ 1 
 ดังนั้นในการวิจัยนี้ ผู้วิจัยมีวัตถุประสงค์เพื่อเปรียบเทียบประสิทธิภาพการประมาณค่าช่วงความเชื่อม่ัน
ของพารามิเตอร์ของการแจกแจงค่าสุดขีด เม่ือข้อมูลถูกเซ็นเซอร์ประเภทที่ 1 จากทั้ง 4 วิธีข้างต้นที่สร้างจากตัว
ประมาณภาวะน่าจะเป็นสูงสุด โดยจะแสดงผลลัพธ์จากการจ าลองสถานการณ์และประยุกต์ใช้กับข้อมูลจริงเพื่อหา
ข้อสรุปและประมวลผล  
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2.วิธีการวิจัย 
 การวิจัยนี้เป็นการศึกษาการประมาณค่าช่วงความเชื่อม่ันของพารามิเตอร์ของการแจกแจงค่าสุดขีด เม่ือ
ข้อมูลถูกเซ็นเซอร์ประเภทที่ 1 ภายใต้ตัวประมาณภาวะน่าจะเป็นสูงสุดโดยศึกษาทั้งหมด 4 วิธี และวัดประสิทธิภาพ
ด้วยความน่าจะเป็นคุ้มรวมและค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ัน โดยใช้เทคนิคมอนติคาร์โล (Monte Carlo 
Technique) บนโปรแกรม R เวอร์ชัน 3.3.2  ในการประมวลผล ผู้วิจัยได้ด าเนินการวิจัยตามล าดับดังนี้   
 2.1 ก าหนดขนาดตัวอย่างที่ศึกษา คือ 25 50 100 และ 150   
 2.2 ก าหนดเวลาศึกษาไว้ล่วงหน้า คือควอนไทล์ที่ 0.5 และ 0.7 ของข้อมูล 
 2.3 ข้อมูลมีการแจกแจงค่าสุดขีดที่มีพารามิเตอร ์ 10  และ 1  
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 ผู้วิจัยประมาณค่าพารามิเตอร์ด้วยวิธีภาวะน่าจะเป็นสูงสุด โดยใช้ฟังก์ชัน nlminb บนโปรแกรม R 
เวอร์ชัน 3.3.2  ซ่ึงจะใช้หาค่าต่ าสุดของฟังก์ชันที่ต้องการศึกษา ดังนั้นผู้วิจัยจะต้องหาค่าต่ าสุด   และ   ก าหนด
โดย ̂  และ ̂  ซ่ึงเรียกว่าตัวประมาณภาวะน่าจะเป็นสูงสุดของพารามิเตอร์   และ   ตามล าดับ 
 2.5 การประมาณค่าช่วงความเชื่อม่ันของพารามิเตอร์ที่มีการแจกแจงค่าสุดขีด เม่ือข้อมูลถูกเซ็นเซอร์
ประเภทที่ 1 ในงานวิจัยนี้ได้ศึกษาวิธีการประมาณช่วงความเชื่อม่ันทั้งหมด 4 วิธี ภายใต้ตัวประมาณภาวะน่าจะเป็น
สูงสุด ได้แก่ วิธีเชิงเส้นก ากับปรกติ วิธีบูตสแตรปพีและวิธีบูตสแตรปที ซ่ึงเป็น วิธีบูตสแตรปแบบใช้พารามิเตอร์  
(Efron, 1982)  และวิธีอัตราส่วนภาวะน่าจะเป็น โดยมีรายละเอียด ดังนี้ 
 
  2.5.1 วิธีเชิงเส้นก ากับปรกติ (Asymptotic Normality Method)   
  จากหัวข้อที่ 2.4 ผู้วิจัยไม่สามารถเขียนตัวประมาณภาวะน่าจะเป็นสูงสุด ̂  และ ̂  ได้ในรูปชัดแจ้ง 
จึงไม่สามารถหาการแจกแจงที่แท้จริงของตัวประมาณได้  ดังนั้นในการสร้างช่วงความเชื่อม่ันของพารามิเตอร์    
และ   จะพิจารณาจากการแจกแจงเชิงเส้นก ากับของ ̂  และ ̂  ซ่ึงเรียกว่าวิธีเชิงเส้นก ากับปรกติ (Pawitan, 
2001)  โดยจะอาศัยเมทริกซ์ข้อสนเทศค่าสังเกตของฟิชเชอร์ (Observed Fisher Information Matrix) เพื่อ
ประมาณค่าความแปรปรวนของตัวประมาณ ̂  และ ̂    
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 การแจกแจงร่วมเชิงเส้นก ากับ (Asymptotic Joint Distribution) ของตัวประมาณภาวะน่าจะเป็นสูงสุด 
̂  และ ̂  ประมาณได้ด้วยการแจกแจงปรกติสองตัวแปร (Approximately Bivariate Normal Distribution) ซ่ึง
มีรูปแบบดังนี้ 
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  2.5.2 วิธีบูตสแตรปพี (Bootstrap-p Method) 
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  2.5.3 วิธีบูตสแตรปที (Bootstrap-t Method) 
  การสร้างช่วงความเชื่อม่ันแบบบูตสแตรปที (Hall, 1988) ส าหรับพารามิเตอร์  และ   มีขั้นตอน
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  2.5.4 วิธีอัตราส่วนภาวะน่าจะเป็น (Likelihood Ratio Method) 
  ในการทดสอบอัตราส่วนภาวะน่าจะเป็นนั้น นอกจากจะใช้ทดสอบสมมติฐานเกี่ยวกับพารามิเตอร์
แล้ว ยังสามารถใช้สร้างช่วงความเชื่อมั่นของพารามิเตอร์ได้  ในงานวิจัยนี้จะใช้วิธีอัตราส่วนภาวะน่าจะเป็นสร้างช่วง
ความเชื่อมั่นของพารามิเตอร์   และ   ของการแจกแจงค่าสุดขีดเม่ือข้อมูลถูกเซ็นเซอร์ประเภทที่ 1 
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โดยประมาณ (Estimated Likelihood Ratio)  
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(19) และ (20) คือค่าคงที่ ดังนั้นเราจะสร้างช่วงความเชื่อม่ันของพารามิเตอร์   และ 

  ตามล าดับ จากการค านวณเชิงตัวเลขโดยประยุกต์ใช้ฟังก์ชัน approx บนโปรแกรม R  
 2.6 ระดับความเชื่อมั่นที่ก าหนดเท่ากับ 90% และ 95% 
 2.7 เปรียบเทียบการประมาณค่าช่วงความเชื่อม่ัน 4 วิธี โดยพิจารณาจากความน่าจะเป็นคุ้มรวมและ
ค่าเฉลี่ยความกว้างของช่วงความเชื่อมั่น  
 2.8 จ านวนรอบของบูตสแตรป คือ 000,1

1
B  และ 50

2
B  

 2.9 จ าลองด้วยเทคนิคมอนติคาร์โลโดย กระท าซ้ า 1,000 รอบ ในแต่ละสถานการณ์ 
 2.10 ประยุกต์ใช้กับข้อมูลจริง 
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3. ผลการวิจัย 
 ในส่วนนี้จะแสดงผลลัพธ์จากการจ าลองสถานการณ์ และประยุกต์ใช้กับข้อมูลจริง เพื่อหาข้อสรุปและ
ประมวลผล ส าหรับการน าเสนอผลการศึกษาผู้วิจัยได้เสนอในรูปแบบตารางโดยการเปรียบเทียบค่าความน่าจะเป็น
คุ้มรวมกับสัมประสิทธิ์ความเชื่อมั่นที่ก าหนด  ซ่ึงเป็นเกณฑ์ที่ได้จากการทดสอบสมมติฐานเกี่ยวกับสัดส่วนประชากร 
โดยใช้ตัวสถิติทดสอบ Z  ในการทดสอบหางเดียว เม่ือพิจารณาที่ระดับความเชื่อม่ัน 90% สัมประสิทธิ์ความเชื่อม่ัน
ที่ก าหนดเท่ากับ 0.8878  และที่ระดับความเชื่อม่ัน 95% สัมประสิทธิ์ความเชื่อม่ันที่ก าหนดเท่ากับ 0.9387 
 3.1 ผลลัพธ์จากการจ าลองสถานการณ์ 
 
ตารางที่ 3.1.1 แสดงค่าเฉลี่ยของช่วงความเชื่อมั่น ค่าเฉลี่ยความกว้าง และร้อยละของค่าความน่าจะเป็นคุ้มรวมของ
พารามิเตอร ์   และ   ที่ระดับความเชื่อมั่น %90  เม่ือ 5.0T   และ 1,10    

1,10    วิธีการ 
    

CI  EL  CP  
CI  EL  CP  

25n  

Asym (9.4495,10.3777) 0.9282 81.8 (0.5354,1.3143) 0.7789 80.0 

Boot-p (9.3561,10.2923) 0.9362 78.7 (0.5200,1.2667) 0.7466 75.8 
Boot-t (9.5451,10.7088) 1.1637 89.1* (0.6702,1.6618) 0.9916 88.8* 
LR (9.5222,10.3698) 0.8476 79.2 (0.6487,1.3989) 0.7502 81.9 

50n  

Asym (9.5991,10.3125) 0.7134 86.4 (0.6729,1.2632) 0.5903 85.6 

Boot-p (9.5489,10.2634) 0.7146 84.3 (0.6624,1.2390) 0.5765 83.3 
Boot-t (9.6639,10.4706) 0.8067 91.4* (0.7524,1.4248) 0.6724 89.8* 
LR (9.6547,10.2922) 0.6375 83.7 (0.7491,1.2907) 0.5416 83.4 

100n  

Asym (9.7293,10.2413) 0.5120 89.2* (0.7710,1.1944) 0.4234 88.2 

Boot-p (9.7042,10.2162) 0.5120 87.9 (0.7649,1.1832) 0.4183 87.6 
Boot-t (9.7642,10.3137) 0.5494 90.6* (0.8130,1.2685) 0.4555 90.0* 
LR (9.7664,10.2223) 0.4560 85.2 (0.8182,1.1997) 0.3814 85.2 

150n  

Asym (9.7834,10.2046) 0.4212 89.1* (0.8156,1.1640) 0.3484 90.0* 

Boot-p (9.7665,10.1876) 0.4211 87.5 (0.8113,1.1566) 0.3453 89.2* 
Boot-t (9.8075,10.2515) 0.4440 91.1* (0.8443,1.2122) 0.3679 91.7* 
LR (9.8130,10.1871) 0.3741 85.3 (0.8519,1.1632) 0.3113 86.9 

*         หมายถึง ร้อยละค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่า  88.78  
          หมายถึง ค่าเฉลี่ยความกว้างของช่วงความเชื่อมั่นแคบที่สดุ 
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จากตารางที่ 3.1.1 เม่ือพิจารณาช่วงความเชื่อมั่น 90% ของ   และ   สามารถอธิบายได้ดังนี้  
 ส าหรับพารามิเตอร ์   เม่ือขนาดตัวอย่างเท่ากับ 25 และ 50 วิธีที่ให้ค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่า
สัมประสิทธิ์ความเชื่อมั่นที่ก าหนด และมีค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ันแคบที่สุด คือวิธีบูตสแตรปที แต่เม่ือ
ขนาดตัวอย่างเท่ากับ 100 และ 150 วิธีท่ีให้ค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่าสัมประสิทธิ์ความเชื่อม่ันที่ก าหนด และมีค่าเฉลี่ย
ความกว้างของช่วงความเชื่อม่ันแคบที่สุด คือวิธีเชิงเส้นก ากับปรกติ 
 ส าหรับพารามิเตอร์   เม่ือขนาดตัวอย่างเท่ากับ 25  50 และ 100 วิธีที่ให้ค่าความน่าจะเป็นคุ้มรวมไม่
ต่ ากว่าสัมประสิทธิ์ความเชื่อมั่นที่ก าหนด และมีค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ันแคบที่สุด คือวิธีบูตสแตรปที 
แต่เม่ือขนาดตัวอย่างเท่ากับ 150 วิธีที่ให้ค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่าสัมประสิทธิ์ความเชื่อม่ันที่ก าหนด และมี
ค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ันแคบที่สุด คือวิธีบูตสแตรปพี 
 
ตารางที่ 3.1.2 ค่าเฉลี่ยของช่วงความเชื่อม่ัน ค่าเฉลี่ยความกว้าง และร้อยละของค่าความน่าจะเป็นคุ้มรวมของ
พารามิเตอร ์   และ   ที่ระดับความเชื่อมั่น %95  เม่ือ 5.0T   และ 1,10    

1,10    วิธีการ 
    

CI  EL  CP  
CI  EL  CP  

25n  

Asym (9.3661,10.4834) 1.1172 88.8 (0.4657,1.4031) 0.9374 86.4 

Boot-p (9.2578,10.3887) 1.1309 85.0 (0.4749,1.3731) 0.8982 85.0 
Boot-t (9.4751,10.9372) 1.4621 95.0* (0.6277,1.8641) 1.2364 96.3* 

LR (9.4596,10.4829) 1.0233 87.7 (0.6153,1.5424) 0.9271 91.4 

50n  

Asym (9.5231,10.3712) 0.8481 89.3 (0.6155,1.3170) 0.7016 89.6 

Boot-p (9.4674,10.3187) 0.8513 86.9 (0.6190,1.3044) 0.6854 88.6 
Boot-t (9.5987,10.5795) 0.9809 94.9* (0.7091,1.5232) 0.8141 94.7* 

LR (9.5923,10.3519) 0.7596 86.9 (0.7137,1.3666) 0.6530 88.8 

100n  

Asym (9.6712,10.2870) 0.6157 92.9 (0.7371,1.2463) 0.5092 93.5 

Boot-p (9.6438,10.2594) 0.6155 91.9 (0.7381,1.2402) 0.5021 93.7 
Boot-t (9.7133,10.3819) 0.6687 95.1* (0.7881,1.3410) 0.5530 95.2* 

LR (9.7173,10.2666) 0.5494 89.9 (0.7979,1.2606) 0.4627 91.8 

150n  

Asym (9.7337,10.2349) 0.5012 94.1* (0.7811,1.1956) 0.4145 92.8 

Boot-p (9.7156,10.2161) 0.5005 93.0 (0.7814,1.1913) 0.4100 92.8 
Boot-t (9.7624,10.2954) 0.5329 95.4* (0.8152,1.2568) 0.4415 95.0* 

LR (9.7699,10.2159) 0.4461 91.8 (0.8269,1.1998) 0.3729 91.0 

*        หมายถึง  ร้อยละค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่า 93.87  
         หมายถึง  ค่าเฉลี่ยความกว้างของช่วงความเชื่อมั่นแคบที่สดุ 
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จากตารางที่ 3.1.2 เม่ือพิจารณาช่วงความเชื่อมั่น 95% ของ   และ   สามารถอธิบายได้ดังนี้  
 ส าหรับพารามิเตอร์   เม่ือขนาดตัวอย่างเท่ากับ 25  50 และ 100 วิธีที่ให้ค่าความน่าจะเป็นคุ้มรวมไม่
ต่ ากว่าสัมประสิทธิ์ความเชื่อมั่นที่ก าหนด และมีค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ันแคบที่สุด คือวิธีบูตสแตรปที 
แต่เม่ือขนาดตัวอย่างเท่ากับ 150  วิธีที่ให้ค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่าสัมประสิทธิ์ความเชื่อม่ันที่ก าหนด และมี
ค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ันแคบที่สุด คือวิธีเชิงเส้นก ากับปรกติ 
 ส าหรับพารามิเตอร์  เม่ือทุกขนาดตัวอย่างที่ศึกษาวิธีที่ให้ค่าความน่าจะเป็นคุ้มรวม ไม่ต่ ากว่า
สัมประสิทธิ์ความเชื่อมั่นที่ก าหนดและมีค่าเฉลี่ยความกว้างของช่วงความเชื่อมั่นแคบที่สุด คือวิธีบูตสแตรปที  
 
ตารางที่ 3.1.3 ค่าเฉลี่ยของชว่งความเชื่อมั่น ค่าเฉลี่ยความกว้าง และร้อยละของค่าความน่าจะเป็นคุ้มรวมของ
พารามิเตอร ์   และ   ที่ระดับความเชื่อมั่น %90  เม่ือ 7.0T   และ 1,10    

1,10    วิธีการ 
    

CI  EL  CP  
CI  EL  CP  

25n  

Asym (9.5793,10.3303) 0.7510 84.9 (0.6352,1.2957) 0.6605 84.7 
Boot-p (9.5234,10.2812) 0.7578 83.7 (0.6205,1.2626 ) 0.6421 82.6 
Boot-t (9.5963,10.4639) 0.8676 89.9* (0.7343,1.5147) 0.7805 89.8* 

LR (9.6040,10.3545) 0.7506 85.0 (0.7020,1.3897) 0.6878 88.2 

50n  

Asym (9.7066,10.2541) 0.5476 87.0 (0.7368,1.2197) 0.4829 88.7* 
Boot-p (9.6774,10.2272) 0.5499 86.8 (0.7285,1.2037) 0.4752 87.1 
Boot-t (9.7223,10.317) 0.5947 89.1* (0.7917,1.2212) 0.4295 91.2* 

LR (9.7213,10.2649) 0.5436 86.9 (0.7752,1.2644) 0.4892 90.2* 

100n  

Asym (9.7918,10.1822) 0.3904 88.2 (0.8144,1.1584) 0.3441 88.8* 
Boot-p (9.7778,10.1677) 0.3899 87.3 (0.8097,1.1506) 0.3408 88.3 
Boot-t (9.8020,10.2107) 0.4086 90.6* (0.8429,1.2061) 0.3632 89.7* 

LR (9.8005,10.1865) 0.3861 88.6 (0.8359,1.1791) 0.3432 89.6* 

150n  

Asym (9.8321,10.1539) 0.3218 89.8* (0.8542,1.1377) 0.2835 89.3* 
Boot-p (9.8224,10.1447) 0.3223 89.2* (0.8511,1.1322) 0.2812 88.2 
Boot-t (9.8378,10.1732) 0.3355 91.3* (0.8740,1.1691) 0.2951 90.2* 

LR (9.8388,10.1561) 0.3173 89.9* (0.8699,1.1506) 0.2808 89.6* 
 

*         หมายถึง ร้อยละค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่า 88.78  
          หมายถึง ค่าเฉลี่ยความกว้างของช่วงความเชื่อมั่นแคบที่สดุ 
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จากตารางที่ 3.1.3 เม่ือพิจารณาช่วงความเชื่อมั่น 90% ของ   และ   สามารถอธิบายได้ดังนี ้ 
ส าหรับพารามิเตอร์   เม่ือขนาดตัวอย่างเท่ากับ 25  50 และ 100 วิธีที่ให้ค่าความน่าจะเป็นคุ้มรวม

ไม่ต่ ากว่าสัมประสิทธิ์ความเชื่อม่ันที่ก าหนด และมีค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ันแคบที่สุด คือ
วิธีบูตสแตรปที แต่เม่ือขนาดตัวอย่างเท่ากับ 150 วิธีที่ให้ค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่าสัมประสิทธิ์ความเชื่อม่ันที่
ก าหนด และมีค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ันแคบที่สุด คือวิธีอัตราส่วนภาวะน่าจะเป็น 

ส าหรับพารามิเตอร์   เม่ือขนาดตัวอย่างเท่ากับ 25 และ 50  วิธีที่ให้ค่าความน่าจะเป็นคุ้มรวมไม่ต่ า
กว่าสัมประสิทธิ์ความเชื่อม่ันที่ก าหนด และมีค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ันแคบที่สุด   คือวิธีบูตสแตรปที 
แต่เม่ือขนาดตัวอย่างเท่ากับ 150  วิธีที่ให้ค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่าสัมประสิทธิ์ความเชื่อม่ันที่ก าหนด และมี
ค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ันแคบที่สุด คือวิธีอัตราส่วนภาวะน่าจะเป็น 
 
ตารางที่ 3.1.4 ค่าเฉลี่ยของชว่งความเชื่อมั่น ค่าเฉลี่ยความกว้าง และร้อยละของค่าความน่าจะเป็นคุ้มรวมของ
พารามิเตอร ์   และ   ที่ระดับความเชื่อมั่น %95  เม่ือ 7.0T   และ 1,10    

1,10    วิธีการ 
    

CI  EL  CP  
CI  EL  CP  

25n  

Asym (9.5298,10.4105) 0.8808 91.4 (0.5630,1.3375) 0.7745 89.0 

Boot-p (9.4645,10.3529) 0.8884 89.9 (0.5637,1.3180) 0.7543 88.2 
Boot-t (9.5410,10.5877) 1.0468 95.2* (0.6777,1.6215) 0.9437 95.1* 

LR (9.5632,10.4453) 0.8821 92.0 (0.6525,1.4754) 0.8229 92.7 

50n  

Asym (9.6600,10.3103) 0.6503 93.2 (0.6889,1.2615) 0.5726 92.0 

Boot-p (9.6259,10.2786) 0.6527 92.0 (0.6884,1.2523) 0.5640 91.4 
Boot-t (9.6744,10.3946) 0.7202 94.8* (0.7538,1.3929) 0.6390 96.4* 

LR (9.6798,10.3266) 0.6468 93.1 (0.7407,1.3273) 0.5866 94.1* 

100n  

Asym (9.7531,10.2176) 0.4645 94.4* (0.7805,1.1896) 0.4092 93.2 

Boot-p (9.7368,10.2008) 0.4640 93.2 (0.7799,1.1852) 0.4053 92.6 
Boot-t (9.7626,10.2561) 0.4934 95.6* (0.8141,1.2512) 0.4371 94.7* 

LR (9.7643,10.2247) 0.4604 94.6* (0.8091,1.2203) 0.4112 93.8* 

150n  

Asym (9.8043,10.1867) 0.3824 93.2 (0.8246,1.1615) 0.3369 93.6 

Boot-p (9.7935,10.1748) 0.3813 93.6 (0.8244,1.1585) 0.3341 92.4 
Boot-t (9.8114,10.2113) 0.3998 94.2* (0.8478,1.2013) 0.3535 95.5* 

LR (9.8127,10.1908) 0.3780 93.0 (0.8452,1.1810) 0.3358 94.6* 
*         หมายถึง ร้อยละค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่า 93.87  
          หมายถึง ค่าเฉลี่ยความกว้างของช่วงความเชื่อมั่นแคบที่สดุ 
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จากตารางที่ 3.1.4 เม่ือพิจารณาช่วงความเชื่อมั่น 95% ของ   และ   สามารถอธิบายได้ดังนี้  
 ส าหรับพารามิเตอร์   เม่ือขนาดตัวอย่างเท่ากับ 25  50 และ 150 วิธีที่ให้ค่าความน่าจะเป็นคุ้มรวมไม่
ต่ ากว่าสัมประสิทธิ์ความเชื่อมั่นที่ก าหนด และมีค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ันแคบที่สุด คือวิธีบูตสแตรปที 
แต่เม่ือขนาดตัวอย่างเท่ากับ 100  วิธีที่ให้ค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่าสัมประสิทธิ์ความเชื่อม่ันที่ก าหนด และมี
ค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ันแคบที่สุด คือวิธีอัตราส่วนภาวะน่าจะเป็น 
 ส าหรับพารามิเตอร์   เม่ือขนาดตัวอย่างเท่ากับ 25  วิธีที่ให้ค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่า
สัมประสิทธิ์ความเชื่อม่ันที่ก าหนด และมีค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ันแคบที่สุด คือวิธีบูตสแตรปที     แต่เม่ือขนาด
ตัวอย่างเท่ากับ  50  100  และ 150  วิธีที่ให้ค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่าสัมประสิทธิ์ความเชื่อม่ันที่ก าหนด และมีค่าเฉลี่ย
ความกว้างของช่วงความเชื่อม่ันแคบที่สุด คือวิธีอัตราส่วนภาวะน่าจะเป็น  
 จากตารางที่ 3.1.1 - 3.1.4  สรุปได้ว่าเม่ือขนาดตัวอย่างเท่ากับ 25 และ 50  เกือบทุกสถานการณ์ที่ก าหนดวิธีที่
ให้ค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่าสัมประสิทธิ์ความเชื่อม่ันที่ก าหนดและมีค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ันแคบ
ที่สุดส าหรับพารามิเตอร์  และ   คือวิธีบูตสแตรปที  แต่เม่ือขนาดตัวอย่างเท่ากับ 100 และ 150  โดยพิจารณา 5.0T  
เกือบทุกสถานการณ์ที่ก าหนดวิธีที่ให้ค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่าสัมประสิทธิ์ความเชื่อม่ันที่ก าหนดและมีค่าเฉลี่ยความ
กว้างของช่วงความเชื่อม่ันแคบที่สุด ส าหรับพารามิเตอร์    คือวิธีเชิงเส้นก ากับปรกติ  และส าหรับพารามิเตอร์   คือ
วิธีบูตสแตรปที  เม่ือพิจารณา 7.0T  เกือบทุกสถานการณ์ที่ก าหนดวิธีที่ให้ค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่า
สัมประสิทธิ์ความเชื่อม่ันที่ก าหนดและมีค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ันแคบที่สุดส าหรับพารามิเตอร์  และ   คือ
คือวิธีอัตราส่วนภาวะน่าจะเป็น   
3.2 ตัวอย่างจากข้อมูลจริง 
 ตัวอย่างข้อมูลจริงจาก (Aarset, 1987) ได้ศึกษาข้อมูลที่เกี่ยวข้องกับระยะเวลาการใช้งานของอะไหล่
เครื่องจักรที่มีการแจกแจงไวบูล โดยมีข้อมูลอายุการใช้งาน 50 ตัวอย่าง ดังนั้นผู้วิจัยได้น าข้อมูลมาใช้ประมาณ
ค่าพารามิเตอร์และวิเคราะห์ข้อมูลเพื่อแสดงให้เห็นถึงการประยุกต์ใช้กับข้อมูลจริงท่ีมีการแจกแจงค่าสุดขีด เม่ือเป็น
ข้อมูลที่ถูกเซ็นเซอร์ประเภทที่ 1 โดยใช้ลอการิทึมของการแจกแจงไวบูลเท่ากับการแจกแจงค่าสุดขีด ดังนี้ 

 
ข้อมูลสมบูรณ์    

0.1 0.2 1  1  1  1  1  2  3  6  7  11  12 18  18 18 18 18  21 32 36 40  45  46 47 50   55 
60 63 63 67 67 67 67 72 75 79 82 82 83 84 84  84 85 85 85 85 85 86  86  
 

ลอการิทึมข้อมูลสมบูรณ์    
-2.3025 -1.6094  0   0   0   0   0  0.6931  1.098 1.7917  1.9459  2.3978  2.4849  2.8903  
2.8903  2.8903  2.8903   2.8903  3.0445  3.4657  3.5835  3.6888  3.8066  3.8286  3.8501  
3.9120  4.0073  4.0943  4.1431  4.1431  4.2046  4.2046  4.2046  4.2046  4.2766  4.3174  
4.3694  4.4067  4.4067  4.4188  4.4308  4.4308  4.4308  4.4426   4.4426   4.4426  4.4426   
4.4426   4.4543   4.4543 
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ข้อมูลถูกเซ็นเซอร์ประเภทที่ 1 ที่ควอนไทล์ 0.5 ของลอการิทึมข้อมูลสมบูรณ์   3.8501 
-2.3025 -1.6094  0   0   0   0   0  0.6931  1.098 1.7917  1.9459  2.3978  2.4849  2.8903  
2.8903  2.8903  2.8903   2.8903  3.0445  3.4657  3.5835  3.6888  3.8066  3.8286  3.8501  
3.8501  3.8501  3.8501  3.8501  3.8501  3.8501  3.8501  3.8501  3.8501  3.8501  3.8501  
3.8501  3.8501  3.8501  3.8501  3.8501  3.8501  3.8501  3.8501   3.8501   3.8501  3.8501   
3.8501   3.8501   3.8501 
 

ข้อมูลถูกเซ็นเซอร์ประเภทที่ 1 ที่ควอนไทล์ 0.7 ของลอการิทึมข้อมูลสมบูรณ์   4.2766    
-2.3026 -1.6094  0  0  0  0  0   0.6931  1.0986  1.7917  1.9459  2.3978  2.4849  2.8903  
2.8903  2.8903  2.8903  2.8903  3.0445  3.4657  3.5835  3.6888  3.8066  3.8286  3.8501  
3.9120  4.0073  4.0943  4.1431  4.1431  4.2046  4.2046 4.2046  4.2046  4.2766  4.2766  
4.2766  4.2766  4.2766  4.2766  4.2766  4.2766  4.2766  4.2766   4.2766  4.2766    4.2766  
4.2766   4.2766  4.2766   

 
 ผู้วิจัยได้สร้างช่วงความเชื่อม่ันและความกว้างของพารามิเตอร์   และ   ที่ระดับความเชื่อม่ัน %95  
เม่ือข้อมูลถูกเซ็นเซอร์ประเภทที่ 1  ที่ควอนไทล์ 0.5 และ 0.7  ดังแสดงในตารางที่ 3.2.2 และตารางที่ 3.2.3 
ตามล าดับ 
 
ตารางที่ 3.2.2 แสดงค่าของชว่งความเชื่อมั่นและความกว้างของพารามิเตอร์   และ   ที่ระดับความเชือ่มั่น 

%95  เม่ือ 5.0T  จะได้  4.5042ˆ    และ 1.7262ˆ   
 

ขนาด
ตัวอย่าง 

วิธีการ 
    


CI  

EL  
CI  

EL  

50n  

Asym (3.7482, 5.2602) 1.5120 (1.0998, 2.3526) 1.2527 
Boot-

p (3.6356, 5.1204) 1.4847 (1.0624, 2.3348) 1.2723 

Boot-t (3.9043, 5.2233) 1.3190 (1.2609, 2.4114) 1.1505 
LR (3.8695, 5.2278) 1.3582 (1.2724, 2.4421) 1.1696 

        จากตารางที่ 3.2.2 จะเห็นได้ว่าส าหรับพารามิเตอร์  และ   วิธีที่มีความกว้างของช่วงความเชื่อม่ัน
แคบที่สุด คือวิธีบูตสแตรปที 
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ตารางที่ 3.2.3 แสดงค่าของชว่งความเชื่อมั่นและความกว้างของพารามิเตอร์   และ   ที่ระดับความเชือ่มั่น 
%95  เม่ือ 7.0T   จะได ้ 4.1442ˆ  และ 1.4445ˆ    

 
ขนาด

ตัวอย่าง 
วิธีการ 

    


CI  


EL  
CI  


EL  

50n  

Asym (3.6620, 4.6264) 0.9643 (1.0108, 1.8781) 0.8673 
Boot-

p (3.6288, 4.5835) 0.9546 (1.0040, 1.8710) 0.8669 

Boot-t (3.6713, 4.7326) 1.0613 (1.0865, 2.1002) 1.0136 
LR (3.6962, 4.6507) 0.9545 (1.0887, 1.9472) 0.8585 

 
จากตารางที่ 3.2.3 จะเห็นได้ว่าส าหรับพารามิเตอร์  และ   วิธีที่มีความกว้างของช่วงความเชื่อม่ัน

แคบที่สุด คือวิธีอัตราส่วนภาวะน่าจะเป็น 
 

4. สรุปผลและข้อเสนอแนะ 
 ในงานวิจัยนี้ ผู้วิจัยมีความสนใจที่จะศึกษาข้อมูลระยะเวลาการใช้งานที่มีการแจกแจงค่าสุดขีดและเป็น
ข้อมูลที่ถูกเซ็นเซอร์ประเภทที่ 1 รวมถึงการประมาณค่าพารามิเตอร์ด้วยวิธีภาวะน่าจะเป็นสูงสุด และน าตัวประมาณ
ภาวะน่าจะเป็นสูงสุดมาสร้างช่วงความเชื่อม่ันของพารามิเตอร์ นอกจากนั้นยังเลือกใช้เมทริกซ์ข้อสนเทศค่าสังเกต
ของฟิชเชอร์ในการประมาณค่าช่วงความเชื่อมั่นโดยอาศัยวธิีเชิงเส้นก ากับปรกติ  วิธีบูตสแตรปพี วิธีบูตสแตรปที และ
วิธีอัตราส่วนภาวะน่าจะเป็น   และวัดประสิทธิภาพวิธีการประมาณช่วงความเชื่อม่ันด้วยความน่าจะเป็นคุ้มรวมและ
ค่าเฉลี่ยความกว้างของช่วงความเชื่อมั่น ซ่ึงวิธีที่ให้ค่าความน่าจะเป็นคุ้มรวมไม่ต่ ากว่าสัมประสิทธิ์ความเชื่อม่ันที่ก าหนด
และมีค่าเฉลี่ยความกว้างของช่วงความเชื่อม่ันแคบที่สุด แสดงว่าวิธีนั้นเป็นวิธีที่มีประสิทธิภาพมากที่สุดส าหรับสถานการณ์
นั้น  จากการศึกษาพบว่าเม่ือขนาดตัวอย่างเล็กถึงปานกลาง นั่นคือ 50,25n  วิธีที่มีประสิทธิภาพมากที่สุด คือ
วิธีบูตสแตรปที  แต่เม่ือขนาดตัวอย่างใหญ่นั่นคือ 150,100n   โดยพิจารณาเวลาศึกษาไว้ล่วงหน้าควอนไทล์ที่ 0.5 วิธีที่มี
ประสิทธิภาพมากที่สุดส าหรับพารามิเตอร์แสดงต าแหน่ง  คือวิธีเชิงเส้นก ากับปรกติ และส าหรับพารามิเตอร์แสดง
ขนาด คือวิธีบูตสแตรปที เม่ือพิจารณาเวลาศึกษาไว้ล่วงหน้าควอนไทล์ที่ 0.7 วิธีที่มีประสิทธิภาพมากที่สุดส าหรับ
พารามิเตอร์แสดงต าแหน่งและพารามิเตอร์แสดงขนาด คือวิธีอัตราส่วนภาวะน่าจะเป็น  เม่ือน าข้อมูลจริงมา
ประยุกต์ใช้ผลที่ได้มีความสอดคล้องกับการจ าลอง ยกเว้นพารามิเตอร์แสดงต าแหน่ง นอกจากนั้นสังเกตได้ว่าผลที่ได้
แตกต่างจากงานวิจัยของ Lin และ Ke  อาจเป็นเพราะลักษณะของการเซ็นเซอร์ข้อมูลและจ านวนรอบบูตสแตรปท่ี
ต่างกัน 
 ผู้วิจัยจึงมีข้อเสนอแนะเพื่อเป็นแนวทางให้ผู้ที่สนใจจะศึกษาเพิ่มเติม นั่นคือควรขยายผลการศึกษาออกไป
ให้เกิดประโยชน์ย่ิงขึ้น  โดยท าการศึกษาในสถานการณ์อื่นๆ เช่น การก าหนดเวลาที่ศึกษาไว้ล่วงหน้า  จ านวนข้อมูล
ตัวอย่าง  พารามิเตอร์แสดงต าแหน่งและพารามิเตอร์แสดงขนาด จ านวนรอบบูตสแตรป แต่ถ้าก าหนดจ านวนรอบบูตสแตร
ปมากจะท าให้ใช้เวลานานในการประมวลผล รวมถึงการเพิ่มจ านวนรอบกระท าซ้ ามอนติคาร์โล เป็นต้น 
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