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Abstract 
Consider a simple undirected graph 𝐺 = (𝑉,  𝐸) with vertex set 𝑉 and edge set 𝐸. Let 𝐺 − 𝑢 be a subgraph 

induced by the vertex set 𝑉 − 𝑢. The distance 𝑑𝐺(𝑥, 𝑦) is defined as the length of the shortest path between 
vertices 𝑥  and 𝑦  in 𝐺 . The vertex 𝑢 ∈ 𝑉  is a hinge vertex if there are two vertices 𝑥, 𝑦 ∈ 𝑉 − 𝑢  such 
that 𝑑𝐺−𝑢(𝑥, 𝑦)  >  𝑑𝐺(𝑥, 𝑦). Let 𝑈 be a set consisting of all hinge vertices of 𝐺. The neighborhood of 𝑢, denoted 
by 𝑁(𝑢), is the set of all vertices adjacent to 𝑢. We define the detour degree of  𝑢 as 𝑑𝑒𝑡(𝑢) = max{ 𝑑𝐺−𝑢(𝑥, 𝑦) −

2 ∣ 𝑑𝐺−𝑢(𝑥, 𝑦) > 𝑑𝐺(𝑥, 𝑦), 𝑥, 𝑦 ∈ 𝑁(𝑢)} for 𝑢 ∈ 𝑈. The detour hinge vertex problem aims to determine the hinge 
vertex 𝑢 that maximizes 𝑑𝑒𝑡(𝑢) in 𝐺. In this study, we proposed an efficient algorithm for solving the detour hinge 
vertex problem on circular-arc graphs that runs in 𝑂(𝑛2) time, where 𝑛 is the number of vertices in the graph. 

Keywords:  Circular-arc graphs, Design and analysis of algorithms, Detour hinge vertex problem, Intersection graphs 
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I. INTRODUCTION 
Consider a simple undirected graph 𝐺 = (𝑉,  𝐸) 

with vertex set 𝑉 and edge set 𝐸. In this study, 𝑛 is the 
number of vertices in the graph. Let 𝐺 − 𝑢  be a 
subgraph induced by the vertex set 𝑉 − 𝑢. The distance 
𝑑𝐺(𝑥, 𝑦) is defined as the length (that is, the number  
of edges) of the shortest path between vertices 𝑥 and 
𝑦 in 𝐺. Chang et al. [1] defined 𝑢 ∈ 𝑉 as a hinge vertex  
if there are two vertices 𝑥, 𝑦 ∈ 𝑉 − 𝑢  such that 
𝑑𝐺−𝑢(𝑥, 𝑦)  >  𝑑𝐺(𝑥, 𝑦). 

Finding all hinge vertices of a given graph is  
called the hinge vertex problem. This problem has 
applications regarding the improvement of the stability 
and robustness of communication network systems [2]. 
If a terminal in a network corresponding to a hinge 
vertex stalls, the number of hops between a pair of 
terminals will increase, resulting in the decreasing 
efficiency of the communication across the network. 
The set of hinge vertices in a graph can be used to 
identify critical nodes, which can be useful in 
constructing communication network systems with high 
stability. 

Let 𝑈 be a set consisting of all hinge vertices of 𝐺. 
The neighborhood of 𝑢, denoted by 𝑁(𝑢), is the set of 
all vertices adjacent to 𝑢. Honma et al. [3] defined the 
detour degree of 𝑢  as 𝑑𝑒𝑡(𝑢) = max{ 𝑑𝐺−𝑢(𝑥, 𝑦) 

−2 ∣ 𝑑𝐺−𝑢(𝑥, 𝑦) > 𝑑𝐺(𝑥, 𝑦), 𝑥, 𝑦 ∈ 𝑁(𝑢)}  for 𝑢 ∈ 𝑈 . 
That is, 𝑑𝑒𝑡(𝑢) indicates the degree to which a path 
between 𝑥 and 𝑦 becomes longer upon removal of a 
hinge vertex 𝑢  from 𝐺 . The detour hinge vertex 
problem aims to determine the hinge vertex 𝑢  that 
maximizes 𝑑𝑒𝑡(𝑢)  in 𝐺 . Solving this problem can 
promote practical applications such as network 
stabilization at a limited cost [2]. 

An articulation vertex is a special case of a hinge 
vertex; its removal changes the finite distance between 
any pair of non-adjacent vertices 𝑥, 𝑦 to infinity. Every 
articulation vertex has a maximum detour degree. In 

this study, we assume that a circular-arc graph does 
not include any articulation vertices, that is, the graph 
is biconnected. 

Despite the existence of polynomial-time 
algorithms for these problems, there are many 
problems that are very computationally intensive for 
large graphs. So far, we have restricted graphs to a class 
of intersection graphs, and have researched and 
developed optimal or efficient algorithms for them.  

In this study, we proposed an efficient algorithm for 
solving the detour hinge vertex problem on circular-arc 
graphs. Circular-arc graphs are used to model problems 
in periodic resource allocation found in the field of 
operations research. They have applications in various 
fields such as genetic research, traffic control, computer 
compiler design, and statistics [4]. An 𝑂(𝑛 + 𝑚) time 
algorithm has been used to recognize a circular-arc 
graph [5]; these graphs have also been extensively 
discussed in existing literature [6]. Circular-arc graphs 
belong to the superclass of interval graphs, and have a 
wider range of practical applications. This study 
attempts to arrange an algorithm applicable to circular-
arc graphs without increasing the time complexity, 
based on the algorithm for the detour hinge vertex 
problem that has been developed for interval graphs. 
Therefore, this study is an interesting theme from the 
point of view of computational complexity theory in 
the field of graph theory, and is significant both in terms 
of practical applications and advances in 
computational theory. 

The remainder of this paper is organized as follows. 
In Section 2, we discuss previous research related to 
hinge vertex problems on intersection graphs. Section 
3 presents some definitions of circular-arc models and 
graphs and the notations used. Section 4 describes the 
lemmas useful for constructing the algorithm for solving 
the detour hinge vertex problem. Section 5 describes 
the steps and complexity of the proposed algorithm 
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used for solving this problem. Finally, Section 6 
concludes the paper. 

 
II. PREVIOUS WORKS 

Lemma 1, proposed by Chang et al. [1], characterizes 
the hinge vertices of a simple graph 𝐺. Using Lemma 1, 
the problem of finding all hinge vertices in a simple 
graph can be solved in 𝑂(𝑛3) time. 

Lemma 1([1]): For a simple graph 𝐺, vertex 𝑢 is a 
hinge vertex of 𝐺 if and only if there exist two non-
adjacent vertices 𝑥, 𝑦  such that 𝑢  is the only vertex 
adjacent to both 𝑥 and 𝑦 in 𝐺.  

Several studies on hinge vertices have been 
conducted in recent years. Ho et al. [7] presented an 
𝑂(𝑛)  time algorithm to find all hinge vertices in 
permutation graphs; some minor errors in their 
approach have been corrected [8]. Hsu et al. [9] 
presented an 𝑂(𝑛)  time algorithm for solving this 
problem on interval graphs. Honma and Masuyama [10] 
developed an 𝑂(𝑛)  time algorithm for solving it on 
circular-arc graphs. The class of trapezoid graphs 
contains both interval and permutation graphs. Bera et 
al. [11] developed an 𝑂(𝑛log 𝑛)  time algorithm for 
solving the problem on such graphs. Recently, Honma 
and Nakajima [12] presented an 𝑂(𝑛2) algorithm for 
solving it in circular trapezoid graphs, a superclass of 
trapezoid graphs. 

For the detour hinge vertex problem, Honma and 
Nakajima presented an 𝑂(𝑛2)  time algorithm for 
solving it in interval graphs [3] and permutation graphs 
[13]. Recently, they also constructed an 𝑂(𝑛2)  time 
algorithm for solving the probrem of finding the 
maximum influential hinge vertices in interval graphs 
[14].  

 
III. DEFINITIONS 

Here, we introduced the terms and notations used 
in the paper. 

A. Circular-arc Model and Graph 
First, we shall define the circular-arc model before 

defining the circular-arc graph. Consider a unit circle 𝐶 
and a family 𝐴  of 𝑛  arcs 𝐴1, 𝐴2, … , 𝐴𝑛  along the 
circumference of 𝐶 . Each arc 𝐴𝑖  has two endpoints, 
namely the left endpoint 𝑎𝑖 and right endpoint 𝑏𝑖, and 
𝐴𝑖 = [𝑎𝑖 , 𝑏𝑖]. The left endpoint 𝑎𝑖 (resp., right endpoint 
𝑏𝑖 ) is the last point of 𝐴𝑖  that is encountered when 
walking counterclockwise along 𝐴𝑖  (resp., clockwise). 
Without loss of generality, the coordinates of all the 
left and right endpoints are distinct and are assigned 
clockwise positions with consecutive integer values 
1, 2, … , 2𝑛. The arc numbers 𝑖, 𝑗 are assigned to each 
arc in the increasing order of the right endpoints 𝑏𝑖’s, 
i.e., 𝐴𝑖 < 𝐴𝑗 if 𝑏𝑖 < 𝑏𝑗 . Note that an arc 𝐴𝑖 with  𝑎𝑖 > 𝑏𝑖 
is called a feedback arc. All these geometric 
representations comprise the definition of a circular-arc 
model. Figure 1(a) illustrates a circular-arc model 𝑀, 
which consists of 12 arcs (𝐴1 and 𝐴2 are feedback arcs). 
Table 1 lists the details of 𝑀. 

This model is considered proper if any two arcs do 
not cover the entire circumference 𝐶 . In this study, 
since we only considered proper circular-arc models 
and graphs, the word “proper” shall be omitted 
henceforth. 

A graph 𝑮 = (𝑽,  𝑬) is called a circular-arc graph if 
there exists a family of arcs 𝑨 = {𝑨𝟏, 𝑨𝟐, … , 𝑨𝒏} such 
that there is a one-to-one correspondence between 
vertex 𝒊 ∈ 𝑽  and the arc 𝑨𝒊 ∈ 𝑨  such that an edge 
(𝒊, 𝒋) ∈ 𝑬  if and only if 𝑨𝒊  intersects with 𝑨𝒋  in 𝑴 . 
Figure 1(b) illustrates the circular-arc graph 𝑮 
corresponding to 𝑴 shown in Fig. 1(a). In this example, 
the hinge vertices of 𝑮 are vertices 𝒗𝟏, 𝒗𝟐, 𝒗𝟓, and 𝒗𝟏𝟏. 
The detour degree of each hinge vertex is 𝒅𝒆𝒕(𝒗𝟏) =

𝒅𝒆𝒕(𝒗𝟐) = 𝟐, 𝒅𝒆𝒕(𝒗𝟏𝟏) = 𝟏, and 𝒅𝒆𝒕(𝒗𝟓) = 𝟑. If hinge 
vertex 𝒗𝟓  is removed from 𝑮, the distance between 
vertices 𝒗𝟑  and 𝒗𝟕  lengthens from 2 to 5. Thus, the 
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detour degree of vertex 𝒗𝟓 is 𝒅𝒆𝒕(𝒗𝟓) = 𝟑; vertex 𝒗𝟓 is 
the maximum detour hinge vertex in 𝑮. 
 

 
 

Figure 1: Circular-arc Model and Graph 
 

Table 1: Details of Circular-arc Model M 

 
 

B. Extended Circular-arc Model 
Next, we shall introduce an extended circular-arc 

model (𝐸𝑀 ) constructed from 𝑀 . First,  𝑀 is cut at 
points between 1 and 2𝑛. Then, it is unrolled onto the 
real horizontal line. Each arc 𝐴𝑖 = [𝑎𝑖 , 𝑏𝑖] in 𝑀 is also 

changed to interval 𝐼𝑖 . Hereafter, for clarity, the arcs in 
𝑀 and 𝐸𝑀 are denoted as 𝐴𝑖 and 𝐼𝑖 , respectively. For 
each 𝐼𝑖 , 1 ≤ 𝑖 ≤ 𝑛, copies 𝐼𝑖+𝑛 and 𝐼𝑖−𝑛 are created by 
shifting 2𝑛  to the right and left, respectively. This 
process can be executed in 𝑂(𝑛) time [10]. Figure 2 
illustrates the 𝐸𝑀 constructed from 𝑀 shown in Fig. 1. 
For simplicity, we use “arc,” “interval,” and “vertex” 
are used interchangeably if no confusion arises. 

The neighborhood of vertex 𝑖 is the set of all the 
vertices adjacent to 𝑖 , and it is denoted by 𝑁(𝑖) . 
Moreover, a neighbourhood in which 𝑖 itself is included, 
called the closed neighbourhood and denoted by 𝑁[𝑖]. 
For an interval 𝐼𝑖 , 1 ≤ 𝑖 ≤ 𝑛, in 𝐸𝑀, we define 𝑙𝑎(𝑖) =

𝑘 , where 𝑎𝑘 = min{  𝑎𝑗 ∣ 𝑗 ∈ 𝑁[𝑖]}  and 𝑟𝑏(𝑖) = 𝑘 , 
where 𝑏𝑘 = max{  𝑏𝑗 ∣ 𝑗 ∈ 𝑁[𝑖]}. Table 2 lists the details 
of 𝐸𝑀 illustrated in Fig. 2. 

 
C. Shortest Circular Circuit 

The shortest circular circuit (𝑆𝐶𝐶) is a set of the 
smallest number of arcs covering the entire 
circumference 𝐶 in 𝑀. In Fig. 1, the sample of 𝑆𝐶𝐶 is 
⟨𝐴1, 𝐴2, 𝐴5, 𝐴7, 𝐴11, 𝐴1⟩. 

Let 𝑈 be a set that consists of all hinge vertices of 
the circular-arc graph 𝐺. Set 𝑈 is classified into 𝑈1 and 
𝑈2 according to the following conditions: 𝑈1 = {𝑢 ∣ 𝑢 ∈

𝑆𝐶𝐶, 𝑢 ∈ 𝑈}  and 𝑈2 = {𝑢 ∣ 𝑢 ∉ 𝑆𝐶𝐶, 𝑢 ∈ 𝑈} . Regarding 
the example shown in Fig. 2, 𝑆𝐶𝐶  is 
⟨𝑣1, 𝑣2, 𝑣5, 𝑣7, 𝑣11, 𝑣1⟩  and a hinge vertex set 𝑈 =

{𝑣1, 𝑣2, 𝑣5, 𝑣11}; 𝑈1 = {𝑣1, 𝑣2, 𝑣5, 𝑣11}; and 𝑈2 =  ∅. 

 

 
 

Figure 2: Extended Circular-arc Model EM 
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Table 2: Details of arrays N(i), la(i), and rb(i) 

 
 

IV. PROPERTIES OF HINGE VERTICES OF  
CIRCULAR-ARC GRAPH 

We have described some lemmas that are useful for 
constructing the algorithm for solving the detour hinge 
vertex problem on a circular-arc graph 𝐺. 

Lemma 2([10]): Let 𝑀 be a circular-arc model and 
𝐺 = (𝑉,  𝐸)  be a circular-arc graph with 𝑢, 𝑥, 𝑦 (𝑥 <

𝑦) ∈ 𝑉  corresponding to 𝑀 . Let 𝐸𝑀 be an extended 
circular-arc model constructed from 𝑀. A vertex 𝑢 is a 
hinge vertex for 𝑥 and 𝑦 of 𝐺 if and only if at least one 
of the following conditions holds in 𝐸𝑀.  
1. 𝐼𝑥 does not intersect 𝐼𝑦 , 𝐼𝑟𝑏(𝑥) does not intersect 𝐼𝑦 , 

and 𝐼𝑢 is the only interval intersecting both 𝐼𝑥 and 
𝐼𝑦 . 

2. 𝐼𝑦 does not intersect 𝐼𝑥+𝑛, 𝐼𝑟𝑏(𝑦) does not intersect 
𝐼𝑥+𝑛, and 𝐼𝑢 is the only interval intersecting both 𝐼𝑦 
and 𝐼𝑥+𝑛. 
Lemma 2 was proposed by Honma et al. [10]. Using 

this lemma, all the hinge vertices in a circular-arc graph 
can be obtained in 𝑂(𝑛) time. 

Lemma 3: Let 𝑆𝐶𝐶 be the shortest circular circuit 
of a circular-arc graph 𝐺 . Then, any vertex in 𝐺  is 
adjacent to at most three vertices in 𝑆𝐶𝐶. 
(Proof) Consider the shortest circular circuit 𝑆𝐶𝐶 =

⟨𝑣1, 𝑣2, 𝑣3, 𝑣4, … , 𝑣𝑙 , 𝑣1⟩ of length 𝑙.  
Suppose that vertex 𝑣′ , which is not included in 

𝑆𝐶𝐶 , is adjacent to four vertices 𝑣1, 𝑣2, 𝑣3 , and 𝑣4  in 
𝑆𝐶𝐶 . Here, there are cycles ⟨𝑣′ , 𝑣4, … , 𝑣𝑙 , 𝑣1, 𝑣′⟩  of 
length 𝑙 − 1 (Fig. 3). This contradicts the assumption 
that 𝑆𝐶𝐶 is the shortest circular cycle. 

 
 

Figure 3: Illustration of Lemma 3. 
 

Lemma 4: Let 𝑆𝐶𝐶 be the shortest circular circuit of 
a circular-arc graph 𝐺. If vertex 𝑢 is a hinge vertex of 𝐺, 
and it is not in 𝑆𝐶𝐶, then the detour degree of 𝑢 is 1. 
In other word, 𝑑𝑒𝑡(𝑢) = 1 for 𝑢 ∉ 𝑈2. 

(Proof) Since vertex 𝑢  is a hinge vertex of 𝐺 , 
according to Lemma 2, there exist intervals 𝐼𝑥 , 𝐼𝑦 , and 
𝐼𝑢  in 𝐸𝑀 such that 𝐼𝑥  does not intersect 𝐼𝑦 , and 𝐼𝑢  is 
the only interval intersecting both 𝐼𝑥 and 𝐼𝑦 (Fig. 4). For 
simplicity, we assume that 𝑥 = 𝑙𝑎(𝑢)  and 𝑦 = 𝑟𝑏(𝑢) . 
Based on this assumption, since 𝑢 is not in 𝑆𝐶𝐶, there 
is a need for two intervals 𝑣1 and 𝑣2 that intersect each 
other (𝑣1  covers 𝑥  and 𝑢 , 𝑣2  covers 𝑦 and 𝑢 ). In this 
case, the shortest path between 𝑣𝑥 and 𝑣𝑦 in a graph 
𝐺 − 𝑢  is ⟨𝑣𝑥 , 𝑣1, 𝑣2, 𝑣𝑦 , 𝑣𝑥⟩ . Then,  𝑑𝐺−𝑢(𝑣𝑥 , 𝑣𝑦) = 3 ; 
𝑑𝑒𝑡(𝑢) = 1.  

 

 
 

Figure 4: Illustration of Lemma 4 
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Hsu et al. [9] presented Lemma 5. By using this 
lemma, the shortest length between two vertices in a 
circular-arc graph 𝐺 can be obtained in 𝑂(𝑛) time. 

Lemma 5([9]): Let 𝑀 be a circular-arc model and 𝐺 
be a circular-arc graph corresponding to 𝑀 . Any 
shortest length query between two vertices in 𝐺 can 
be answered in 𝑂(1) time (it requires a preprocessing 
that runs in 𝑂(𝑛) time using 𝑂(𝑛) space data structure). 
 

V. ALGORITHM AND ANALYSIS 
In this section, we present the algorithm for solving 

the detour hinge vertex problem on a circular-arc graph; 
an outline of this algorithm is provided below. 

First, we obtained a hinge vertex set 𝑈 by applying 
the algorithm introduced by Honma et al. [10]. Next, 
we compute the shortest circular circuit 𝑆𝐶𝐶 of 𝐺 and 
construct 𝑈1 = {𝑢 ∣ 𝑢 ∈ 𝑆𝐶𝐶, 𝑢 ∈ 𝑈} and 𝑈2 = {𝑢 ∣ 𝑢 ∉

𝑆𝐶𝐶, 𝑢 ∈ 𝑈}. From Lemma 4，𝑑𝑒𝑡(𝑢) = 1 for 𝑢 ∉ 𝑈2. 
We obtained 𝑑𝑒𝑡(𝑢)  for 𝑢 ∈ 𝑈1  by computing 
𝑑𝐺−𝑢(𝑥, 𝑦) − 2 for all pairs 𝑥, 𝑦 ∈ 𝑁(𝑢) adjacent to 𝑢. 
Finally, we obtained 𝑢 as the maximum detour hinge 
vertex such that 𝑑𝑒𝑡(𝑢) has maximum value for 𝑢 ∈ 𝑈. 

 
We described the MDHV algorithm and the analysis 

of the complexity in each step. The inputs to the MDHV 
algorithm are the left and right endpoints of the 

circular-arc model 𝑀; the output is a vertex number 
with the maximum detour degree. 

Step 1 is the preprocessing step. 𝐸𝑀 is constructed 
from input 𝑀, and all the hinge vertices of the circular-
arc graph 𝐺 are obtained using the algorithm proposed 
by Honma et al. [10]. Next, 𝑆𝐶𝐶 of 𝐺 is computed, and 
the hinge vertex sets 𝑈1  and 𝑈2  are constructed. All 
these processes can be executed in 𝑂(𝑛) time. 

In Step 2, 𝑑𝑒𝑡(𝑢)  is obtained for 𝑢 ∈ 𝑈2 . From 

Lemma 4，𝑑𝑒𝑡(𝑢) = 1 for 𝑢 ∈ 𝑈2 . This step can be 
completed in 𝑂(𝑛) time. 

In Step 3, 𝑚𝑎𝑥{ 𝑑𝐺−𝑢(𝑥, 𝑦) ∣ 𝑥, 𝑦 ∈ 𝑁(𝑢)}  is 
computed for 𝑢 ∈ 𝑈1  to obtain the detour degree 
𝑑𝑒𝑡(𝑢) . According to Lemma 3, any vertex in 𝐺  is 
adjacent to at most three vertices in 𝑆𝐶𝐶. This implies 
that the sum of the degrees of 𝑣𝑖 ∈ 𝑆𝐶𝐶 needs to be 
less than 3𝑛 , i.e., ∑ 𝜌(𝑣𝑖)𝑖∈𝑆𝐶𝐶 ≤ 3𝑛 , where 𝜌(𝑣) 
denotes the degree of vertex 𝑣. Therefore,  𝑂(𝑛2) time 
is required to compute 𝑚𝑎𝑥{ 𝑑𝐺−𝑢(𝑥, 𝑦) ∣ 𝑥, 𝑦 ∈ 𝑁(𝑢)}. 

Step 4 can be run in 𝑂(𝑛) time. Based on these 
steps, we introduced the following theorem: 

Theorem 1: Let 𝐺  be a circular-arc graph 
corresponding to a circular-arc model 𝑀. The proposed 
algorithm solves the detour hinge vertex problem on 𝐺 
in 𝑂(𝑛2) time when the input is a set of arcs of 𝑀 
where the arcs are sorted with respect to the right 
endpoints. 

In the following, we discuss the efficiency and 
contribution of the MDHV algorithm developed in this 
study. 

The MDHV algorithm first computes all hinge 
vertices of a given circular-arc graph. for a given circular-
arc graph. This process can execute in 𝑂(𝑛3) time using 
the properties of Lemma 1 in a naive way, but can 
complete in 𝑂(𝑛) time by applying our algorithm [10]. 
Next, we compute the detour degree for each hinge 
vertex extracted, which requires 𝑂(𝑛3)  time in the 
naive method. 
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We focused on shortest circular circuits included in 
circular-arc graphs and showed their useful features in 
Lemmas 2 and 3. The MDHV algorithm efficiently 
derives the detour degree of each hinge vertex in 
𝑂(𝑛2)  time by applying Lemma 2 and 3, and the 
shortest path algorithm on the circular-arc graph [9]. 

 
VI. CONCLUSION 

In this study, we proposed an MDHV algorithm for 
solving the detour hinge vertex problem on a circular-
arc graph in 𝑂(𝑛2)  time. The algorithm uses the 
algorithm proposed by Honma et al. to find the hinge 
vertices and that proposed by Hsu et al. to determine 
the shortest path across a circular-arc graph. We have 
also developed an algorithm [3] that solves the same 
problem in 𝑂(𝑛2) time for interval graphs, which are 
subclasses of circular-arc graphs. We showed that it can 
be realized for circular-arc graphs of a class larger than 
interval graphs without increasing the time complexity. 
For this reason, we think this study is also worthy. In 
future studies, we shall consider reducing the 
complexity of the algorithm and extending the results 
to other graphs. 
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ประชากรอายุ 60 ปขึ้นไปในอัตราสวนรอยละ 28 ของประชากรทั้งหมดในประเทศไทยภายในป พ.ศ. 2573 โดยปกติรางกายของ 

ทุกคนจะเส่ือมลงตามอายุที่มากขึ้นและหน่ึงในอาการปวยที่มีอัตราการเกิดมากขึ้น คือ อาการสมองเส่ือม โดยเฉพาะโรคอัลไซเมอร  

ยิ่งอายุมากขึ้นก็จะพบผูปวยดวยโรคน้ีเพิ่มมากขึ้นในอัตราสวนเกือบสองเทาในทุก 5 ป โดยโรคน้ีไมสามารถปองกันและไมสามารถ

รักษาใหหายขาดได แตถาสามารถตรวจเจอโรคอัลไซเมอรไดกอนก็จะยิ่งมีโอกาสรักษาใหอาการดีขึ้นหรือเส่ือมชาลง งานวิจัยน้ีเปน 

การนําโครงขายประสาทเทียมแบบลึกมาพัฒนาเพื่อทําการจําแนกโรคอัลไซเมอรโดยใชขอมูลรูปภาพจากเครื่องตรวจดวยคล่ืน

แมเหล็กไฟฟา หรือเอ็มอารไอ และวิธีในการเตรียมขอมูลอยางงาย ขอมูลที่ใชในงานวิจัยน้ีประกอบดวยรูปเอ็มอารไอของสมองปกติ

จํานวน 2,560 รูป และรูปเอ็มอารไอของสมองที่เปนโรคอัลไซเมอรจํานวน 2,561 รูป รวมรูปเอ็มอารไอที่ใชในงานวิจัยน้ีทั้งหมดจํานวน 

5,121 รูป ผลการวิจัยพบวามีคาความถูกตองเทากับรอยละ 97.56 ความแมนยําเทากับรอยละ 98.22 คาความระลึกเทากับรอยละ 

96.89 และคาเฉล่ียเทากับรอยละ 97.54 

 

คําสําคัญ :  โรคอัลไซเมอร  โครงขายประสาทเทียมแบบลึก  ผูสูงอายุ  เครื่องตรวจดวยคล่ืนแมเหล็กไฟฟา 
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Abstract 

Thailand has entered an aging society as a result of its population's longevity; in 2020, there were 11.627 million 

persons in Thailand who were 60 or older, or 17.57 percent of the country's overall population. By 2030, Thailand 

will have a population that is 60 years of age or older, making up approximately 28% of the total population. 

Everyone's body naturally deteriorates with age, and dementia, particularly Alzheimer's disease, is one of the more 

common conditions. The number of individuals who have this disease increases with age, increasing by around 

double every five years. Both treatment and prevention are not possible for this illness. Early detection of 

Alzheimer's disease increases the likelihood that symptoms can be treated to improve or delay further decline. In 

this study, simple data preparation techniques and magnetic resonance imaging (MRI) data were used to categorize 

Alzheimer's disease using deep neural network (DNN). The 5,121 total images used in this study were composed 

of 2,560 MRI images for the normal case and 2,561 MRI images for the Alzheimer case. According to the data 

analysis, this model has an accuracy of 97.56%, a precision of 98.22%, a recall of 96.89%, and an F1Score of 97.54%. 

 

Keywords:  Alzheimer's disease, Deep neural network, Elderly, MRI 
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1) บทนํา 

โรคอัลไซเมอรเปนหน่ึงในอาการสมองเส่ือม (dementia) 

ชนิดหน่ึงที่พบไดบอยในผูสูงอายุโรคน้ีเกิดจากการตายของเซลล

สมองจนเกิดภาวะสมองเส่ือม ผูปวยจะไมสามารถตัดสินใจแยก

ถูกผิดได ไมสามารถควบคุมอารมณ ความทรงจําสูญหาย สุดทาย

จะไมสามารถใชชีวิตประจําวันไดตามปกติ [1]–[5] แมกระทั่ง 

การกินอาหาร การเขาหองนํ้า โรคน้ียังไมสามารถรักษาใหหายขาด 

และไดมีการประมาณการจากองคการอนามัยโลก (WHO) วา

ภายในป ค.ศ. 2030 จะมีผูสูงอายุในโลกที่เปนผูปวยโรคอัลไซเมอร

จะมีมากถึง 75 ลานคน [6], [7] 

จากขอมูลของหนวยงานราชการไทยที่ ช่ือวากรมกิจการ

ผูสูงอายุ (Department of Older Persons: DOP) ไดจัดทําขอมูล

ประชากรในประเทศไทยเม่ือป ค.ศ. 2020 พบวามีจํานวนผูสูงอายุ

ทั้งหมด 11.627 ลานคน คิดเปนอัตราสวนรอยละ 17.57 ของ

ประชากรทั้งหมดในประเทศไทย [1] จึงทําใหคาดการณไดวาอาจ 

จะมีผูสูงอายุที่มีภาวะสมองเส่ือมในประเทศไทยสูงถึง 1 ลานคน 

จะเห็นวาจํานวนผูปวยจะเพิ่มสูงมากขึ้นตามจํานวนประชากร

ผูสูงอายุและประเทศไทยจะเขาสูสังคมผูสูงอายุอยางสมบูรณ 

(complete aged society) ภายในป ค.ศ. 2022 และประเทศ

ไทยจะเขาสูการเปนสังคมผูสูงวัยระดับสุดยอด (super-aged 

society) ภายในป ค.ศ. 2032 คือมีประชากรอายุ 60 ปขึ้นไปใน

อัตราสวนรอยละ 28 แสดงวาประชากรทุก 100 คน เราจะพบ

จํานวนผูสูงอายุ 28 คน ของจํานวนประชากรทั้งหมด [3], [8] 

จากเหตุผลดังกลาวขางตนทําใหเกิดแนวคิดที่จะพัฒนาโมเดล

สําหรับการคัดแยกผูปวยโรคอัลไซเมอรจากรูปที่ไดจากเครื่อง 

ตรวจดวยคล่ืนแมเหล็กไฟฟา หรือ เอ็มอารไอ (Magnetic 

Resonance Imaging: MRI) โดยใชเทคนิคการเรียนรู เ ชิงลึก 

(deep learning) เพื่อเปนเครื่องมือในการตรวจคัดกรองเบื้องตน

กอนสงไปใหแพทยทําการวินิจฉัยตอไป 

กอนหนาน้ีไดมีงานวิจัยที่เก่ียวกับการนําเทคโนโลยีปญญา 

ประดิษฐ (Artificial Intelligence: AI) มาประยุกตใชในการตรวจ

โรคอัลไซเมอรแตละงานตางใชขอมูลแตกตางกัน [9]–[15] แตใน

งานวิจัยน้ีไดใชฐานขอมูลรูปภาพของเครื่องเอ็มอารไอจากเว็บไซด 

www.kaggle. com/ datasets/ tourist5 5 / alzheimers- data 

set-4-class-of-images นอกจากน้ีมีงานวิจัยกอนหนาที่ใชขอมูล

เดียวกันน้ีในการสรางโมเดลที่ใชทํานายโรคอัลไซเมอร [16] แต

พบวามีคาความถูกตองเพียง 70.30% เทาน้ัน 

 

2) การดาํเนินงานวิจัยและทฤษฎีที่เก่ียวของ 

ในงานวิจัยน้ีไดทําการทดลองตามผังงาน (flow chart) ดังรูป

ที่ 1 โดยจะนําขอมูลตั้งตน (dataset) มาทําการเตรียมขอมูล

เบื้องตน (pre-process) หลังจากน้ันจะนําขอมูลทั้งหมดมาแบง

ออกเปนสองชุด โดยทําการแบงโดยใชอัตราสวน 80 ตอ 20 คือ 

ขอมูลชุดสอน (training set) มีอัตราสวนเทากับ 80% และ

ขอมูลชุดทดสอบ (test set) มีอัตราสวนเทากับ 20% หลังจาก

น้ันจะนําขอมูลชุดสอนไปสรางโมเดล (model creation) และ

นําโมเดลที่ไดไปประเมินประสิทธิภาพ (model evaluation) 

และทดสอบโมเดลที่ไดกับขอมูลชุดทดสอบวามีประสิทธิภาพ

เปนไปตามที่ไดออกแบบหรือยัง ถายังไมไดใหกลับไปปรับแตง

โมเดลในสวนของการสรางโมเดลใหม หรือกลับไปเริ่มทําในสวน

ของขอมูลตั้งตน แตถาประสิทธิภาพของโมเดลเปนไปตามที่

ออกแบบใหนําโมเดลไปใชงานได (model deployment) และ

รายละเอียดการทํางานของแตละสวนจะมีดังน้ี 

2.1) ขอมูลจากเครื่องตรวจดวยคล่ืนแมเหล็กไฟฟา  

เครื่องตรวจดวยคล่ืนแมเหล็กไฟฟา หรือเอ็มอารไอ คือเทคนิค

การสรางภาพดวยคล่ืนแมเหล็ก ใชเปนเครื่องมือในการตรวจหา

ความผิดปกติของรางกาย การตรวจรางกายโดยใชคล่ืนสนาม 

แมเหล็กความเขมสูง ในการสรางภาพเสมือนจริงของอวัยวะ

ภายในตาง ๆ ของรางกาย โดยเฉพาะ สมอง หัวใจ เสนประสาท

ในรางกาย และสวนที่เปนโรคมะเร็งได เครื่องตรวจดวยคล่ืน

แมเหล็กไฟฟา สามารถใหภาพที่แยกความแตกตางระหวาง

เน้ือเยื่อตาง ๆ (soft tissues) ทําใหมีความถูกตองแมนยําในการ

วินิจฉัยโรคมากยิ่งขึ้น อีกทั้งสามารถทําการตรวจไดแบบ 3 มิติ 

ภาพที่ไดจึงชัดเจน ทําใหแพทยสามารถตรวจวินิจฉัยความผิดปกติ

ในรางกายไดอยางแมนยําละเอียดกวาเอกซเรยคอมพิวเตอร 

(Computed Tomography: CT) 

 

Preprocess

Training SetDataset

Test Set

Model 

Creation

Model 

Evaluation

Model 

Deployment
Performance 

Check

Yes No

 
 

รูปที่ 1 : ขั้นตอนการทดลอง 
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รูปที่ 2 แสดงภาพถายของสมองจากเครื่องเอ็มอารไอที่ใชใน

การทดลองน้ี ประกอบไปดวยภาพถายของสมองกรณีไมมีอาการ

ปวยของโรคอัลไซเมอร (non demented) ดังแสดงในรูปที่ 2(ก) 

และภาพถายของสมองกรณีมีอาการปวยของโรคอัลไซเมอร 

(demented) ดังรูปที่ 2(ข) 

 

  
(ก) non demented (ข) demented 

 

รูปที่ 2 : ภาพถายสมองที่ไดจากเคร่ืองเอ็มอารไอ 

 

2.2) การเตรียมขอมูล 

ในขั้นตอนน้ีจะทําการประมวลผลขอมูลเบื้องตนกอนเขาสู

การสรางโมเดลโดยจะทําการแปลงขอมูลจากขอมูลที่เปนรูปภาพ

ไปเปนไฟลตาราง (.CSV) แสดงดังรูปที่ 3 โดยไดทําการแปลขอมูล

ทั้งหมดใน dataset จํานวน 5121 รูป แตละรูปมีขนาด 176 × 

208 pixel ทําการแปลงโดยนําจุด pixel แตละจุดมาเรียงตอกัน 

1 จุดตอ 1 ชอง ตามแนวนอนจะไดทั้งหมด 36,608 ชอง และ 

จะนําผลที่ไดไปเปนผลเฉลยของแตละรูปมาบวกตอทายอีก 

หน่ึงชอง จะไดเปนตารางแนวนอนจํานวน 36,609 ชอง จากน้ัน

กลับไปนํารูปที่ 2 มาเรียงตอกันแบบเดิมในแถวใหมจนครบ 

5,121 รูป จะไดตารางขนาด 5,121 แถว × 36,609 หลัก โดยนํา

คาที่ไดมาบวกจะเปนขอมูลผลการตรวจโรคอัลไซเมอร ถาผลลัพธ

เทากับ 1 น่ันคือเปนโรคอัลไซเมอร และในทางกลับกันถาผลลัพธ

เทากับ 0 แสดงวา ไมเปนโรคอัลไซเมอร 

โดยขอมูลในแนวนอนตั้งแต pixel 0 จนถึง pixel 36607 จะ

ใหเปนตัวแปร ×0 ถึง ×36607 และผลลัพธจะกําหนดใหเปน 

ตัวแปร Y จากน้ันทําการตรวจสอบการขาดหายไปของขอมูล 

(missing value) และเช็คขอมูลที่ มีคาผิดแปลกไปจากปกติ 

(check outlier) ในการทดลองน้ีไดใชขอมูลรูปภาพทั้งหมดจาก

เครื่องเอ็มอารไอจํานวน 5,121 รูป ดังตารางที่ 1 และไดทําการ

แบงกลุมขอมูลออกเปนสองกลุม คือ 

กลุมแรก คือ กลุมขอมูลรูปเอ็มอารไอของสมองปกติจํานวน 

2,560 รูป และไดแบงขอมูลในกลุมน้ีเพื่อนําไปประมวลผมเปน

ขอมูลชุดสอนจํานวน 2,052 รูป และขอมูลชุดทดสอบจํานวน 

508 รูป 

กลุมที่สอง คือ กลุมขอมูลรูปเอ็มอารไอของสมองที่เปนโรค 

อัลไซเมอร ซ่ึงจะเปนการรวมรูปสมองจากเครื่องเอ็มอารไอที่เปน

โรคอัลไซเมอรทั้งหมดรวมเปนจํานวน 2561 รูป และไดแบงขอมูล

ในกลุมน้ีเพื่อนําไปประมวลผลเปนขอมูลชุดสอนจํานวน 2,044 

รูป และขอมูลชุดทดสอบจํานวน 517 รูป 

 

ตารางที่ 1 : จํานวนขอมูลที่ใชทั้งหมด 

Dataset เปนโรคอัลไซเมอร ไมเปนโรคอัลไซเมอร Total 

Training set 2044 2052 4096 

Test set 517 508 1025 

Total 2561 2560 5121 

 

2.3) การสรางโมเดล 

ในสวนน้ีจะเปนการนําขอมูลชุดสอนทั้งหมดที่ไดจากกระบวน- 

การกอนหนามาสรางโมเดล และทําการฝกสอน (training) โดยใช

โครงขายประสาทเทียมแบบลึก (Deep Neural Network: DNN) 

ใชสําหรับการจําแนกประเภทของขอมูล (binary classification) 

ดังแสดงในรูปที่ 5 โดยโมเดลน้ีมีพื้นฐานมาจากการนําโครงขาย

ประสาทเทียม (Artificial Neural Network: ANN) ดังรูปที่ 4 ซ่ึง

ประกอบไปดวยช้ันตาง ๆ ดังน้ี ช้ันอินพุต (input layer) ช้ันซอน 

(hidden layer) และช้ันเอาตพุต (output layer) โดยแตละช้ัน

จะประกอบไปดวยโหนด (node) ตาง ๆ ในที่น้ีแสดงเปนวงกลม 

โดยโหนดในช้ันอินพุตจะรับขอมูลเขามา และจะสงขอมูลตอไป

ยังโหนดในช้ันซอน โดยโหนดในช้ันอินพุตจะเช่ือมตอกับโหนดใน

ช้ันซอนดวยเสนตรงที่เรียกวา W11 จนถึง W1n และโหนดในช้ัน

ซอนจะเช่ือมตอไปยังโหนดในช้ันเอาตพุตดวยเสนตรงเรียกวา 

W21 จนถึง W2n โดยแตละโหนดจะเช่ือมตอกันแบบสมบูรณ 

(fully connected) และในสวนของโครงขายประสาทเทียมแบบ

ลึกดังรูปที่ 5 จะประกอบไปดวยช้ันตาง ๆ เหมือนกับโครงขาย

ประสาทเทียม ตางกันตรงที่โครงขายประสาทเทียมแบบลึก จะมี

การเพิ่มช้ันซอนใหมีมากกวาหน่ึงช้ัน เพื่อลดเวลาในการคํานวณ

ของคอมพิวเตอรใหนอยลง โดยยังมีความสามารถในการ

พยากรณที่ซับซอนไดแบบเดิม 
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รูปที่ 3 : การแปลงขอมูลจากรูปภาพไปเปนไฟลตาราง 

 

Input Layer Hidden Layer Output Layer

Input 1

Input 2

Input n

Output

Node

W11

W21

W1n

W2n

 
 

รูปที่ 4 : โครงขายประสาทเทยีม (ANN) 

 

Input Layer Hidden Layer 1 Hidden Layer 2 Hidden Layer n Output Layer

Input 1

Input 2

Input n

Output

Node

W11

W1n

W21 W31

W41

W2n W3n

W4n

 
 

รูปที่ 5 : โครงขายประสาทเทยีมแบบลึก (DNN) 

 

2.4) การประเมินประสิทธิภาพของโมเดล 

ขั้นตอนน้ีจะเปนการประเมินประสิทธิภาพของโมเดลที่ใช

จําแนกประเภทของขอมูลวามีความถูกตองแมนยําเพียงใด โดย

นําขอมูลชุดทดสอบ มาทดสอบกับโมเดลที่ไดสรางไว โดยวิธีที่ใช

ในการประเมินประสิทธิภาพของโมเดลดังน้ี 

2.4.1) แผนภูมิความรอนเมทริกซสหสัมพันธ 

แผนภูมิความรอนเมทริกซสหสัมพันธ (confusion matrix) 

คือ ตารางที่ใชวัดความสามารถในการพยากรณของโมเดลเทียบ

กับส่ิงที่เกิดขึ้นจริงแสดงดังรูปที่ 6 โดยมีตัวแปรตาง ๆ ดังน้ี  

• True Positive (TP) คือ โมเดลทํานายวาเปนโรคอัลไซ-

เมอรจริง และในความเปนจริงก็เปนโรคอัลไซเมอร 

• True Negative (TN) คือ โมเดลทํานายวาไมเปนโรคอัล-

ไซเมอร และในความเปนจริงก็ไมเปนโรคอัลไซเมอร 

• False Positive (FP) คือ โมเดลทํานายวาเปนโรคอัลไซ-

เมอร แตในความเปนจริงกลับไมไดเปนโรคอัลไซเมอร  

• False Negative (FN) คือ โมเดลทํานายวาไมเปนโรคอัล-

ไซเมอร แตในความเปนจริงกลับเปนโรคอัลไซเมอร 
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รูปที่ 6 : แผนภูมิความรอนเมทริกซสหสัมพันธ 
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2.4.2) คาความถูกตอง 

คาความถูกตอง (accuracy) คือ อัตราสวนของโมเดลที่

พยากรณไดอยางถูกตองเทียบกับขอมูลทั้งหมด ดังความสัมพันธ

ตอไปน้ี  

TP+TNAccuracy 100%
TP+TN+FP+FN
 = ×  

     (1) 

โดยที่ TP คือ โมเดลทํานายวาเปนโรคอัลไซเมอรไดถูกตอง 

 TN คือ โมเดลทํานายวาไมเปนโรคอัลไซเมอรไดถูกตอง 

 FP คือ ไมเปนโรคอัลไซเมอรแตโมเดลทํานายวาเปนโรค 

 อัลไซเมอร  

 FN คือ เปนโรคอัลไซเมอรแตโมเดลทํานายวาไมเปนโรค 

   อัลไซเมอร 

2.4.3) ความแมนยํา 

ความแมนยํา (precision) คืออัตราสวนที่โมเดลพยากรณวา

เปนโรคอัลไซเมอรไดอยางถูกตอง เทียบกับขอมูลที่ โมเดล

พยากรณวาเปนโรคอัลไซเมอรทั้งหมด ดังความสัมพันธตอไปน้ี 

TPPrecision 100%
TP+FP
 = ×  

               (2) 

โดยที่ TP คือ โมเดลพยากรณวาเปนโรคอัลไซเมอรไดอยาง

   ถูกตอง 

 FP คือ ไมเปนโรคอัลไซเมอรแตโมเดลทํานายวาเปนโรค 

   อัลไซเมอร 

2.4.4) คาความระลึก 

คาความระลึก (recall) คืออัตราสวนของขอมูลที่โมเดล

พยากรณวาเปนโรคอัลไซเมอรไดอยางถูกตอง เทียบกับขอมูล

ทั้งหมดที่เปนโรคอัลไซเมอร แสดงดังสมการตอไปน้ี  

TPRecall 100%
TP+FN
 = ×  

                 (3) 

เม่ือ TP คือ โมเดลพยากรณวาเปนโรคอัลไซเมอรไดอยาง

   ถูกตอง  

 FN คือ โมเดลพยากรณผิดวาไมเปนโรคอัลไซเมอร 

2.4.5) คาเฉล่ีย 

คาเฉล่ีย (F1Score) คือ การหาคาเฉล่ียของโมเดลที่ใชพยากรณ

โดยใหความสําคัญมากกับขอมูลที่มีคานอย และใหความสําคญันอย

กับขอมูลที่มีคามาก (harmonic mean) แสดงดังความสัมพันธ

ตอไปน้ี 

Precision RecallF1Score 2 100%
Precision+Recall

× = × ×  
     (4) 

 

 

2.5) การนําโมเดลไปใชงาน 

หลังจากไดทําการประเมินประสิทธิภาพของโมเดลแลวถาได

ประสิทธิภาพตามที่ตองการจะสามารถนําโมเดลที่ไดสรางไปใช

งานตอได แตถาทําการประเมินประสิทธิภาพของโมเดลแลว แต

ยังไมไดประสิทธิภาพตามที่ตองการใหกลับไปเตรียมขอมูลใหม 

หรือกลับไปสรางโมเดลใหมจนไดประสิทธิภาพตามตองการ 

 

 
 

รูปที่ 7 : กราฟแสดงความสัมพันธระหวางฟงกชันการสูญเสียเทียบกับ

จํานวนรอบที่ใชสอน 

 

 
 

รูปที่ 8 : แผนภูมิความรอนเมทริกซสหสัมพันธขอมูลชุดสอน 

 

 
 

รูปที่ 9 : แผนภูมิความรอนเมทริกซสหสัมพันธขอมูลชุดทดสอบ 
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3) ผลการทดลอง 

การทดลองในงานวิจัย น้ีได ใชภาษาไพทอนทํางานบน 

Google Colab โดยใชไลบรารี Scikit-learn ในการสรางโมเดล

เน่ืองจากสามารถใชไดฟรีและไมมีคาใชจาย โดยกําหนดใหช้ัน

อินพุตมีจํานวนโหนดเทากับตัวแปรที่ปอนเขา และช้ันเอาตพุตมี

จํานวนโหนดเทากับตัวแปรผลลัพธ มีช้ันซอนทั้งหมดสามช้ัน

เพราะเหมาะกับปญหาที่มีความซับซอน [17] ตามหลักการทั่วไป 

(rule of thumb) จํานวนโหนดที่ช้ันซอนไมควรเกินสองเทา ของ

จํานวนโหนดที่ช้ันอินพุต [18] ในงานวิจัยน้ีกําหนดใหมีช้ันซอน

ช้ันที่หน่ึง 50 โหนด ช้ันซอนช้ันที่สองมี 15 โหนด และช้ันซอนช้ัน

ที่สามมี 15 โหนด ใชรีลู (ReLu) เปนฟงกชันถายโอน (activation 

function) ตั้งคาอัตราการเรียนรู (learning rate) เปน 0.00015 

กับกําหนดจํานวนรอบสําหรับการฝกสอน (Epoch) จํานวน 100 

รอบ โดยสองคาน้ีไดมาจากการใช วิธีลองผิดลองถูกจากการ

ทดลอง (trial and error) ประกอบกับการดูจากฟงกชันการ

สูญเสีย (loss function) และกําหนดขนาดของขอมูลที่ใชในการ

ปรับคา นํ้าหนัก (batch size) ให มีขนาดขอมูลเทากับ 64 

เน่ืองจากมีขอมูลจํานวนมากซ่ึงคาปกติสําหรับขอมูลที่มีจํานวน

ไมมาก (ประมาณ 1000) จะใชคาการปรับนํ้าหนักอยูที่ 32 [18], 

[19] 

ในงานวิจัยน้ีไดทําการแบงโปรแกรมออกเปน 2 โปรแกรมคือ 

โปรแกรมที่ 1 ใชสําหรับทําการอานขอมูลรูปภาพเขามาทีละรูป

เพื่อทําการแปลงจากรูปภาพไปเปนตารางจนครบทั้งหมดแลว

เก็บขอมูลที่แปลงไดเปนไฟลตาราง (.CSV) สวนโปรแกรมที่ 2 ใช

สําหรับทําการอานไฟลที่ไดจากโปรแกรมที่ 1 แลวเขาสูขั้นตอน

ในการสรางโมเดลและทดสอบการทํางาน การแบงโปรแกรม 

แบบน้ีมีขอดีคือ ทําใหเกิดความสะดวกและรวดเร็วในการปรับ

คาตัวแปรเสริมที่เปนตัวกําหนดคาการทํางานตาง ๆ  (hyper-

parameter) เพราะทุกครั้งที่มีการปรับคาตัวแปรเสริมก็ไมตอง

ไปเริ่มแปลงขอมูลใหม สามารถเรียกใชขอมูลที่แปลงมาแลวจาก

โปรแกรมที่ 1 ไดเลยทําใหลดเวลาในการประมวลผลได  

รูปที่ 7 แสดงกราฟความสัมพันธระหวางฟงกชันการสูญเสีย 

(loss function) เทียบกับจํานวนรอบที่ใชในการฝกสอนจากรูป

จะเห็นวาการสูญเสียจะลดลงเรื่อย ๆ จนความชันแทบจะไม

เปล่ียนแปลงหรือเปล่ียนแปลงนอยมาก ซ่ึงหมายความวาจํานวน

รอบในการสอนที่กําหนดไวมีความเหมาะสมแลวไมมีความจําเปน

ที่จะเพิ่มจํานวนรอบที่ใชในการฝกสอนเพื่อเพิ่มประสิทธิภาพ และ

การสูญเสียเขาใกลศูนย 

รูปที่ 8 แสดงแผนภูมิความรอนเมทริกซสหสัมพันธขอมูล

ชุดสอนแสดงใหเห็นวาโมเดลที่ไดสรางขึ้นมาสามารถที่จะจําแนก

ประเภทของขอมูลรูปภาพที่เปนโรคอัลไซเมอร และไมเปนโรค 

อัลไซเมอรไดอยางถูกตองทั้งหมด 

รูปที่ 9 แสดงแผนภูมิความรอนเมทริกซสหสัมพันธขอมูลชุด

ทดสอบ ซ่ึงแสดงใหเห็นวาโมเดลที่ไดสรางขึ้นมาสามารถจําแนก

ประเภทของขอมูลรูปภาพที่ไมเปนโรคอัลไซเมอรไดถูกตอง

จํานวน 499 รูป จากรูปภาพทั้งหมดจํานวน 508 รูป และ

สามารถที่จะจําแนกประเภทของขอมูลรูปภาพที่เปนโรคอัลไซ

เมอรไดถูกตองจํานวน 501 รูป จากทั้งหมด 517 รูป เม่ือนํา

ขอมูลแผนภูมิความรอนเมทริกซสหสัมพันธขอมูลชุดทดสอบ

คาํนวนตามสมการ (1) ถึง (4) พบวาจะไดคาความถูกตองเทากับ 

97.56% ความแมนยําเทากับ 98.22% คาความระลึกเทากับ 

96.89% และมีคาคาเฉล่ียเทากับ 97.54% 

 

4) สรุปผล 

ในงานวิจัยน้ีไดทําการนําโครงขายประสาทเทียมแบบลึกมา

ประยุกตในการจําแนกประเภทของขอมูลวาเปนโรคอัลไซเมอร 

หรือไมเปนโรคอัลไซเมอร โดยไดใชเทคนิคการแบงโปรแกรม

ออกเปน 2 โปรแกรม โดยโปรแกรมที่ 1 ทําการแปลงขอมูลจาก

รูปภาพไปเปนตารางที่ละจุดจนครบทั้งหมดและเก็บเปนไฟล 

โปรแกรมที่ 2 จะอานไฟลที่ไดจากโปรแกรมที่ 1 กอนสงขอมูล

เขาสูโครงขายประสาทเทียมแบบลึกและประเมินประสิทธิภาพ

ของโมเดล การทําแบบน้ีจะทําใหทุกครั้งที่ทําการปรับคาตัวแปร

เสริมและเริ่มฝกสอนใหมจะใชเวลาไมนาน ในงานน้ีใชเวลาใน

การฝกสอน 3 นาที 51 วินาที ผลที่ไดเปนที่นาพอใจตรงตามที่ได

ออกแบบโดยมีคาความถูกตองอยูที่ 97.56% จากแผนภูมิความ

รอนเมทริกซสหสัมพันธของขอมูลชุดสอน และขอมูลชุดทดสอบ 

แสดงดังรูปที่ 8 และรูปที่ 9 ตามลําดับจะเห็นวาโมเดลที่ไดจาก

การทดลองน้ีทํางานไดดีสามารถทํานายไดถูกตองแมนยํากับ

ขอมูลชุดสอน แตกับขอมูลชุดทดสอบยังมีขอผิดพลาดที่จะตอง

แกไขในอนาคต 

แนวทางในการพัฒนาโมเดลที่ใชในการตรวจโรคอัลไซเมอร

สามารถนําโครงขายประสาทเทียมแบบคอนโวลูชัน (Convolutional 

Neural Network: CNN) เขามาประยุกตในการพัฒนาโมเดล 

และในชุดขอมูลถามีประวัติของผูปวยเชน อายุ เพศ จํานวน

ผูปวย เปนตน จะเปนประโยชนอยางมาก เพราะขอมูลเหลาน้ีมี

ผลตอการนําไปใชประกอบการตัดสินใจของแพทยผูเช่ียวชาญ ใน
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อนาคตเม่ือการพัฒนาโมเดลไดประสิทธิภาพตามตองการแลว

สามารถนําโมเดลที่ไดไปใชเพื่อใหคอมพิวเตอรทํางานรวมกับ

แพทยผูเช่ียวชาญ เพื่อเปนแนวทางในการตรวจวินิจฉัยให มี

ประสิทธิภาพมากยิ่งขึ้น 
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บทคัดย่อ 
การวิจัยครั้งนี้มีวัตถุประสงค์เพื่อสร้างขั้นตอนวิธีการสุ่มตัวอย่างลดแบบใหม่ โดยใช้แนวคิดของขั้นตอนวิธีการหาค่าเหมาะสมที่สุด

แบบวาฬและไบนารีวาฬร่วมกับเทคนิคเคเพื่อนบ้านใกล้ที่สุดเพื่อใช้ในการแก้ปัญหาข้อมูลไม่สมดุล ซึ่งขั้นตอนวิธีท่ีน าเสนอนี้จะก าหนด
ค่าพารามิเตอร์เคเท่ากับหนึ่ง ทั้งนี้ได้เลือกชุดข้อมูลทดสอบจ านวน 12 ชุดจาก KEEL และ imbalanced-learn ซึ่งชุดข้อมูลจะมี
อัตราส่วนความไม่สมดุลอยู่ในช่วง 1.82 ถึง 42.01 เพื่อใช้ในการประเมินขั้นตอนวิธีใหม่เปรียบเทียบกับการแก้ปัญหาข้อมูลไม่สมดุล
ด้วยวิธีการลดจ านวนตัวอย่างข้อมูล 3 ขั้นตอนวิธี ได้แก่ การลดจ านวนตัวอย่างข้อมูลแบบสุ่ม คลัสเตอร์เซนทรอยด์ และเนียร์มิส 
งานวิจัยนี้เริ่มจากการน าชุดข้อมูลมาแบ่งเป็นสองชุด คือ ชุดข้อมูลฝึกสอนและชุดข้อมูลทดสอบ ส าหรับชุดข้อมูลฝึกสอนคลาสข้อมูล
กลุ่มน้อยจะใช้ข้อมูลชุดเดิม ในขณะที่คลาสข้อมูลกลุ่มมากจะถูกวิเคราะห์เพื่อดึงชุดข้อมูลย่อยที่เป็นตัวแทนที่ดีที่สุดด้วยขั้นตอนวิธี 
ที่น าเสนอ และประเมินประสิทธิภาพด้วยเทคนิคซัพพอร์ตเวกเตอร์แมชชีน จากผลการวิจัยพบว่าขั้นตอนวิธีที่ได้น าเสนอมีประสิทธิภาพ
การท างานโดยรวมสูงที่สุด เมื่อเทียบกับขั้นตอนวิธีการสุ่มตัวอย่างลดทั้งสามที่น ามาเปรียบเทียบ ซึ่งมีผลการวัดประสิทธิภาพโดยเฉลี่ย
ดังนี ้ Accuracy = 0.8596, F1 score = 0.6255, G-mean = 0.8941, AUROC = 0.9363, AUPRC = 0.6978, Sensitivity = 
0.9444, Precision = 0.5271, MCC = 0.6204, และ Kappa = 0.5695 
 

ค ำส ำคัญ :  ขั้นตอนวิธีการหาค่าเหมาะสมที่สุดแบบไบนารีวาฬ  ปัญหาข้อมูลไม่สมดุล  เคเพื่อนบ้านใกล้ที่สุด  ซัพพอร์ตเวกเตอร์แมชชีน  
ขั้นตอนวิธีการสุ่มตัวอย่างลด 
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Abstract 
This research is aimed at developing a novel undersampling algorithm by combining the ideas of the whale 

and binary whale optimization algorithms with K­ nearest neighbor classification, in order to solve imbalanced data 
problems. Twelve datasets of varying imbalance ratios ranging from 1.82 to 42.01 were selected from the 
Knowledge Extraction based on Evolutionary Learning (KEEL) repository and also the imbalanced­learn repository, 
to be used in the evaluation of the novel algorithm. This research work started by splitting each dataset into two 
parts, the training set and the testing set. Whereas the minority class of each training set remained untouched, its 
majority class was processed by the proposed algorithm with the parameter in K-nearest neighbor classification 
fixed to K = 1, to obtain an optimal representative subset of the majority class. Then a support vector machine 
classifier was trained with the new and reduced training set for performance assessment. It was found that the 
proposed algorithm had best overall performance when compared with another three undersampling methods, 
namely random undersampling, cluster centroid, and near-miss algorithms, showing average efficiency measurement 
results as follows: Accuracy = 0.8596, F1 score = 0.6255, G-mean = 0.8941, AUROC = 0.9363, AUPRC = 0.6978, 
Sensitivity = 0.9444, Precision = 0.5271, MCC = 0.6204, and Kappa = 0.5695. 
 

Keywords: Binary whale optimization algorithm, Imbalanced data problem, K­nearest neighbor, Support vector 
machine, Undersampling algorithm 

 
 
 
 
 
 
  

17

Journal of Engineering and Digital Technology (JEDT)
Vol.11  No.1  January  - June 2023



1) บทน า 
ข้อมูลไม่สมดุลบนปัญหาการจ าแนกข้อมูล (classification) 

นั้น หมายถึงความไม่เท่ากันของจ านวนกลุ่มตัวอย่างในแต่ละคลาส 
(class) ซึ ่งสถานการณ์เช่นนี้มักพบบ่อยในหลายสายงาน เช่น 
การวินิจฉัยเพื่อจ าแนกประเภทผู้ป่วยโรคมะเร็ง เมื่อจ านวนของผู้
ที่ป่วยมีจ านวนน้อยกว่าผู้ที่ไม่ป่วยมาก [1] การตรวจจับธุรกรรม
ทางการเงินที่ผิดปกติ เมื่อจ านวนผู้ทุจริตมีจ านวนน้อยกวา่ผู้ที่ไม่
ทุจริต [2] การจ าแนกประเภทผู้ป่วยโรคเบาหวาน เมื่อจ านวน
ข้อมูลที่มีพบกว่าผู้ที่ป่วยมีจ านวนน้อยกว่าผู้ที่ไม่ป่วยอย่างเห็น 
ได้ชัด [3] และ อีกในหลาย ๆ สายงานที่มักจะพบเจอกับปัญหา
ข้อมูลไม่สมดุล หนึ่งในปัญหาที่มักพบส าหรับปัญหาการจ าแนก
ประเภทเมื่อข้อมูลเกิดความไม่สมดุลขึ้น คือ ถ้าน าข้อมูลไม่สมดุล
ไปสร้างตัวแบบโดยใช้การเรยีนรู้ของเครือ่ง (machine learning) 
โดยตรงจะท าให้ผลลัพธ์ท่ีได้มีความไม่ถูกต้องและมีความเอนเอียง 
(bias) ในการท านายผล ที่เป็นเช่นนี้เพราะการเรียนรู้ของเครื่อง
มักจะถูกออกแบบมาเพื่อปรับปรุงความถูกต้องและลดความ
คลาดเคลื่อน (error) ดังนั้น ตัวแบบท่ีได้จะท าการท านายผลลัพธ์
ไปทางคลาสกลุ่มมาก (majority class) โดยจะไม่เน้นการท านาย
ไปท่ีคลาสกลุ่มน้อย (minority class) 

เทคนิคการสุ่มตัวอย่าง (resampling technique) เป็นเทคนิค
ที่สามารถแก้ปัญหาของข้อมูลที่ไม่สมดุลได้ และเมื่อข้อมูลมีการ
ปรับให้มีความสมดุลแล้วก็จะสามารถน าข้อมูลเข้าสู่การสร้างตัว
แบบโดยใช้การเรียนรู้ของเครื่องได้อย่างมีประสิทธิภาพมากขึ้น 
เทคนิคการสุ่มตัวอย่างสามารถแบ่งออกได้เป็น 3 วิธีหลัก ๆ คือ
วิธีการสุ่มตัวอย่างลด (undersampling methods) วิธีการสุ่ม
ตัวอย่างเพิ่ม (oversampling methods) และ วิธีการแบบผสม 
(hybrid methods) [4] ซึ่งจะเห็นได้ว่ามีวิธีการสุ่มตัวอย่างหลาย
แบบโดยหนึ่งในวิธีที่มีประสิทธิภาพคือการสุ่มตัวอย่างลด วิธีนี้จะ
ช่วยลดจ านวนข้อมูลของคลาสกลุ่มมากลงมาเพื่อให้มีขนาดเท่ากับ
จ านวนข้อมูลของคลาสกลุ่มน้อย ถึงแม้ว่าวิธีการสุ่มตัวอย่างลด
อาจจะท าให้สูญเสียข้อมูลที่มีความส าคัญไป แต่อย่างไรก็ตามวิธี
นี ้จะช่วยลดเวลาในการประมวลผลเพื่อสร้างตัวแบบของการ
เรียนรู้ของเครื่อง และ สามารถลดปัญหาการเกิดปัญหาเกินพอดี 
(overfitting) ในการสร้างตัวแบบได้  

ในปัจจุบันมีการใช้ขั้นตอนวิธีที่ได้รับแรงบันดาลใจจากธรรมชาติ 
(nature-inspired algorithms) กับการแก้ปัญหาข้อมูลไม่สมดุล 
ยกตัวอย่างเช่น ขัน้ตอนวิธีการหาค่าเหมาะสมที่สุดแบบฝูงมด (ant 
colony optimization algorithms) ขั้นตอนวิธีการวิวัฒนาการ 

(evolutionary algorithms) ขั้นตอนวิธีเชิงพันธุกรรม (genetic 
algorithms) และขั้นตอนวิธีการปรับสมดุลกลุ่มปรับตัว (adaptive 
swarm balancing algorithms) โดยในปี ค.ศ.2013 Yu et al. 
[5] ได้น าเสนอขั้นตอนวิธีการสุ่มตัวอย่างลดแบบใหม่ที่มีแนวคิดมา
จากการหาค่าเหมาะสมแบบฝูงมด ซึ่งเรียกว่า ACO Sampling 
โดยขั้นตอนวิธีนี้จะเป็นหาชุดข้อมูลย่อยที่เหมาะสมส าหรบัคลาส
กลุ่มมาก และได้ท าการประเมินขั้นตอนวิธีด้วยชุดข้อมูล DNA 
microarray 4 ชุด ที่เป็นข้อมูลไม่สมดุล โดยตัวแยกประเภท
เทคนิคซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machine: 
SVM) และผลลัพธ์แสดงให้เห็นว่าวิธีการที่น าเสนอนั้นมีประสิทธิ-
ภาพที่ดีกว่าขั ้นตอนวิธีอื ่น โดยฟังก์ชันวัตถุประสงค์ที ่ใช้จะมี
ส่วนประกอบเป็น 3 ตัววัดประสิทธิภาพ ได้แก่ F1 score, G-
mean และ ค่าพื้นที่ใต้กราฟ Receiver operating characteristic 
curve (AUROC) ต่อมาในปี ค.ศ. 2014 López et al. [6] ได้
เสนอการใช้ขั ้นตอนวิธีแบบ Iterative Instance Adjustment 
for Imbalanced Domains (IPADE-ID) ที ่มีกรอบการท างาน
แบบเชิงวิวัฒนาการ (evolutionary framework) ซึ่งผลลัพธ์ที่
ได้พบว่าวิธีการที่น าเสนอมีประสิทธิภาพกว่าวิธีการอื่น โดย
ฟังก์ชันวัตถุประสงค์ใช้ตัววัดประสิทธิภาพ AUROC ส าหรับการ
วิวัฒนาการผลเฉลย ในปี ค.ศ. 2016 Kim et al. [7] ได้เสนอ
แนวทางการปรับให้เหมาะสมของการสุ่มตัวอย่างตามคลัสเตอร์
เพื่อเลือกตัวแทนท่ีเหมาะสม ซึ่งวิธีการนี้สามารถแก้ปัญหาข้อมูล
ไม่สมดุลได้ และได้ท าการทดสอบประสิทธิภาพของวิธีผสม
ระหว่างเทคโนโลยีคลัสเตอร์และขั้นตอนวิธีเชิงพันธุกรรมบนตัว
แบบโครงข่ายประสาทเทียม โดยวิธีการที่น าเสนอสามารถใช้
แก้ปัญหาการท านายการล้มละลายของสถาบันการเงินได้ส าเร็จ 
โดยที่ใช้ตัววัด G-mean ในฟังก์ชันวัตถุประสงค์ และใน ปี ค.ศ. 
2017 Li et al. [8] ได้น าเสนอขั้นตอนวิธีการปรับสมดุลกลุ่ม
ปรับตัว ซึ่งพบว่าสามารถปรับปรุงประสิทธิภาพของข้อมูลขนาด
ใหญ่อีกทั้งยังพบว่ามีความสอดคล้องกับชุดข้อมูลทางการแพทยท์ี่
ไม่สมดุลขนาดใหญ่โดยทั่วไปอีกด้วย ซึ่งวิธีการที่น าเสนอท าให้ตัว
แบบจ าแนกประเภทมีความน่าเชื่อถือมากขึ้นและลดเวลาการ
ท างานให้สั ้นลงเมื ่อเทียบกับวิธี brute-force โดยที ่ใช้ตัววัด
ประสิทธิภาพ kappa และ ค่าความถูกต้อง ในการประเมินฟังก์ชัน
วัตถุประสงค์ 

และเมื่อไม่นานมานี้ได้มีการสร้างขั ้นตอนวิธีใหม่ที ่ชื ่อว่า 
ขั้นตอนวิธีการหาค่าเหมาะสมทีสุ่ดแบบไบนารีวาฬ (binary whale 
optimization algorithms) [9] ซึ่งเป็นขั้นตอนวิธีที่ได้รับความ
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นิยมในการประยุกต์น าไปใช้กับหลากหลายศาสตร์ เช่น การแก้ 
ปัญหาการเลือกคุณลักษณะที่เหมาะสมส าหรับตัวแบบ (feature 
selection) [10] การแก้ปัญหาทางด้านวิศวกรรมอิเล็กทรอนิกส์ 
[9] และ การแก้ปัญหาการหาค่าพารามิเตอร์ที่เหมาะสมส าหรับ
ตัวแบบ ซึ่งจะเห็นได้ว่าขั้นตอนวิธีนี้ค่อนข้างน่าสนใจเป็นอย่าง
มากถ้าน ามาประยุกต์ใช้เพื่อแก้ปัญหาข้อมูลไม่สมดุล โดยในปี ค.ศ. 
2019 Hussien et al. ได้เสนอขั้นตอนวิธีการหาค่าเหมาะสม
ที่สุดแบบวาฬแบบใหม่โดยมีการใช้ไบนารีมาประยุกต์เข้ากับการ
เลือกคุณลักษณะย่อยที่เหมาะสมเพื่อลดจ านวนมิติของชุดขอ้มูล
บนปัญหาการจ าแนกประเภท [11] โดยวิธีการใหม่นี้จะใช้ฟังก์ชัน
การถ่ายโอนซิกมอยด์ (S shape) ในการหาคุณลักษณะที่เหมาะสม 
ผลการวิจัยพบว่าขั้นตอนวิธีใหม่นี้มีประสิทธิภาพในการค้นหา
คุณลักษณะที่เหมาะสมได้เปน็อย่างดี ในปี ค.ศ. 2020 V. Kumar 
และ D. Kumar ได้ปรับปรุง WOA ให้กลายเป็น BWOA โดย
ปรับเปลี่ยนจากเวกเตอร์ผลเฉลยที่อยู่ในปรภิูมิของจ านวนจรงิ ให้
กลายเป็นเวกเตอร์ผลเฉลยที่อยู่ในปริภูมิของไบนารี [9] และใช้
ฟังก์ชันการถ่ายโอนซิกมอยด์เพื่อใช้ในการปรับปรุงต าแหน่งของ
ผลเฉลย ผลการทดสอบเมื่อเทียบกับขั้นตอนวิธีอื ่น ๆ พบว่า
ขั ้นตอนวิธีนี ้มีประสิทธิภาพที่เหนือกว่า อีกทั้งยังทดสอบกับ
ปัญหาการสั่งการเดินเครื่องโรงไฟฟ้า (unit commitment) ซึ่ง
เป็นปัญหาทางวิศวกรรมไฟฟ้า ผลการทดสอบพบว่าขั้นตอนวิธีที่
น าเสนอมีประสิทธิภาพที่ดีกว่าขั้นตอนวิธีอื่น ๆ ในแง่ของต้นทุน
การผลิตที่ต ่าลง และในปีเดียวกันนี้ Sayed et al. ได้น าเสนอตัว
แบบอัจฉริยะแบบผสมที่ใช้ขั้นตอนวิธีการวิเคราะห์คลัสเตอร์
ร่วมกับขั้นตอนวิธีแบบไบนารีเวอร์ชันของ WOA และ Moth 
flam optimization [12] เพื่อใช้ในการเลือกคุณลักษณะที่ส าคญั
ส าหรับวิเคราะห์ข้อมูลมะเร็งเต้านมทางคลินิก ผลการทดลอง
แสดงให้เห็นว่าข้ันตอนวิธีท่ีน าเสนอสามารถสร้างคุณลักษณะของ
ข้อมูลที่มีความหมายและมีนัยส าคัญได้ และงานวิจัยสุดทา้ยในปี 
ค.ศ. 2020 Hussien et al. ได้เสนอ BWOA ที่ใช้ฟังก์ชันการ 
ถ่ายโอนแบบ S shape และ V shape [13] ผลลัพธ์พบว่าขั้นตอน
วิธีที ่น าเสนอมีประสิทธิภาพดีกว่าขั ้นตอนวิธีอื่น ๆ และได้น า
ขั้นตอนวิธีนี้ไปแก้ปัญหาทางวิศวกรรม และปัญหาการเดินทาง
ของพนักงาน (travelling salesman problem) จากการศึกษา
พบว่าได้ผลลัพธ์ที่ดีกว่าขั้นตอนวิธีอื่นทั้งด้านความแม่นย าและ
ความเร็ว 

จากงานวิจัยต่าง ๆ จะพบว่าขั้นตอนวิธีการหาค่าเหมาะสม
แบบไบนารี่วาฬนั้น มีความสามารถที่โดดเด่นในการตัดสินใจว่า

จะเลือกหรือไม่เลือกสิ่งใดตามฟังก์ชันวัตถุประสงค์ที่ก าหนด เช่น 
การเลือกคุณลักษณะที่เหมาะสมส าหรับการสร้างตัวแบบและตัด
คุณลักษณะที่ไม่เหมาะสมทิ้งไป การเลือกสั่งการเดินเครื่องโรงไฟฟ้า
ว่าเครื่องใดควรท างานเพื่อให้ได้ประโยชน์สูงสุด เป็นต้น จะเห็น
ได้ว่าขั้นตอนวิธีการหาค่าเหมาะสมแบบไบนารี่วาฬมีประสิทธิภาพ
ที่ดีจึงท าให้หลายงานวิจัยมีการประยุกต์ใช้ขั้นตอนวิธีนี้กันอย่าง
แพร่หลาย ด้วยความสามารถของขั้นตอนวิธีที่ได้กล่าวมาข้างต้น 
สามารถน ามาประยุกต์ใช้ในการเลือกกลุ่มตัวอย่างข้อมูลยอ่ยที่มี
แนวโน้มที่จะเป็นตัวแทนที่ดีของกลุ่มตัวอย่างข้อมูลขนาดใหญ่ได้ 
ดังนั้น งานวิจัยนีจ้ึงได้น าเสนอขั้นตอนวิธีใหม่ที่อิงการสุ่มตัวอย่าง
ลดโดยเกิดจากการรวมการท างานของ ขั้นตอนวิธีการหาค่าเหมาะ 
สมที่สุดแบบไบนารีวาฬ และขั้นตอนวิธีเคเพื่อนบ้านใกล้ที่สุด (K-
nearest neighbor) [14] และเนื่องจากการท างานของขั้นตอน
วิธีไบนารี่วาฬมีการวนซ ้าเพื่อค านวณฟังก์ชันวัตถุประสงค์จ านวน
มาก ในงานวิจัยนี้จึงได้เลือกขั้นตอนวิธีเคเพื่อนบ้านใกล้ที่สุดใน
การสร้างตัวแบบเพื่อประเมินค่าของฟังก์ชันวัตถุประสงค์ เพราะ
ง่ายและไม่ซับซ้อน หลังจากท่ีได้ท าการวิเคราะห์เพื่อดึงชุดข้อมูล
ย่อยที่เป็นตัวแทนที่ดีที่สุดของคลาสกลุ่มมากด้วยขั้นตอนวิธีที่น า 
เสนอเสร็จแล้ว จะน าข้อมูลที่มีการปรับจ านวนทั้งสองคลาสใหม้ี
ความสมดุลแล้วนั้น เข้าสู่การสร้างตัวแบบโดยใช้เทคนิคซัพพอร์ต
เวกเตอร์แมชชีน [15] เนื่องจากเทคนิคซัพพอร์ตเวกเตอร์แมชชีน
เป็นเทคนิคทีม่ีประสิทธิภาพที่ดีในการแก้ปัญหาการจ าแนกประเภท
ข้อมูล เหมาะส าหรับข้อมูลที่มีขนาดไม่ใหญ่มากและท างานได้ดี
แม้ว่าข้อมูลจะมีจ านวนคุณลักษณะที่มาก [5] ถึงอย่างไรก็ตาม
เทคนิคซัพพอร์ตเวกเตอร์ก็มีข้อจ ากัดเมื่อน าไปใช้กับข้อมูลไม่
สมดุลซึ่งท าให้ประสิทธิภาพการท านายลดลงอย่างมาก [16] หาก
ขั้นตอนวิธีใดสามารถปรับปรุงสมดุลของข้อมูลได้ดี ก็จะสามารถ
ดึงประสิทธิภาพในการสร้างตัวแบบของเทคนิคซัพพอร์ตเวกเตอร์
แมชชีนได้ดีเช่นกัน ดังนั้นจึงเลือกใช้เทคนิคซัพพอร์ตเวกเตอร์  
แมชชีนเพื่อประเมินประสิทธิภาพการท างานของขั้นตอนวิธีที่
น าเสนอ โดยในงานวิจัยนี้ได้มีการเปรียบเทียบผลลัพธ์ที่ได้กับขั้น 
ตอนวิธีการสุ่มตัวอย่างลดอีก 3 วิธี ซึ่งได้แก่ การลดจ านวนตัวอย่าง
ข้อมูลแบบสุ่ม (random undersampling) [17] คลัสเตอร์เซน
ทรอยด์ (cluster centroid) [18] และ เนียร์มิส (near-miss) [19] 
ส าหรับตัววัดที่ใช้ในการประเมินประสิทธิภาพของขั้นตอนวิธี
ข ้างต้นมีด ังต่อไปนี้ Accuracy, F1score, G-mean, AUROC, 
AUPRC, Sensitivity, Precision, Matthew’ s correlation 
coefficient (MCC), และ Cohen’s Kappa Coefficient (Kappa) 
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2) วัตถุประสงค์ของงานวิจัย 
เพื่อพัฒนาขั้นตอนวิธีใหม่ในการแก้ปัญหาข้อมูลไม่สมดุลอิง

วิธีการสุ่มตัวอย่างลด โดยรวมการท างานของขั้นตอนวิธีการหาค่า
เหมาะสมที่สุดแบบไบนารีวาฬ และขั้นตอนวิธีเคเพื่อนบ้านใกล้
ที่สุด 

 
3) ทฤษฎีและงานวิจัยท่ีเกี่ยวข้อง 

3.1) อัตราส่วนความไม่สมดุล (Imbalance Ratio) 
อัตราส่วนความไม่สมดุลเป็นตัววัดที่เอาไว้บ่งบอกระดับความ

ไม่สมดุลของข้อมูลที่มีลักษณะสองคลาส แสดงในสมการที่ 1 [20] 
 ImbalanceRatio(𝐼𝑅)  =  

𝑛−

𝑛+
 (1) 

โดยที่ 𝑛−คือ จ านวนของกลุ่มตัวอย่างในคลาสลบ (คลาสกลุ่ม
มาก) และ 𝑛+คือ จ านวนของกลุ่มตัวอย่างในคลาสบวก (คลาส
กลุ่มน้อย) ซึ่งตัววัดนี้สามารถใช้เพื่อเรียงล าดับความแตกต่างของ
ความไม่สมดุลของข้อมูลแต่ละชุดได้ หากค่าอัตราส่วนความไม่
สมดุลมีค่ามากกว่าหนึ่งหรือน้อยกว่าหนึ่งอาจบ่งบอกได้ว่าชุด
ข้อมูลนั้นเป็นข้อมูลที่ไม่สมดุล ถึงอย่างไรก็ตามตัววัดนี้ก็อาจจะ
ไม่ใช่ตัววัดความไม่สมดุลของข้อมูลที่ดีเสมอไป ทั้งนี้ขึ้นอยู่กับ
ความซับซ้อนของข้อมูลที่น ามาวิเคราะห์ด้วย [4] 
 
3.2) วิธีการสุ่มตัวอย่างลด (Undersampling Methods) 

เป็นวิธีการที่ใช้เพื่อเลือกหาชุดข้อมูลย่อยเพื่อเป็นตัวแทนของ
ข้อมูลคลาสกลุ่มมาก หลังจากนั้นจะน าข้อมูลที่ได้เข้าสู่การสร้าง
ตัวแบบในปัญหาการจ าแนกประเภทตอ่ไป โดยวิธีการสุ่มตัวอย่าง
ลดทีง่านวิจัยนีน้ ามาเปรียบเทียบกับขั้นตอนวิธีที่น าเสนอมีทั้งหมด 
3 ขั้นตอนวิธี ได้แก ่การลดจ านวนตัวอย่างข้อมูลแบบสุ่ม คลัสเตอร์
เซนทรอยด์ และ เนียร์มิส 

3.2.1) การลดจ านวนตัวอย่างข้อมูลแบบสุ่ม จะท าการสุ่มเลือก
หาชุดข้อมูลย่อยจากคลาสกลุ่มมาก เนื่องจากเป็นวิธีการแบบสุ่ม
ท าให้ในแต่ละครั้งที่ท าการสุ่มก็จะได้ชุดข้อมูลย่อยที่แตกต่างกัน
ออกไป [17] 

3.2.2) คลัสเตอร์เซนทรอยด์ จะท าการสร้างจุดข้อมูลใหม่หรือ
ชุดข้อมูลย่อยใหม่ ที่มีจ านวนเท่ากับขนาดของคลาสกลุ่มน้อย ซึ่ง
เบื้องหลังการท างานของวิธีนี้คือใช้ K-means algorithm โดยท า
การระบุจ านวนกลุ่มหรือคลัสเตอร์ (cluster) ที่ต้องการจะแบ่ง 
ซึ่งจ านวนกลุ่มที่ว่านี้จะต้องมีขนาดเท่ากับจ านวนของคลาสกลุ่ม
น้อย หลังจากนั้น จะท าการสร้างเซนทรอยด์บนข้อมูลคลาสกลุ่ม
มาก และจะท าการปรับค่าต าแหน่งเซนทรอยด์ไปจนกว่าเซน

ทรอยด์จะไม่มีการเปลี่ยนแปลงต าแหน่ง สุดท้ายเซนทรอยด์ที่ถูก
สร้างจะกลายเป็นชุดข้อมูลย่อยที่เป็นตัวแทนของคลาสกลุ่มมาก 
[18] 

3.2.3) เนียร์มิส จะท าการเลือกชุดข้อมูลย่อยจากคลาสกลุ่ม
มาก โดยในแต่ละจุดข้อมูลของคลาสกลุ่มมากจะท าการหาจุด
ข้อมูลของคลาสกลุ่มน้อย 3 จุดที่อยู่ใกล้ที่สุด ท าการหาระยะทาง
ระหว่าง 3 จุดนั้น แล้วค านวณระยะทางเฉลี่ย ท าแบบนี้ทุกจุด
ข้อมูลของคลาสกลุ่มมาก หลังจากนั้นน าระยะทางเฉลี่ยที่ค านวณ
ได้มาเรียงจากน้อยไปมาก และจะท าการเลือกชุดข้อมูลย่อยของ
คลาสกลุ่มมากจากจุดข้อมูลที่มีระยะทางเฉลี่ยน้อยที่สุด จ านวน
เท่ากับขนาดของคลาสกลุ่มน้อย [19] 
 
3.3) ขั ้นตอนวิธ ีการหาค่าเหมาะสมที ่ส ุดแบบวาฬ (Whale 
Optimization Algorithm: WOA) 

WOA เป็นหนึ่งในขั้นตอนวิธีการหาค่าเหมาะสมที่สุดแบบเมตา
ฮิวริสติก (meta heuristic optimization algorithm) ที่ได้แรง
บันดาลใจในการสร้างมาจากพฤติกรรมการล่าเหยื่อของวาฬหลัง
ค่อม (humpback whale) โดยพฤติกรรมการล่าเหยื่อของวาฬ
ชนิดนี้จะแบ่งออกเป็นสองเฟส เฟสแรกวาฬหลังค่อมจะท าการ
ส ารวจหาเหยื่อ (exploration phase) โดยเหยื่อของวาฬหลัง
ค่อมจะเป็นปลาตัวเล็กหรือแพลงก์ตอน หลังจากที่เจอเหยื่อแล้ว
จะเข้าสู่เฟสที่สอง โดยวาฬหลังค่อมจะท าการปิดล้อมเหยื่อและ
โจมตีเหยื่อ (exploitation phase) โดยวิธีการโจมตีเหยื่อวาฬ
หลังค่อมจะว่ายวนรอบเหยื ่อพร้อมกับปล่อยฟองอากาศมา
ล้อมรอบเหยื่อซึ่งจะมีลักษณะคล้ายเลข ‘9’ แสดงดังรูปที่ 1 ด้วย
พฤติกรรมการล่าเหยื่อที่น่าสนใจนี้จึงท าให้ Mirjalili และ Lewis 
[21] ท าการศึกษาและพัฒนา WOA ขึ้นมาเพื่อประยุกต์ใช้ในการ
แก้ปัญหาต่าง ๆ ได้อย่างมากมาย 

 

 
 

รูปที่ 1 : การปล่อยฟองอากาศของวาฬหลังค่อม 
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พิจารณาฟังก์ชัน 𝑓(𝑥) ที่นิยามบนเซต 𝑊 ⊂ ℝ𝑑 ซึ่งเป็น
เซตที ่ม ีขอบเขต โดยในที ่น ี ้จะเร ียกฟังก ์ช ัน  𝑓 ว ่าฟังก ์ชัน
วัตถุประสงค์ (fitness function) โดยเป้าหมายของฟังก์ชันนี้คือ
หา 𝑥0 ∈ 𝑊 ที ่ท าให้ฟังก์ชัน 𝑓(𝑥) มีค่ามากที่สุด (หรือน้อย
ที่สุด) เริ่มต้นด้วยการระบุจ านวนจุด 𝑥1, … , 𝑥𝑚 ใน 𝑊 โดยจุด
เหล่านี้จะเปรียบเสมือนเวกเตอร์บอกต าแหน่งของวาฬแต่ละตัว
ซึ ่งมีทั ้งหมด 𝑚 ตัว (หรือ เปรียบเสมือนผลเฉลยของฟังก์ชัน
ทั้งหมด 𝑚 ผลเฉลย) ซึ่งจุดเหล่านี้จะถูกปรับปรุงต าแหน่งไปตาม
รอบการวนซ ้าสูงสุดที่ก าหนดไว้ (maximum iteration) และ
สุดท้ายจะได้ 𝑥0 ที่ท าให้ฟังก์ชัน 𝑓(𝑥) มีค่ามากที่สุด (หรือนอ้ย
ที่สุด) 

เนื่องจากวาฬทั้งหมด 𝑚 ตัว จะท างานโดยอิสระจากวาฬตัว
อื ่น เราจึงได้ให้ค าอธิบายส าหรับวาฬแต่ละตัวและก าหนด
สัญลักษณ์ไว้ดังนี้ ให้ 𝑋𝑗

⃗⃗  ⃗(𝑡) เป็นเวกเตอร์บอกต าแหน่งของวาฬ
ตัวที่ 𝑗 ณ รอบการวนซ ้า 𝑡 (นั่นคือ 𝑋𝑗

⃗⃗  ⃗(0) = 𝒙𝑗โดยที่ 𝑗 = 1, 

… ,𝑚 และก าหนดให้ต าแหน่งในตอนเริ ่มต้น  (𝑡 = 0) จะถูก
สร้างขึ้นมาด้วยการสุ่มตัวเลขในจ านวนจริง) และ 𝑋∗⃗⃗ ⃗⃗ (𝑡) จะบ่ง
บอกถึงต าแหน่งของวาฬตัวท่ีดีที่สุดที่ท าให้ฟังก์ชันวัตถุประสงค์มี
ค่ามากที่สุด (หรือน้อยที่สุด) ตั้งแต่เริ่มการวนซ ้าจนจบรอบการ
วนซ ้า 

ในการปรับปรุงเวกเตอร์บอกต าแหน่งของวาฬในทั้งสองเฟส 
ตัวแปรที่ส าคัญแสดงดังสมการที่ 2  

โดยที่ 𝑡 คือ ครั้งการวนรอบปัจจุบัน และ 𝑀𝑎𝑥𝐼𝑡𝑒𝑟 คือ การวน
ซ ้าสูงสุดก่อนการหยุดการท างาน โดยค่า 𝑎(𝑡) นี้จะลดลงแบบ
เชิงเส้นตั้งแต่ 2 ถึง 0 โดยขึ้นอยู่กับครั้งการวนรอบปัจจุบัน และ
เปรียบเสมือนตัวแปรที่เอาไว้ก าหนดขนาดของการค้นหาเหยื่อ
ของวาฬ ยิ่งในช่วงแรกของการค้นหาวาฬ วาฬจะออกไปได้ไกล
มากแต่เมื ่อถึงช่วงท้ายวาฬจะเริ ่มไม่ไปห่างจากบริเวณที่หา
อาหาร และเพื่อให้เข้าใจได้ง่ายค่า 𝑎(𝑡) จะถูกเขียนแทนด้วย 𝑎 

3.3.1) ตัวแบบการปิดล้อมและโจมตี (Exploitation Phase) 
อันดับแรกในการล่าเหยื่อของวาฬหลังค่อมเมื่อเจอเหยื่อแล้ววาฬ
หลังค่อมจะท าการเข้าไปปิดล้อมเหยื่อ (Encircling method) 
โดยลักษณะพฤติกรรมสามารถจ าลองและสร้างตัวแบบทาง
คณิตศาสตร์ดังสมการที่ (3) และ (4) 

โดยที ่  | ⋅ | เป ็นการหาค ่าสมบูรณ์ในแต ่ละองค ์ประกอบ
( elementwise absolute) , 𝐴 = 𝐴(𝑡, 𝑗) = 𝑎 ⋅ (2𝑟 − 1) 
และ 𝐶 = 𝐶(𝑡, 𝑗) = 2𝑟 เมื ่อ 𝑟 = 𝑟(𝑡, 𝑗) เป็นตัวแปรแบบ
สุ่มที่มีการแจกแจงแบบยูนิฟอร์ม (Uniform Distribution) อยู่
ในช่วง [0,1] ดังนั้นค่า A และ C จึงมีการแจกแจงแบบยูนิฟอร์ม 
ซึ่งอยู่ในช่วง [𝑎,−𝑎] และ [0,2] ตามล าดับ และ 𝐷𝐸

⃗⃗⃗⃗  ⃗ บ่งบอกถึง
ระยะทางจากเวกเตอร์บอกต าแหน่งที่ดีที่สุดที่ถูกคูณด้วยตัวแปร
สุ่ม 𝐶 ถึงเวกเตอร์บอกต าแหน่งตัวท่ี 𝑗 ณ รอบการวนซ ้าท่ี 𝑡 

สมการที่ (4) เป็นสมการที่แสดงการอัพเดตเวกเตอร์บอก
ต าแหน่งของวาฬให้ปิดล้อมเข้าใกล้วาฬตัวท่ีท าให้ค่าของฟังก์ชัน
วัตถุประสงค์ดีที ่สุด หรือเข้าใกล้แหล่งอาหาร โดยจะเห็นว่า
สมการการปรับปรุงเวกเตอร์บอกต าแหน่งแบบปิดล้อมจะขึ้นอยู่
กับตัวแปร A และ C และพฤติกรรมการปิดล้อมที่ค่อย ๆ หดตัว
เข้าหาเหยื่อก็ถูกจ าลองด้วยการลดลงของค่าพารามิเตอร์ 𝑎 

เมื่อวาฬหลังค่อมท าการปิดล้อมเหยื่อเรียบร้อยแล้ววาฬหลัง
ค่อมจะท าการว่ายวนรอบเหยื่อพร้อมกับปล่อยฟองอากาศออกมา 
(bubble-net attacking method) โดยสมการการปรับปรุง
เวกเตอร์บอกต าแหน่งของพฤติกรรมนี้ แสดงในสมการที่ (5) และ 
(6) 

โดยที่ 𝐷𝐵
⃗⃗⃗⃗  ⃗ บ่งบอกถึงระยะทางจากเวกเตอร์บอกต าแหน่งที่ดี 

ที่สุดถึงเวกเตอร์บอกต าแหน่งตัวที่ 𝑗 ณ รอบการวนซ ้าที่ 𝑡 และ
𝑙 = 𝑙(𝑡, 𝑗) เป็นตัวแปรแบบสุ่มที่มีการแจกแจงแบบยูนิฟอร์ม
อยู่ในช่วง [-1,1] และ 𝑏 คือค่าคงที่ท่ีใช้ในการก าหนดรูปร่างการ
หมุนวนของวาฬ 

3.3.2) ตัวแบบการส ารวจหาเหยื่อ (Exploration Phase) 
เพื่อให้การค้นหาเหยื่อหรือการค้นหาผลเฉลยมีความหลากหลาย 
ดังนั้นต้องมีการปรับเปลี่ยนต าแหน่งที่จะให้วาฬไปหา ซึ่งจากเดิม
วาฬจะต้องปรับปรุงเวกเตอร์บอกต าแหน่งไปหาวาฬตัวที่มีค่า
ฟังก์ชันวัตถุประสงค์ที่ดีที่สุด เปลี่ยนเป็นให้ปรับปรุงเวกเตอร์
บอกต าแหน่งไปหาวาฬตัวอื่น ๆ เพื่อท าให้ได้ผลเฉลยที่มีความ
หลากหลายและมีโอกาสที่จะเกิดต าแหน่งที่มีค่าของฟังก์ชันวัตถุ 
ประสงค์ที่ดีกว่าเดิมได้ ซึ่งสามารถสร้างตัวแบบทางคณิตศาสตร์
ได้ดังสมการที่ (7) และ (8) 

 𝑎(𝑡) = 2 (1 −
𝑡

𝑀𝑎𝑥𝐼𝑡𝑒𝑟
) (2) 

 𝐷𝐸
⃗⃗⃗⃗  ⃗ = 𝐷𝐸

⃗⃗⃗⃗  ⃗(𝑡, 𝑗) = |𝐶 ⋅ 𝑋∗⃗⃗ ⃗⃗  (𝑡) − 𝑋 𝑗(𝑡)|   (3) 
 𝑋 𝑗(𝑡 + 1) = 𝑋∗⃗⃗ ⃗⃗  (𝑡) − 𝐴 ⋅ 𝐷𝐸

⃗⃗ ⃗⃗   (4) 

 𝐷𝐵
⃗⃗⃗⃗  ⃗ = 𝐷𝐵

⃗⃗⃗⃗  ⃗(𝑡, 𝑗) = |𝑋∗⃗⃗ ⃗⃗  (𝑡) − 𝑋 𝑗(𝑡)|   (5) 
 𝑋 𝑗(𝑡 + 1) = 𝑋∗⃗⃗ ⃗⃗  (𝑡) + 𝐷𝐵

⃗⃗⃗⃗  ⃗𝑒𝑏𝑙 𝑐𝑜𝑠( 2𝜋𝑙)   (6) 

 𝐷𝑅
⃗⃗⃗⃗  ⃗ = 𝐷𝑅

⃗⃗⃗⃗  ⃗(𝑡, 𝑗) = |𝐶 ⋅ 𝑋 𝑟𝑎𝑛𝑑(𝑡) − 𝑋 𝑗(𝑡)|   (7) 
 𝑋 𝑗(𝑡 + 1) = 𝑋 𝑟𝑎𝑛𝑑(𝑡) − 𝐴 ⋅ 𝐷𝑅

⃗⃗⃗⃗  ⃗   (8) 
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โดยที่ 𝐷𝑅
⃗⃗⃗⃗  ⃗ บ่งบอกถึงระยะทางจากเวกเตอร์บอกต าแหน่งที่ถูกสุ่ม

มาหนึ่งตัวจากทั้งหมด 𝑚 ตัว โดยคูณด้วยตัวแปรสุ่ม 𝐶 ถึงเวกเตอร์
บอกต าแหน่งตัวที่ 𝑗 ณ รอบการวนซ ้าที่ 𝑡 และ 𝑋 𝑟𝑎𝑛𝑑(𝑡) คือ 
เวกเตอร์บอกต าแหน่งของวาฬตัวอื่น ๆ ที่ไม่ใช่ตัวที่ดีที่สุดซึ่งจะ
ถูกเลือกมาแบบสุ่ม ณ เวลา 𝑡 

3.3.3) การเปลี ่ยนเฟส (Switching Phase) เน ื ่องจากมี
เวกเตอร์บอกต าแหน่งของวาฬ (หรือผลเฉลย) หลายตัวในแต่ละ
รอบการวนซ ้า ท าให้วาฬแต่ละตัวต้องมีการสุ่มเลือกพฤติกรรมว่า
จะถูกปรับปรุงเวกเตอร์บอกต าแหน่งด้วยสมการใด ซึ่งเกณฑ์การ
เปลี่ยนเฟสจะแสดงดังสมการที่ (9) 

โดยที่ 𝑝 = 𝑝(𝑡, 𝑗) เป็นตัวแปรแบบสุ่มที่มีการแจกแจงแบบยูนิ
ฟอร์มบนช่วง [0,1]  
 

3.4) ขั้นตอนวิธีการหาค่าเหมาะสมที่สุดแบบไบนารีวาฬ (Binary 
Whale Optimization Algorithm: BWOA) 

BWOA ได้ถูกพัฒนามาจาก WOA [9] ซึ่งสามารถน ามาใช้ใน
การหาผลเฉลยแบบไบนารีเวกเตอร์ (binary vectors) โดยโดเมน
ของฟังก์ชันวัตถุประสงค์ คือ ปริภูมิ 

𝒳 = {0,1}𝑑 = ∏{0,1}

𝑑

𝑖=1

 

จากส่วนประกอบของเวกเตอร์คือ 0 และ 1 ดังนั้นสามารถน าไป
ประยุกต์ใช้กับหลากหลายงานที่ต้องใช้การตัดสินใจแบบไบนารี 
(binary)  
 โดยที่ในแต่ละองค์ประกอบของเวกเตอร์บอกต าแหน่งจะถูก
ปรับปรุง โดยการเปรียบเทียบระหว่างค่าตัวแปรสุ่มและค่าของ
ฟังก์ชันการถ่ายโอนซิกมอยด์ (sigmoid transfer function) ซึ่ง
ฟังก์ชันการถ่ายโอนซิกมอยด์จะแสดงดังสมการที่ (10) 

โดยที่ 𝑠 เป็นค่าคงที่ที่เพิ่มขึ้นจาก -2 ถึง 2 ซึ่งส่งผลให้ฟังก์ชัน

𝑔(𝑠) จะมีค่าเพิ ่มขึ ้นจาก 1

1+𝑒25 ≈ 0 ถึง 1

1+𝑒−15 ≈ 1 และ
สมการการปรับปรุงเวกเตอร์บอกต าแหน่งจะแสดงดังสมการที่ 
(11) 

โดยที่ 𝑟 เป็นตัวแปรสุ่มที่มีการแจกแจงแบบยูนิฟอร์มอยู่ในช่วง 
[0,1] และ 𝑖 เป็นดัชนีของเวกเตอร์ 𝐷⃗⃗ 0 โดยที่เวกเตอร์ 𝐷⃗⃗ 0 จะมี

เงื่อนไขในการเลือกดังสมการที่ (12) ซึ่งจะเห็นได้ว่าการปรับปรุง
เวกเตอร์บอกต าแหน่งของวาฬในแต่ละองค์ประกอบจะอาศัยการ
เปรียบเทียบกับค่าของตัวแปรสุ่ม 𝑟 

จากสมการที่ (12) จะเห็นได้ว่าเงื่อนไขในการปรับปรุงเวกเตอร์
บอกต าแหน่งของ BWOA จะเหมือนกับ WOA ในสมการที่ (9) 
เพียงแต่แตกต่างกันที่สมการการปรับปรุงเวกเตอร์บอกต าแหน่ง
เพียงเท่านั้น ภาพขั้นตอนการท างานของ BWOA แสดงดังรูปที่ 2 
 

 
 

รูปที่ 2 : ขั้นตอนการท างานของ BWOA 
 

3.5) ตัวแบบการเรียนรู้ของเครื่อง 
การเรียนรู้ของเครื่องสามารถแบ่งออกเป็น 3 ประเภทใหญ่ ๆ 

คือ การเรียนรู้แบบมีผู้สอน (supervised learning) การเรียนรู้
แบบไม่มีผู้สอน (unsupervised learning) และ การเรียนรู้แบบ
เสริมแรง (reinforcement learning) ซึ ่งในงานวิจัยจะใช้การ
เรียนรู้ของเครื่องประเภทการเรียนรู้แบบมีผู้สอนและใช้ส าหรับ
งานการจ าแนกประเภท (classification task) เพียงเท่านั้น  

𝑋 𝑗(𝑡 + 1) = {

𝑋∗⃗⃗⃗⃗  (𝑡) − 𝐴 ⋅ 𝐷𝐸
⃗⃗ ⃗⃗  ถ้า𝑝 < 0.5และ|𝐴| < 1;

𝑋∗⃗⃗⃗⃗  (𝑡) + 𝐷𝐵
⃗⃗⃗⃗  ⃗𝑒𝑏𝑙 𝑐𝑜𝑠( 2𝜋𝑙) ถ้า𝑝 ≥ 0.5 ;⬚

𝑋 𝑟𝑎𝑛𝑑(𝑡) − 𝐴 ⋅ 𝐷𝑅
⃗⃗ ⃗⃗  ถ้า𝑝 < 0.5และ|𝐴| ≥ 1

 (9) 

 𝑔(𝑠) =
1

1 + 𝑒−10(𝑠−0.5)
 (10) 

𝑋 𝑗(𝑡 + 1, 𝑖) = {
1 − 𝑋 𝑗(𝑡, 𝑖), ถ้า𝑟 ≤ 𝑔(𝐴𝐷⃗⃗ 0(𝑖))

𝑋 𝑗(𝑡, 𝑖), ถ้า𝑟 > 𝑔(𝐴𝐷⃗⃗ 0(𝑖))
 (11) 

 
𝐷⃗⃗ 0 = {

𝐷𝐸
⃗⃗ ⃗⃗   ถ้า 𝑝 < 0.5 และ |𝐴| < 1 ;⬚

𝐷𝐵
⃗⃗⃗⃗  ⃗ ถ้า 𝑝 ≥ 0.5 ;⬚

𝐷𝑅
⃗⃗⃗⃗  ⃗ ถ้า 𝑝 < 0.5 และ 𝐴| ≥ 1

 (12) 
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3.5.1) เคเพื ่อนบ้านใกล้ที ่สุด (K-nearest neighbors: K-
NN) เป็นขั้นตอนวิธีที่มีพื้นฐานมาจากการหาระยะทาง โดยเริ่ม
จากการน าจุดข้อมูลใหม่มาพล็อตลงปริภูมิเดียวกับข้อมูลชุดฝึกสอน 
หลังจากนั้นหาระยะทางเทียบกับจุดข้อมูลชุดฝึกสอนว่าจุดข้อมูล
ใหม่นี้มีจุดข้อมูลชุดฝึกสอนใกล้จุดข้อมูลใหม่กี่จุด โดยที่จ านวน
จุดที่ล้อมรอบจุดข้อมูลใหม่จะถูกก าหนดจ านวนด้วยพารามิเตอร์ 
𝐾 (โดยส่วนมากหากเป็นปัญหาสองคลาสมักจะก าหนด 𝐾 เป็น
จ านวนคี่) ในขั้นตอนสุดท้ายจะเป็นการระบุว่าจุดข้อมูลใหม่นี้จะ
ถูกจ าแนกว่าเป็นคลาสไหน โดยดูจากจุดข้อมูลชุดฝึกสอนที่ใกล้
กับจุดข้อมูลใหม่มากที่สุดจ านวน 𝐾 ตัว และดูว่าคลาสใดมี
จ านวนมากที่สุด คลาสนั้นจะถูกติดฉลากให้กับจุดข้อมูลใหม่โดย
ทันท ี[14] 

3.5.2) ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machines: 
SVM) คือขั ้นตอนวิธีที ่อาศัยหลักการการสร้างไฮเปอร์เพลน 
(Hyperplane) เพื่อตัดแบ่งข้อมูลให้ออกเป็นกลุ่ม ๆ อย่างชัดเจน 
โดยจะมีการปร ับส ัมประสิทธ ิ ์ของสมการวัตถุประสงค์ให้
เหมาะสม เพื่อที่จะท าให้ไฮเปอร์เพลนสามารถแบ่งกลุ่มข้อมูลให้
ดีที่สุด [15] 

 
3.6) การประเมินตัวแบบ (Model Evaluation) 

หลังจากท าการสร้างตัวแบบในการจ าแนกประเภทข้อมูลแลว้
จะต้องมีการวัดประสิทธิภาพว่าตัวแบบมีว่าความเหมาะสมมาก
น้อยเพียงใด โดยตัววัดประสิทธิภาพโดยส่วนใหญ่จะมีพื้นฐาน
การสร้างมาจากเมทริกซ์ความสับสน (confusion matrix) [4] 
แสดงดังรูปที่ 3  

 

 
 

รูปที่ 3 : Confusion matrix 
 

 จากรูปที ่ 3 Positive, Negative, TN, FN, FP, และ TP มี
ความหมายดังต่อไปนี้ 
 - Positive คือ ค่าทางบวก ซึ่งจะถูกระบุให้กับคลาสทีส่นใจ

ที่จะท านายผล 

 - Negative คือ ค่าทางลบ ซึ่งจะถูกระบุให้กับคลาสที่สนใจ
รองลงมา 

- TN คือ ผลท านายตรงกับผลจริงในทางลบ 
- FN คือ ผลท านายเป็นทางลบแต่ผลจริงเป็นทางบวก 
- FP คือ ผลท านายเป็นทางบวกแต่ผลจริงเป็นทางลบ 
- TP คือ ผลท านายตรงกับผลจริงในทางบวก 

ตัววัดประสิทธิภาพของตัวแบบท่ีใช้ในงานวิจัยนี้มีดังต่อไปนี้ 
- ค่าความถูกต้อง (Accuracy) แสดงดังสมการที่ (13) 

- ค่าความแม่นย า (Precision) แสดงดังสมการที่ (14) 

- ค่าความไว (Sensitivity) หรือเรียกอีกอย่างว่า ความ
ระลึก (Recall) แสดงดังสมการที่ (15) 

- ค่าเฉลี่ยเลขคณิตระหว่างค่าความแม่นย าและความไว 
(F1 score) แสดงดังสมการที่ (16) 

- ค่าเฉลี่ยเรขาคณิตระหว่างค่าความจ าเพาะและค่าความ
ไว (G-mean) [22] แสดงดังสมการที่ (17) 

โดยที่ Specificity คือ ค่าความจ าเพาะ สามารถค านวณ
ได้ดังสมการที่ (18) 

- ค่า Matthew’s correlation coefficient (MCC) [23] 
เป็นตัววัดที่ใช้วัดคุณภาพของปัญหาที่มีสองคลาส ซึ่งเป็น
หน่วยวัดที่สมดุลแม้ขนาดของคลาสจะแตกต่างกัน แสดง
ดังสมการที่ (19) 

- ค่า Cohen’s Kappa coefficient (kappa) [24] เป็นค่า
ตัวช้ีวัดทางสถิติ ระหว่างผู้ให้ความเห็นสองฝ่ายว่ามีความ
สอดคล้องกันมากเพียงใด เมื่อเปรียบเทียบกับ เมทริกซ์
ความสับสน ผู้ให้ความเห็นฝ่ายแรกก็คือ ผลจริง และ 
ผู้ให้ความเห็นฝ่ายที่สอง คือ ผลการท านาย ซึ่งแสดงการ
ค านวณดังสมการที่ (20) 

โดยที ่𝑝𝑎คือ ค่าความถูกต้อง และ  

 Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (13) 

 Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (14) 

 Sensitivity(orRecall) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (15) 

 
F1 score =

2 × (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (16) 

 G-mean = √𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 × 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (17) 

 Specificity =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (18) 

 MCC =
(𝑇𝑁 × 𝑇𝑃) − (𝐹𝑃 × 𝐹𝑁)

√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 (19) 

 
𝑘𝑎𝑝𝑝𝑎 =

𝑝𝑎 − 𝑝𝑒

1 − 𝑝𝑒

= 1 −
1 − 𝑝𝑎

1 − 𝑝𝑒

 (20) 
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𝑝𝑒 =
(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁) + (𝐹𝑁 + 𝑇𝑃)(𝐹𝑃 + 𝑇𝑃)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)2
 

- ค่าพื ้นที ่ใต้กราฟ Receiver operating characteristic 
curve (AUROC) กราฟ ROC [25] คือกราฟที ่พล็อต
ระหว่างอัตราผลบวกจริง (True Positive Rate : TPR) 
และ อัตราผลบวกเท็จ (False Positive Rate : FPR) 
แสดงดังรูปที่ 4 

 

 
 

รูปที่ 4 : กราฟ ROC 
 

โดยที่ TPR คือ ค่าความไว และ FPR สามารถค านวณได้ดังนี ้

FPR =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

- ค่าพื ้นที ่ใต ้กราฟ Precision-Recall curve (AUPRC) 
กราฟ PR [26] คือกราฟท่ีพล็อตระหว่างค่าความแมน่ย า
และค่าความระลึก แสดงดังรูปที่ 5 

 

 
 

รูปที่ 5: กราฟ PR 
 

3.7) K-fold Cross Validation 
 เป็นวิธีที่นิยมในการใช้ทดสอบประสิทธิภาพของตัวแบบ ซึ่ง
มักจะใช้ร่วมกับการฝึกสอนตัวแบบการเรียนรู้ของเครื่อง โดยจะ
แบ่งข้อมูลชุดฝึกสอนออกเป็น k ส่วน ซึ่งแต่ละส่วนจะมีจ านวน

ข้อมูลที่เท่ากัน หลังจากนั้นข้อมูลหนึ่งส่วนจะใช้เป็นตัวทดสอบ
ประสิทธิภาพของโมเดลและท าวนไปเช่นนี้จนครบจ านวนที่แบ่ง
ไว ้[27] 
 

4) วิธีด าเนินการวิจัย 
4.1) ชุดข้อมูลที่ใช้ในงานวิจัย  
 ในงานวิจัยนี้เลือกใช้ข้อมูลจ านวน 12 ชุดข้อมูล ซึ่งเป็นชุด
ข้อมูลที่ตัวแปรตามแบ่งเป็นสองคลาส (Binary class) และค่า
อัตราส่วนความไม่สมดุล (IR) มีค่าที่แตกต่างกัน ซึ่งจะเรียงชุด
ข้อมูลตาม IR จากน้อยไปมากดังแสดงในตารางที่ 1 โดยชุดข้อมลู
เหล่านี้น ามาจากฐานข้อมูล KEEL [28] และ imbalanced-learn 
[29] ซึ่งเป็นฐานข้อมูลที่ได้รับความนิยมและมีความน่าเชื่อถือสูง
เพราะงานวิจัยโดยส่วนใหญ่นิยมน าข้อมูลจากฐานข้อมูลนี้ไปใช้
ทดสอบประสิทธิภาพของตัวแบบหรือขั ้นตอนวิธีที ่ได้ถูกสร้าง
ขึ้นมาใหม่ ซึ่งจากตารางที่ 1 จะเห็นได้ว่าข้อมูลทั้ง 12 ชุดที่เลือก
น ามาใช้ในงานวิจัยนี้ มีความหลากหลายทั้งทางด้านของจ านวน
คุณลักษณะ ขนาดข้อมูล ขนาดข้อมูลกลุ่มน้อย ขนาดขอ้มูลกลุ่ม
มาก และ ค่าอัตราส่วนความไม่สมดุล (IR) 

 
ตารางที่ 1: รายละเอยีดชุดข้อมูลที่ใช้ในงานวิจัย 

ชื่อชุดข้อมูล 
จ านวน
คุณ- 

ลักษณะ 

ขนาด
ข้อมูล 

ขนาด
ข้อมูล
กลุ่ม
น้อย 

ขนาด
ข้อมูล
กลุ่ม
มาก 

IR 

glass1 9 214 76 138 1.82 

Iris0 4 150 50 100 2.00 

glass-0-1-2-
3_VS_4-5-6 

9 214 51 163 3.20 

ecoli2 7 336 52 284 5.46 

glass6 9 214 29 185 6.38 

ecoli 7 336 35 301 8.60 

pen_digits 16 10,992 1,055 9,937 9.42 

abalone 10 4,177 391 3,786 9.68 

Libras_move 90 360 24 336 14.00 

solar_flare_m0 32 1,389 68 1,321 19.43 

yeast_me2 8 1,484 51 1,433 28.10 

mammography 6 11,183 260 10,923 42.01 
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4.2) วิธีการท างานของขั้นตอนวิธีท่ีน าเสนอ  
 เราได้น าเสนอการประยุกต์รวมการท างานของขั้นตอนวิธีการ
หาค่าเหมาะสมที่สุดแบบไบนารีวาฬ และ ขั้นตอนวิธีเคเพื่อนบ้าน
ใกล้ที่สุดเพื่อแก้ปัญหาข้อมูลไม่สมดุล โดยขั้นตอนวิธีที่น าเสนอนี้
จะอิงวิธีการสุ่มตัวอย่างลด ซึ่งวิธีการท างานของขั้นตอนวิธีที่
เสนอสามารถอธิบายได้ดังต่อไปนี้ 

ให้ 𝐷 เป็นเซตของข้อมูลฝึกสอน จากนั้นแบ่งเซต 𝐷 ออก 
เป็น 2 เซต คือ 𝐷−เป็นเซตของคลาสกลุ่มมาก และ 𝐷+แทน
เซตของคลาสกลุ ่มน้อย และให้ 𝑑 = |𝐷−| แทนจ านวนของ
ตัวอย่างในคลาสกลุ่มมาก และ 𝑛+ = |𝐷+| แทนจ านวนของ
ตัวอย่างในคลาสกลุ่มน้อย 

วัตถุประสงค์ของงานวิจัยนี้คือ ต้องการสุ่มตัวอย่างลดข้อมูล
คลาสกลุ ่มมาก โดยเราต้องการหาเซตย่อย 𝐷𝑟𝑒𝑑

− ⊂ 𝐷−ซึ่ง 
|𝐷𝑟𝑒𝑑

− | ≈ |𝐷+| ในขณะเดียวกันเซตย่อยที่ถูกเลือกนี้จะถูกน า 

มาเป็นข้อมูลในการสร้างตัวแบบ ซึ ่งตอนนี้ 𝐷𝑟𝑒𝑑
− ∪ 𝐷+ จะ

กลายเป็นข้อมูลชุดฝึกสอนแล้ว และฟังก์ชันวัตถุประสงค์ คือ 

โดยที่  𝐴 ⊆ 𝐷− เป ็นเซตย ่อยของคลาสกล ุ ่มมาก , 𝑛− =

𝑛−(𝐴) = |𝐴| เป็นจ านวนของกลุ่มตัวอย่างที่อยู่ใน 𝐴, 𝛽 เป็น
พารามิเตอร์ที่ไม่ติดลบ ซึ่งเปรียบเสมือนกับค่า Penalty หาก
เลือกเซตย่อยที่มีจ านวนของตัวอย่างไม่เท่ากับจ านวนของคลาส
กลุ่มน้อย ก าหนดให้ ค่า F1 score, AUROC และ Sensitivity 
จะเป็นค่าที่ได้จากการท า 10-fold cross validation ที่ใช้ข้อมูล
ฝึกสอน 𝐴 ∪ 𝐷+ เรียบร้อยแล้ว 
 ฟังก์ชันวัตถุประสงค์ที่เราได้สร้างขึ้นมานั้น เราได้ฟังก์ชัน 

𝑓 : 2𝐷−
→ [0,∞) 

นิยามบนเซตก าลัง 2𝐷−ของเซต 𝐷− (ซึ่งเป็นโอกาสของการเกิด
เซตย่อยทั้งหมดที่เป็นไปจากการเลอืกเซตยอ่ยจากคลาสกลุม่มาก 
และส่งไปยังเซต [0,∞)) ซึ ่งเราต้องการหาเซตย่อยที ่ท าให้
ฟังก์ชันนี้มีค่าต ่าที่สุด  
 จากฟังก์ชันวัตถุประสงค์เราต้องการเลือกเซตย่อยออกมา
จากคลาสกลุ่มมาก และเรามี 𝐷− = {𝒙1, … , 𝒙𝑑} เป็นกลุ่มตัว 
อย่างของคลาสกลุ่มมาก โดยเราจะก าหนดฟังก์ชันที่มีคุณสมบตัิ
เป็นฟังก์ชันหนึ่งต่อหนึ่งคือ 

𝜙 :{ 0,1}𝑑 → 2𝐷−
 

ซึ่งนิยามโดย 

𝜙(𝑋 ) = {𝒙𝑖 ∈ 𝐷− : 𝑋⃗⃗⃗⃗ (𝑖) = 1} (𝑖 = 1, . . . , 𝑑) 

โดยเงื่อนไขในการเลือกเซตย่อย คือ เมื่อพบว่าองค์ประกอบของ

X
r

ณ ดัชนีที่ 𝑖 ใด ๆ ที่มีค่าเท่ากับ 1 จะถูกก าหนดให้ไปเลือก
ตัวอย่างตัวที่ 𝑖 ใน𝐷−มาเป็นเซตย่อยของคลาสกลุ่มมาก และจะ
ได้ฟังก์ชันประกอบ คือ 

𝑓 ∘ 𝜙 :{ 0,1}𝑑 → [0,∞) 
ซึ่งจะเป็นฟังก์ชันประกอบที ่เราต้องการที่จะหาค่าต ่าสุด 

เนื ่องจากโดเมนของฟังก์ชันประกอบนี้เป็นปริภูมิของไบนารี
เวกเตอร์ ด้วยคุณสมบัตินี้ท าให้สามารถน าขั้นตอนวิธีการหาค่า
เหมาะสมที่สุดแบบไบนารีวาฬเข้ามาช่วยหาค่าที่ต ่าที ่สุดของ
ฟังก์ชันวัตถุประสงค์ 𝑓 ∘ 𝜙 และตัวแบบที่เราใช้ในการประเมิน
ค่าฟังก์ชันวัตถุประสงค์จะเป็นตัวแบบที่เข้าใจง่ายและไม่ซับซอ้น
นั้นคือ เคเพื่อนบ้านใกล้ที่สุด ซึ่งได้ก าหนดพารามิเตอร์ 𝐾 = 1 

เพื่อลดความซับซ้อนของการท างานและเวลาในการค านวณ  
 
4.3) การทดสอบประสิทธิภาพของขั้นตอนวิธีท่ีเสนอ 
 ขั้นตอนการทดสอบประสิทธิภาพมีดังต่อไปนี้ 

1. ในแต่ละชุดข้อมูล (12 ชุดข้อมูล) จะถูกแบ่งออกเป็น 2 
ชุด คือ ข้อมูลชุดฝึกสอน (training set) และ ข้อมูลชุด
ทดสอบ (testing set) ในอัตราส่วน 80:20 ซึ่งการแบ่ง
ในครั้งนี้อัตราส่วนความไม่สมดุลระหว่างสองคลาสของ
ข้อมูลชุดฝึกสอนและข้อมูลชุดทดสอบยังคงมีความ
ใกล้เคียงกับข้อมูลต้นฉบับ 

2. ข้อมูลชุดฝึกสอนแต่ละชุดจะถูกแบ่งออกเป็น 2 กลุ่ม คือ 
คลาสกลุ่มมาก 𝐷− และคลาสกลุ่มน้อย 𝐷+ 

3. ท าการสุ่มตัวอย่างลดข้อมูลคลาสกลุ่มมาก 𝐷𝑟𝑒𝑑
−  โดยใช้

ขั้นตอนวิธีทั้ง 4 วิธี ได้แก่ ขั้นตอนวิธีที่น าเสนอ การลด
จ านวนตัวอย่างข้อมูลแบบสุ่ม คลัสเตอร์เซนทรอยด์ และ 
เนียร์มิส ในขณะที่ข้อมูลคลาสกลุ่มน้อยยังคงไว้เหมือนเดิม 
ในกรณีของขั้นตอนวิธีที่น าเสนอ เราต้องการหาไบนารี
เวกเตอร์ 𝑋∗⃗⃗ ⃗⃗  ของ 𝑓 ∘ 𝜙 ซึ่งเซตย่อยของคลาสกลุ่มมาก 
คือ 𝐷𝑟𝑒𝑑

− = {𝒙𝑖 ∈ 𝐷− : 𝑋⃗⃗⃗⃗ ∗ (𝑖) = 1} เราได้ก าหนด
จ านวนผลเฉลยเท่ากับ 20 ผลเฉลย (𝑚 = 20) และ
ก าหนด 𝛽 เท่ากับ 100 และเงื ่อนไขในการหยุดการ
ท างานของขั้นตอนวิธีท่ีน าเสนอ คือ  
• หากค่าของฟังก์ชันวัตถุประสงค์เท่ากับศูนย์ 
• หากค่าของฟังก์ชันวัตถุประสงค์ที ่ดีที ่สุดไม่มีการ

เปลี่ยนแปลงภายใน 350 รอบการวนซ ้า 

𝑓 = 𝑓(𝐴) : = (1 − F1 score)2 + (1 − AUROC)2 
                        +(1 − 𝑆ensitivity)2 + 𝛽(𝑛− − 𝑛+)2 (21) 
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• หากครบรอบการวนซ ้าสูงสุด คือ 1,000 รอบการวน
ซ ้า 

4. น าข้อมูลฝึกสอน 𝐷𝑟𝑒𝑑
− ∪ 𝐷+ ที่ผ่านการสุ่มตัวอย่างลด

ในแต่ละขั้นตอนวิธี มาสร้างตัวแบบด้วยเทคนิคซัพพอร์ต
เวกเตอร ์แมชชีน โดยใช้ 10-fold cross validation 
ส าหรับการหาค่าพารามิเตอร์ที่เหมาะสมที่สุด และใช้ F1 
score เป็นตัววัดประสิทธิภาพ 

5. ประเมินประสิทธิภาพด้วยข้อมูลชุดทดสอบ และวัดผล
ของตัววัดประสิทธิภาพต่าง ๆ ที่ได้กล่าวในหัวข้อ 3.6 

การท างานโดยภาพรวมของงานวิจัยนี้ แสดงแผนผังการท างาน
ดังรูปที่ 6 
 

 
 

รูปที่ 6 : กระบวนการท างานโดยภาพรวม 
 

5) ผลการวิจัย 
 การหาเซตย่อยของคลาสกลุ่มมากที่เป็นตัวแทนที่เหมาะสม
ที่สุดด้วยขั้นตอนวิธีที่น าเสนอ สามารถแสดงออกมาในรูปแบบ

ของกราฟการลู่เข้าของฟังก์ชันวัตถุประสงค์ของแต่ละชุดข้อมูล 
ซึ่งสามารถแสดงดังตารางที่ 2 โดยที่ แกน X และ Y ของกราฟ 
คือ ค่าวัตถุประสงค์และรอบการวนซ ้า ตามล าดับ ซึ่งจากตารางที่ 2 
จะเห็นได้ว่า แต่ละชุดข้อมูลจะมีค่าฟังก์ชันวัตถุประสงค์ที่แตกต่าง
กันออกไป อีกทั้งยังมีรอบการวนซ ้าที่หยุดท างานที่แตกต่างกัน
ด้วย 

ผลการวิจัยพบว่าเมื่อน าข้อมูลที่ไม่ได้ผ่านการท าสมดุลข้อมูล
และข้อมูลที่ผ่านการท าสมดุลข้อมูลด้วยขั้นตอนวิธีท่ีน าเสนอและ
ขั้นตอนวิธีอื่นอีก 3 วิธี ได้แก่ การลดจ านวนตัวอย่างข้อมูลแบบ
สุ่ม คลัสเตอร์เซนทรอยด์ และ เนียร์มิส ผลลัพธ์จากการน าชุด
ข้อมูลทดสอบมาทดสอบผ่านตัวแบบซัพพอร์ตเวกเตอร์แมชชีนท่ี
ได้หาค่าพารามิเตอร์อย่างเหมาะสมจากข้อมูลชุดฝึกสอน
เรียบร้อยแล้ว ผลลัพธ์ของตัววัดประสิทธิภาพต่าง ๆ ในแต่ละชุด
ข้อมูล (12 ชุดข้อมูล) จะถูกน ามาหาค่าเฉลี่ยเลขคณิตซึ่งจะแสดง
ดังตารางที่ 3 และได้ก าหนดตัวย่อที่อยู่บนหัวตารางที่ 3 ให้มี
ความหมายดังต่อไปนี้ 

- None หมายถึง การใส่ข้อมลูต้นฉบับลงไปโดยไม่มีการ
ท าสมดลุข้อมูล  

- CC หมายถึง วิธีการสุม่แบบคลสัเตอร์เซนทรอยด์  
- NM หมายถึง วิธีเนียร์มิส 
- RUS หมายถึง วิธีการลดจ านวนตวัอย่างข้อมูลแบบสุ่ม 
- PA หมายถึง ข้ันตอนวิธีท่ีรวมการท างานของขั้นตอน

วิธีการหาค่าเหมาะสมทีสุ่ดแบบไบนารีวาฬ และ 
ขั้นตอนวิธีเคเพื่อนบ้านใกล้ที่สดุ(ขั้นตอนวิธีที่น าเสนอ) 

 
6) สรุปและอภิปรายผล 

โดยปกติแล้วถ้าเราน าข้อมูลที่ไม่สมดุลมาสร้างตัวแบบทันที
จะท าให้ได้ผลลัพธ์ของการท านายมีค่า Accuracy ที่สูงมากและ
ส่งผลให้ Precision สูงตามไปด้วย แต่ในขณะเดียวกันจะเห็นได้
ว่าค่า Sensitivity มีค่าที่ต ่ามาก นั้นหมายความว่า ตัวแบบซัพ
พอร์ตเวกเตอร์แมชชีนที ่ถูกสร้างจากข้อมูลไม่สมดุลนั ้นไม่
สามารถท านายคลาสกลุ่มน้อยได้ดีเท่าที่ควร จากผลลัพธ์ของ
ประสิทธิภาพการท างานของขั้นตอนวิธีที่น าเสนอข้างต้น จะเห็น
ได้ชัดเจน ว่าข้ันตอนวิธีท่ีเสนอมีค่าเฉลี่ยของตัววัดประสิทธิภาพที่
ค่อนข้างสูงหลายตัววัด โดยตัววัดที่มีค่าเฉลี่ยสูงสุดมาเป็นอันดับ
หนึ ่ง คือ G-mean, AUROC, AUPRC, Sensitivity และ MCC 
ตัววัดที่มีค่าเฉลี่ยสูงสุดอับดับที่สอง คือ Accuracy, F1 score, 
Precision และ kappa ที่เป็นเช่นนี้เพราะขั้นตอนวิธีที่น าเสนอมี
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การเลือกชุดข้อมูลกลุ่มย่อยที่เป็นตัวแทนที่ดีของคลาสข้อมูลกลุ่ม
มากโดยอิงการเลือกจากฟังก์ชันวัตถุประสงค์ ซึ ่งฟังก ์ชัน
วัตถุประสงค์จะเป็นตัวบ่งบอกว่าชุดข้อมูลกลุ่มย่อยที่เลือกมาดี
มากน้อยเพียงใด ซึ่งในการท างานได้ท าการหาชุดข้อมูลกลุ่มย่อย
ที ่ท าให้ค่าฟังก์ชันวัตถุประสงค์มีค่าต ่าที ่ส ุดเท่าที ่เป็นไปได้ 
ผลลัพธ์คือ กลุ่มข้อมูลย่อยนั้นจะมีขนาดของคลาสข้อมูลกลุ่ม
น้อยและคลาสข้อมูลกลุ่มมากใหม่ที่มขีนาดที่ใกล้เคียงกันมาก อีก
ทั้งค่าของ F1 score,  AUROC และ Sensitivity ก็จะดีตามไป
ด้วย ซึ่งกระบวนการท างานจะแตกต่างกับวิธีการสุ่มตัวอย่างลด
อีก 3 วิธี โดยวิธีการลดจ านวนตัวอย่างข้อมูลแบบสุ่มจะเน้นไปที่
การสุ่มตัวอย่างแบบไม่มีเป้าหมายหรือฟังก์ชันวัตถุประสงค์ 
วิธีคลัสเตอร์เซนทรอยด์จะเน้นไปที่การหาจุดกึ่งกลางของกลุ่ม
เพื่อเป็นตัวแทนของคลาสข้อมูลกลุ่มมาก และ วิธีเนียร์มิสจะเน้น
การหาระยะระหว่างจุดข้อมูลเพื่อหาชุดข้อมูลย่อยของคลาส
ข้อมูลกลุ่มมาก 
 สรุปแล้วขั้นตอนวิธีที่น าเสนอที่เกิดจากการรวมการท างาน
ของขั้นตอนวิธีการหาค่าเหมาะสมที่สุดแบบไบนารีวาฬ และ 
ขั้นตอนวิธีเคเพื่อนบ้านใกล้ที่สุด มีประสิทธิภาพในการแก้ปญัหา
ข้อมูลไม่สมดุลจากข้อมูล 12 ชุดข้อมูลที่เหนือกว่าขั้นตอนวิธีอื่น
ที่น ามาเปรียบเทียบอีก 3 วิธี ได้แก่ การลดจ านวนตัวอย่างข้อมูล
แบบสุ่ม คลัสเตอร์เซนทรอยด์ และ เนียร์มิส 
 

7) ข้อเสนอแนะ 
 1. ขั้นตอนวิธีที่น าเสนอได้ใช้เทคนิคเคเพื่อนบ้านใกล้ที่สุดใน
การประเมินค่าของฟังก์ชันวัตถุประสงค์ ในการพัฒนาต่อไป
อาจจะเปลี ่ยนเทคนิคการเรียนรู ้ของเครื ่องเป็นวิธ ีอ ื ่น  ที ่มี
ประสิทธิภาพมากกว่านี้ได้ ถึงอย่างไรก็ตามควรค านึงถึงการ
ก าหนดค่าพารามิเตอร์ของตัวแบบให้เหมาะสม หากตัวแบบมี
ความซับซ้อนมากก็จะท าให้การก าหนดพารามิเตอร์มีความยาก
และท้าทายตามไปด้วย 
 2. สามารถประยุกต์ใช้เทคนิคการเรียนรู้ของเครื่องแบบอ่ืน ๆ 
เพื่อประเมินประสิทธิภาพของขั้นตอนวิธีที่น าเสนอ ซึ่งการท า
เช่นนี้จะท าให้เห็นว่า ข้ันตอนวิธีท่ีน าเสนอนนั้นสามารถใช้ร่วมกับ
เทคนิคการเรียนรู้ของเครื่องแบบใดถึงท าให้เกิดประสิทธิภาพ
สูงสุด อย่างไรก็ตามประสิทธิภาพของขั้นตอนวิธีก็ขึ้นอยู่กับชุด
ข้อมูลที่น ามาใช้ด้วยเช่นกัน 
 
 

ตารางที่ 2 : ค่าวัตถุประสงค์ที่ดีที่สุดจากขั้นตอนวธิีที่น าเสนอ 

ชื่อชุดข้อมูล 
กราฟลักษณะการลู่เข้าของ

ค่าวัตถุประสงค ์

ค่าวัตถุประสงค ์
ที่ดีที่สุด 

(รอบที่หยุด 
การท างาน) 

glass1 

 

0.0047557 
(631) 

Iris0 **หยุดตั้งแตร่อบการวนซ ้าแรก 
0.0000000 

(1) 

glass-0-1-2-
3_VS_4-5-6 

 

0.0006235 
(369) 

ecoli2 

 

0.0157653 
(423) 

glass6 

 

0.0000000 
(332) 

ecoli 

 

0.0017889 
(410) 

pen_digits 

 

0.0000189 
(814) 

abalone 

 

0.1069821 
(993) 

libras_move 

 

0.0000000 
(35) 

solar_flare_m0 

 

0.1135251 
(779) 

yeast_me2 

 

0.0074181 
(884) 

mammography 

 

0.0453169 
(462) 
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ตารางที่ 3: ค่าเฉลี่ยของตัววัดประสิทธภิาพ 

ตัววัด
ประสิทธภิาพ 

วิธีการสุ่มตัวอย่างลด 

None CC NM RUS PA 

Accuracy 
0.9430 
(0.0616) 

0.8192 
(0.1557) 

0.6915 
(0.2892) 

0.8391 
(0.1420) 

0.8596 
(0.1321) 

F1 score 
0.6370 
(0.3680) 

0.5957 
(0.3147) 

0.5047 
(0.3369) 

0.5996 
(0.2773) 

0.6255 
(0.2962) 

G-mean 
0.6939 
(0.3670) 

0.8552 
(0.1155) 

0.7459 
(0.2336) 

0.8711 
(0.1186) 

0.8941 
(0.1042) 

AUROC 
0.8673 
(0.1348) 

0.8992 
(0.0980) 

0.7962 
(0.2369) 

0.9171 
(0.1030) 

0.9363 
(0.0812) 

AUPRC 
0.6807 
(0.3338) 

0.6708 
(0.3093) 

0.5739 
(0.3845) 

0.6554 
(0.3155) 

0.6978 
(0.3283) 

Sensitivity 
0.6250 
(0.3798) 

0.9126 
(0.1008) 

0.8639 
(0.1694) 

0.9239 
(0.0846) 

0.9444 
(0.0765) 

Precision 
0.6685 
(0.3662) 

0.5240 
(0.3539) 

0.4236 
(0.3463) 

0.4973 
(0.3046) 

0.5271 
(0.3289) 

MCC 
0.6119 
(0.3674) 

0.5741 
(0.3025) 

0.4279 
(0.4046) 

0.5769 
(0.2711) 

0.6204 
(0.2783) 

kappa 
0.6072 
(0.3676) 

0.5233 
(0.3449) 

0.4069 
(0.3792) 

0.5253 
(0.3089) 

0.5695 
(0.3194) 

หมายเหตุ : ตัวหนาขีดเส้นใต้และตัวธรรมดาขีดเส้นใต้ คือ ขั้นตอนวิธีที่มีค่า
ของตัววัดประสิทธิภาพสูงสุดอันดับที่ 1 และ 2 ตามล าดับ และค่าที่อยู่ใน
วงเล็บ คือ ค่าส่วนเบี่ยงเบนมาตรฐาน 
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บทคัดยอ 

ปจจุบันภัยคุกคามทางไซเบอรไดสงผลกระทบเปนวงกวางตอหนวยงานดานความม่ันคงของประเทศ จึงมีความจําเปนอยางยิ่งที่

จะตองมีระบบตรวจหาการบุกรุกทางไซเบอร หน่ึงในปจจัยที่สงผลตอประสิทธิภาพของการตรวจหาการบุกรุก คือ ตองมีการรวบรวม

ขอมูลภัยคุกคามทางไซเบอรหรือมีชุดขอมูลภัยคุกคามทางไซเบอรภายในหนวยงานสําหรับใชในการฝกสอน และพัฒนาโมเดลภัยคุกคาม

และการตรวจหาการบุกรุกทางไซเบอร ดังน้ัน งานวิจัยน้ีจึงมีวัตถุประสงคเพื่อทําการศึกษา รวบรวม และ วิเคราะหภัยคุกคามทาง 

ไซเบอรภายในกองทัพอากาศ และพัฒนาโมเดลภัยคุกคามทางไซเบอรโดยใชเทคนิคการเรียนรูของเครื่อง จากน้ันจึงทําการประเมิน

โมเดลเพื่อหาคาความแมนที่มีตอการตรวจหาภัยคุกคามทางไซเบอรภายในกองทัพอากาศ โดยใชเครื่องมือที่ช่ือ RapidMiner Studio 

ในการวิเคราะห ทั้งน้ี ผูวิจัยไดใช 5 โมเดล ไดแก Naïve Bayes, Decision Tree, Random Forest, Gradient Boosted Trees และ 

Support Vector Machines ผูวิจัยใชชุดขอมูลภัยคุกคามทางไซเบอรภายในกองทัพอากาศซ่ึงประกอบดวยการโจมตีภายในเครือขาย

ของกองทัพอากาศ ซ่ึงมีภัยคุกคามหลักจากมัลแวร (malware) หรือซอฟตแวรประสงคราย จํานวน 7 ประเภท รวมการโจมตีทั้งส้ิน 

38,641 ขอมูล โดยขอมูลดังกลาวเปนขอมูลการจราจรทางคอมพิวเตอร (traffic log) ซ่ึงใชเปนขอมูลนําเขาในการฝกสอนโมเดล เม่ือทํา

การทดลองและเปรียบเทียบผลการวิเคราะหโมเดลทั้งหมดแลวจึงทําการคัดเลือกโมเดล Naïve Bayes และ Random Forest นํามา

ประกอบกันเพื่อปรับปรุงโมเดลใหมีประสิทธิภาพมากขึ้น ซ่ึงพบวาโมเดลแบบผสมน้ี ใหคาความแมน (accuracy) มากถึง 98.01% คา

ความเที่ยง (Precision) 96.07% คาความระลึก (Recall) 98.17% และคาเฉล่ีย F1 (F1 Score) 97.04% 

 

คําสําคัญ :  ความแมน  ภัยคุกคามทางไซเบอร  ระบบตรวจหาการบุกรุก  การเรียนรูของเครื่อง 
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Abstract 

Current cyber threats have a wide impact on security agencies. Therefore, it is absolutely necessary to have an 

intrusion detection system. One of the factors that affect the efficiency of an intrusion detection is that the Royal 

Thai Air Force (RTAF) must have his own cyber threat dataset used in training and develop the model. Therefore, 

the purposes of this research were to present studying, collecting and analyzing of cyber threats within the RTAF 

in order to respond to cyber threats and to develop a cyber threats model by using machine learning techniques 

imported into the process of valuing accuracy of cyber threat detection within the RTAF by using RapidMiner Studio 

to analyze with five models: Naïve Bayes, Decision Tree, Random Forest, Gradient Boosted Trees and Support 

Vector Machines. The researchers used the cyber threat data set which consists of attacks within the RTAF network 

in which the main threats were caused by 7-type malicious softwares, totaling 38,642 attacks, each contains 

computer traffic data (Traffic Log) used as the training data for the model. The Naïve Bayes and Random Forest 

models were chosen to increase efficiency. Both models gave the highest accuracy of 98.01% and a detailed 

assessment of the mixed model (Hybrid) gave the accuracy of 98.01 %, the precision of 96.07%, the recall of 

98.17 % and the mean (F1 Score) of 97.04 %. 

 

Keywords:  Accuracy, Cyber threat, Intrusion detection systems, Machine learning 
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1) บทนํา 

ในยุคปจจุบันความกาวหนาทางเทคโนโลยีเครือขายโดยเฉพาะ

อินเทอรเน็ต ทําใหเกิดภัยคุกคามรูปแบบใหมน้ันคือ ภัยคุกคาม

ทางไซเบอร (cyber threat) ที่ นับวันจะทวีความรุนแรงขึ้น

ตามลําดับ ทําใหหนวยงานที่เปนโครงสรางพื้นฐานสําคัญทาง

สารสนเทศ (Critical Information Infrastructure : CII) รวมถึง

กองทัพอากาศ ไดรับผลกระทบจากภัยคุกคามทางไซเบอรอยาง

หลีกเล่ียงไมได การบุกรุกระบบเครือขายปจจุบันมีจํานวนเพิ่ม

มากขึ้น รวมทั้งมีวิธีการหลบเล่ียงการตรวจหาการบุกรุกจาก

เครื่องมือตาง ๆ และความหลากหลายของรูปแบบการโจมตีที่

ซับซอนขึ้น ซ่ึงสวนมากมาจากการขยายตัวอยางรวดเร็วในการ

ประยุกตใชเครือขายคอมพิวเตอรและอินเทอรเน็ตในองคกรหรือ

กองทัพอากาศในการทําธุรกรรมตาง ๆ เชน ดานการเงิน ดาน

สาธารณูปโภค ดานการส่ือสาร จึงทําใหระบบวิเคราะหและ

ตรวจหา จําเปนตองพัฒนาตามไปดวย จึงมีความจําเปนอยางยิ่ง

ที่ตองมีการบริหารจัดการขอมูลภัยคุกคามทางไซเบอร เพื่อไมให

เกิดปญหาความเส่ียงที่สงผลกระทบรายแรงและปองกันการถูก

โจมตีจากภัยคุกคามทางไซเบอร 

กองทัพอากาศจึงไดใหความสําคัญ ดานความม่ันคงปลอดภัย

ไซเบอร (cybersecurity) เปนอยางมากโดยสามารถเห็นไดจาก

แผนยุทธศาสตรกองทัพอากาศ 20 ป (พ.ศ.2560 – 2579)  

ในสวนของมิติไซเบอร (cyber domain) กองทัพอากาศไดเล็ง 

เห็นถึงเทคโนโลยีสารสนเทศและการส่ือสารดานเครือขายและ

อินเทอรเน็ตน้ัน ไดรับการพัฒนาอยางรวดเร็ว ภัยคุกคามทางไซ

เบอรก็ไดมีการพัฒนาในรูปแบบที่หลากหลายและรุนแรงมาก

ยิ่งขึ้น จึงไดมีการนําระบบการตรวจหาการบุกรุก (Intrusion 

Detection System: IDS) [1]–[7] คือ ระบบในการตรวจสอบ

การใชงานคอมพิวเตอรและระบบเครือขายที่มีจุดประสงคราย 

(malicious information) ที่สงผลใหเกิดความเสียหายตอความ

ถูกตองของขอมูล ความสามารถในการใหบริการของระบบ หรือ

ความนาเช่ือถือขององคกร ระบบตรวจหาการบุกรุกน้ันแบงออก

ไดเปนประเภท ดังน้ี 1) ระบบการตรวจสอบการบุกรุกประเภท

โฮสตเบส (Host-based IDS) คือระบบตรวจจับการบุกรุกที่ถูก

ติดตั้งลงบนระบบคอมพิวเตอรเพื่อตรวจสอบขอมูลทั้งเขาและ

ออกจากคอมพิวเตอร ตรวจหาการทํางานของกระบวนการ เพื่อ

แจงเตือนและบันทึกขอมูลการจราจรทางคอมพิวเตอร (traffic 

log) [8] เม่ือเกิดการบุกรุก หรือ ภัยคุกคาม 2) ระบบตรวจจับ

การบุกรุกเครือขาย (Network-based IDS) คือระบบตรวจจับ

การบุกรุกภายในเครือขายวามีการใชงานเครือขายที่เปนการ

ประสงครายหรือไม โดยการตรวจจับการบุกรุกประเภทน้ีจะ

ตรวจขอมูลการจราจรทางคอมพิวเตอรภายในระบบเครือขายที่

สงไปมา เพื่อมาตรวจสอบคนหารูปแบบที่นาสงสัย และแจงเตือน

ในการระงับการบุกรุกน้ัน 

จากการตรวจหาภัยคุกคามทางไซเบอรผานระบบการตรวจหา

การบุกรุกทางไซเบอร ทางผูวิจัยไดนําชุดขอมูลที่ไดจากการ

รวบรวมชุดขอมูลภัยคุกคามทางไซเบอรภายในกองทัพอากาศ 

มาจัดทําเปนชุดขอมูล (dataset) เพื่อนํามาทําการตรวจสอบหา

คาความแมนภัยคุกคามทางไซเบอร ผานเทคโนโลยีการเรียนรู

ของเครื่อง (machine learning) ซ่ึงก็คือรูปแบบหน่ึงของการ

วิเคราะหขอมูลที่ดําเนินการวิเคราะหดวยโมเดลการเรียนรูของ

เครื่องที่ตั้งอยูบนรากฐานแนวคิดที่วา ระบบน้ันสามารถที่จะ

เรียนรูและมีปฏิสัมพันธกับชุดขอมูลตาง ๆ รวมถึงสามารถระบุ 

และทราบรูปภัยคุกคามที่เกิดขึ้นได และนําไปสูการตัดสินใจ 

เทคโนโลยีการเรียนรูของเครื่อง [2], [4] น้ัน สามารถถูกแบง

ออกเปนการเรียนรูไดเปน 2 แบบ ดังน้ี 1) การเรียนรูแบบมีผูสอน 

(supervised learning) คือการเรียนรู โดยมีชุดขอมูลที่ทําให

คอมพิวเตอรรูจักขอมูลที่นําเขาไป เม่ือใสขอมูลเขาไปจะทําการ

แบงชุดขอมูลออกเปน 2 ชุด (split test) คือ ชุดขอมูลสําหรับ

ฝกสอนหรือขอมูลชุดเรียนรู (training set) และชุดขอมูลทดสอบ 

(testing set) เพื่อใหคอมพิวเตอรแยกแยะตามประเภทขอมูล 

หลังจากน้ันเราก็นําขอมูลมาใหคอมพิวเตอรตรวจสอบ แลวให

ตอบบอกวาคืออะไร คอมพิวเตอรก็ตรวจจากประเภทขอมูลใสไป

ให และสามารถนําเขากระบวนการทํานายผล (prediction) 

ตอไป 2) การเรียนรูแบบไมมีผูสอน (unsupervised learning) 

จะตรงขามกับการเรียนรูแบบมีผูสอน คือไมมีขอมูลมาฝกสอน 

แตตองแยกแยะขอมูลเองโดยใชขอมูลที่ซํ้ากันมาใสรวมกันจนได

ผลลัพธออกมา โมเดลที่ใชกันคือ K Nearest Neighbour และ K 

Mean 

ในงานวิจัยช้ินน้ีผูวิจัยไดเลือกใชประเภทของการเรียนรูของ

เครื่องแบบการเรียนรูแบบมีผูสอน โดยการสรางชุดขอมูลฝกสอน

และนําชุดขอมูล โดยนําชุดขอมูลทดสอบนําเขากระบวนการ

ทํานายผล เพื่อหาคาความแมนการตรวจหาภัยคุกคามทางไซ

เบอรภายในกองทัพอากาศ โดยใชงานเครื่องมือที่ช่ือ RapidMiner 

Studio ใชโมเดล (model) ในการวิเคราะห 5 โมเดล ไดแก 

Naïve Bayes, Decision Tree, Random Forest, Gradient 

Boosted Trees และ Support Vector Machines เปนตน [9], 
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[10] โดยโปรแกรม Rapid Miner เปนชุดซอฟตแวรสําเร็จรูปที่

ศักยภาพสูงในการประยุกตใชงานดานวิทยาศาสตรขอมูล (data 

science) และสามารถใชสําหรับการเตรียมขอมูล การเรียนรูเครื่อง 

การเรียนรูเชิงลึก การทําเหมืองขอความ และการวิเคราะหการ

ทํานาย (predictive analysis) โดยเหตุผลสําคัญที่ผูวิจัยเลือกใช

เครื่องมือดังกลาว เพื่อเปนการเปดโอกาสใหผูปฏิบัติงานดานไซ

เบอรของกองทัพอากาศสามารถนําไปใชงานไดทันที และลด

ชองวางทางทักษะ (skill gap) ในการเตรียมเครื่องมือเพื่อรองรับ

ภัยคุกคามทางไซเบอรที่เกิดขึ้นอยางรวดเร็วและเกิดขึ้นอยาง

ตลอดเวลา 

 

2) วัตถุประสงคของการวิจัย 

1. เพื่อทําการศึกษา รวบรวม และวิเคราะหภัยคุกคามทาง 

ไซเบอรที่มีตอกองทัพอากาศ 

2. เพื่อพัฒนาโมเดลภัยคุกคามทางไซเบอรในกองทัพอากาศ

โดยใชเทคนิคการเรียนรูของเครื่อง 

 

3) วิธีดําเนินการวิจัย 

3.1) ภัยคุกคามทางไซเบอรภายในกองทัพอากาศ 

ผูวิจัยไดดําเนินการทําการศึกษารวบรวม และวิเคราะห 

ประเภทของภัยคุกคามทางไซเบอรภายในกองทัพอากาศผานการ

ตรวจสอบหลักฐานการโจมตีที่เกิดขึ้นจากชุดขอมูลการจราจร

ทางคอมพิวเตอร ซ่ึงกองทัพอากาศไดทําการเก็บรวบรวมขอมูล

จากชุดซอฟตแวร Deep Instinct [11] ซ่ึงถูกติดตั้งบนเครื่องลูก

ขายของกองทัพอากาศ ซ่ึงหนาที่รวบรวมขอมูลภัยคุกคาม โดย

ผลการวิเคราะหพบวา จากขอมูลการจราจรทางคอมพิวเตอรที่ใช

ระยะเวลาเก็บรวบรวมขอมูลในรอบ 1 ป (พ.ศ.2564) ในขั้นตน 

ตรวจพบภัยคุกคามทางไซเบอร จํานวน 7 ประเภท ดังแสดงใน

ตารางที่ 1 ประกอบดวย  

 - การโจมตีประเภท Backdoor 

 - การโจมตีประเภท Dropper 

 - การโจมตีประเภท Potentially Unwanted Applications 

(PUA) 

 - การโจมตีประเภท Ransomware 

 - การโจมตีประเภท Spyware 

 - การโจมตีประเภท Virus  

 - การโจมตีประเภท Worm 

 

ตารางที่ 1 : แสดงประเภทและจํานวนการโจมตทีางไซเบอรตอ

กองทัพอากาศซ่ึงถูกเก็บรวบรวมขอมูลผานซอฟตแวร Deep Instinct 

ในชวงป พ.ศ.2564 

ประเภทการโจมต ี จํานวน อัตราสวน 

Backdoors 2,083 5.39% 

Dropper 11,870 30.72% 

PUA 10,227 26.47% 

Ransomware 2,297 5.94% 

Spyware 3,821 9.89% 

Virus 7,461 19.31% 

Worm 882 2.28% 

รวมทั้งส้ิน 38,641 100.00% 

 

ซ่ึงการโจมตีทั้งหมดน้ัน ถือเปนการโจมตีที่อยูในประเภท

มัลแวร (malware) หรือซอฟตแวรประสงคราย (malicious 

software) ซ่ึงอาจกอใหเกิดความเสียหายตั้งแตระดับเล็กนอย

เชน กอใหเกิดความรําคาญตอผูใช ไปจนถึงเกิดความเสียหาย

ระดับรายแรง กลาวคือ อาจทําใหเปนชองทางในการเขามาจาร

กรรมขอมูลที่มีความสําคัญตอประเทศชาติ รวมถึงเปนชองทาง

ในการโจมตีเพื่อใหเกิดความเสียหายตอระบบงานดานยุทธการ

ของกองทัพ 

จากผลการศึกษาดังกลาว ทําใหทราบถึงประเภทภัยคุกคาม

ทางไซเบอรที่มีตอกองทัพอากาศ และเปนขอมูลพื้นฐานสําคัญใน

การพัฒนาโมเดลภัยคุกคามทางไซเบอรในกองทัพอากาศโดยใช

เทคนิคการเรียนรูของเครื่องตอไป 

 

3.2) พัฒนาโมเดลภัยคุกคามทางไซเบอรในกองทัพอากาศโดยใช

เทคนิคการเรียนรูของเครือ่ง 

หลังจากที่ผูวิจัยเริ่มตนจากการศึกษารวบรวม และวิเคราะห 

ประเภทของภยัคุกคามทางไซเบอรภายในกองทัพอากาศเรียบรอย

แลว ขั้นตอนตอไปจะเปนการนําขอมูลที่ไปเพื่อพัฒนาโมเดลภัย

คุกคามทางไซเบอรในกองทัพอากาศ โดยใชเทคนิคการเรียนรู

ของเครื่อง โดยผูวิจัยไดทําการทบทวนวรรณกรรมเพื่อศึกษา

งานวิจัยที่เก่ียวของกับการประยุกตการเรียนรูของเครื่อง ในการ

พัฒนาระบบตรวจหาการบุกรุก [2]–[7] รวมถึงการวิเคราะห

อัลกอริทึมประเภทตาง ๆ วามีขอดี-ขอเสียอยางไร [10], [12], 

[13] และปจจัยในการเพิ่มประสิทธิภาพของโมเดลอยางไร เพื่อ

นําขอมูลมาสรุปวิเคราะห และออกแบบพัฒนาโมเดลประเภท
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ปรับตัวดานภัยคุกคามทางไซเบอรไดอยางถูกตองโดยประกอบ 

ดวยขั้นตอนตาง ๆ [3], [14]–[16] แสดงดังรูปที่ 1 

 

 
 

รูปที่ 1 : ขั้นตอนการดาํเนินงานวิจัยและการออกแบบการทดลอง 5 ขั้นตอน [7] 

 

จากรูปที่ 1 สามารถอธิบายขั้นตอนการดําเนินการวิจัย และ

การออกแบบการทดลองไดดังตอไปน้ี 

3.2.1) ชุดขอมูล (Dataset) ในการพัฒนาโมเดลภัยคุกคาม

ทางไซเบอรในกองทัพอากาศโดยใชเทคนิคการเรียนรูของเครื่อง

ผูวิจัยไดดําเนินการนําผลการศึกษาภัยคุกคามทางไซเบอรภายใน

กองทัพอากาศ เพื่อนํามาพัฒนาโมเดลที่มีความเหมาะสมโดย

เริ่มตนในการเตรียมชุดขอมูลเพื่อฝกสอนโมเดล ซ่ึงในงานวิจัยน้ี

ไดจัดเตรียมชุดขอมูลดังรูปที่ 2 โดยมีขั้นตอนการรวบรวมดังน้ี  

1) ดักจับขอมูลการจราจรทางคอมพิวเตอร [8] จากอุปกรณ

ภายในกองทัพอากาศ 2) นําขอมูลการจราจรทางคอมพิวเตอร 

[8] เขาวิเคราะหระบบตรวจหาผูบุกรุก เพื่อเปนขอมูลตั้งตนใน

การเตรียมชุดขอมูล 3) ทําการจัดทําขอมูลใหเปนมาตรฐาน 

(normalization) 4) จําแนกขอมูลภัยคุกคาม (classification) 

จากขั้นตอนที่กลาวมาขางตนจึงไดชุดขอมูลเพื่อนํามาทําการ

ตรวจสอบหาคาความแมนภัยคุกคามทางไซเบอร [1], [12] 

 
 

รูปที่ 2 : ภาพรวมจัดเตรียมชุดขอมูล 

 

3.2.2) การเตรียมขอมูล (Data Preparation) เม่ือจัดเตรียม

ชุดขอมูลที่ไดจากการรวบรวมชุดขอมูลภัยคุกคามทางไซเบอร

ภายในกองทัพอากาศ จํานวน 38,642 ขอมูล แสดงผลฟเจอรที่

นํามาคํานวณจากชุดขอมูล [17] ดังตารางที่ 2 โดยใชงานโปรแกรม 

RapidMiner Studio [18], [19] สําหรับขั้นตอนการตรวจสอบ

และประเมินประสิทธิภาพ โดยเริ่มจากการนําขอมูลชุดฝกฝนเขา

สูโปรแกรมโดยกําหนดคุณลักษณะที่ตองการทํานายเปนฉลาก 

หรือปาย (label) ในที่น้ีไดระบุเปนในสวนประเภทของภัยคุกคาม

ทางไซเบอรที่อยูในฟเจอรที่ช่ือ Deep Classification 

 

ตารางที่ 2 : แสดงผลฟเจอรสําหรับชุดขอมูลภัยคุกคามทางไซเบอรภายใน

กองทัพอากาศ 

Feature Usage 

Status 
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ตารางที่ 2 : แสดงผลฟเจอรสําหรับชุดขอมูลภัยคุกคามทางไซเบอรภายใน

กองทัพอากาศ (9jv) 

Feature Usage 

MAC Address 
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จําแนกประเภท Decision Tree มักใชเทคนิคการแบงก่ิงหลังที่

ประเมินประสิทธิภาพของแผนผังการตัดสินใจ เน่ืองจากถูกแบง

โดยใชชุดการตรวจสอบความถูกตอง แสดงดังรูปที่ 4 [5], [12] 

 

 
 

รูปที่ 4 : การทํางานของ Decision Tree [12] 

 

3.2.4.3) Random Forest [21] คือโมเดลที่มีอัลกอริทึมที่ นํา 

Decision Tree หลาย ๆ Tree มา Train รวมกัน (ตั้งแต 10 ตน 

ถึง มากกวา 1000 ตน) โดยที่แตละ Tree จะไดรับ Feature 

และ Data เปน Subset ของ Feature และ Data ทั้งหมดแบบ 

Random ตอนทํา Prediction ก็ใหแตละ Decision Tree ทํา 

Prediction ของแตละอัน และเลือกผล Final Prediction จาก

คา Prediction ที่ไดรับการโหวตมากที่สุดแสดงดังรูปที่ 5 

 

 
 

รูปที่ 5: การทํางานของ Random Forest [21] 

 

3.2.4.4) Gradient Boosted Trees [14] คือ โมเดลที่มีอัลกอริทึม

ที่มีพื้นฐานมาจาก Decision Tree ซ่ึงเปนการปรับปรุงประสิทธิภาพ

ของโมเดลใหมีคาสูงขึ้น โดยการสุมสราง Decision Tree หลาย

รอยโมเดล และประเมินผลแตละโมเดลจนกวาจะได Decision 

Tree ที่สมบูรณ 

3.2.4.5) Support Vector Machines [4], [9] คือโมเดลที่ มี

อัลกอริทึมใชในการวิเคราะหขอมูลและจําแนกขอมูลโดยอาศัย

หลักการของการหาสัมประสิทธ์ิของสมการเพื่อสรางเสนแบงแยก

กลุมขอมูลที่ถูกปอนเขาสูกระบวนการฝกฝนใหระบบเรียนรู โดย

เนนไปยังเสนแบงแยกแยะกลุมขอมูล แสดงดังรูปที่ 6 

 

 
 

รูปที่ 6 : การทํางานของ Support Vector Machine [12] 

 

3.2.5) การประเมินตัวโมเดล (Model Evaluation) เม่ือผาน

ขั้นตอนการสรางโมเดลเรียบรอยแลวจะนําผลการทํานายเขา

กระบวนการประเมินประสิทธิภาพของตัวแบบโดยพิจารณาจาก 

คาความแมน [13] ดังสมการที่ 2 คาความเที่ยง ดังสมการที่ 3 

คาความระลึก ดังสมการที่ 4 และคาเฉล่ีย F1 ของ คาความเที่ยง 

และ คาความระลึก ดังสมการที่ 5 [15] 

 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

              (2) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹

              (3) 

 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

                (4) 

 

𝐹𝐹1 = 2 ∗ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∗ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

        (5) 

 

โดยที่ TP คือ ขอมูลที่ทํานายถูกตองเม่ือเทียบกับเฉลย 

         FP คือ ขอมูลที่ทํานายแลวไมถูกตองเม่ือเทียบกับเฉลย 

         FN คือ ขอมูลที่อยูในเฉลยแตไมมีการทํานาย (ตรงขาม  

         กับ FN) 

Precision คือ คาความเที่ยงเกิดจากการนําคา TP มา 

เทียบกับ FP 

 Recall คือคาความระลึกเกิดจากการนําคา TP มาเทียบ 

 กับ FN 

F1 Score คือ คาเฉล่ียของ คาความเที่ยง และคาความ
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ระลึก 

4) ผลการวิจัย 

จากวัตถุประสงคขอที่ 1 ที่ไดทําการศึกษา รวบรวม และ

วิเคราะหภัยคุกคามทางไซเบอรที่มีตอกองทัพอากาศน้ัน ผูวิจัยได

รวบรมชุดขอมูลภัยคุกคามทางไซเบอรภายในกองทัพอากาศ 

จํานวน 38,642 ขอมูล เพื่อนํามาวิเคราะหประสิทธิภาพ โดยใช

ทั้ง 5 โมเดล ไดแก Naïve Bayes โดยมีคาความแมน 26 % โดย

ใชเวลารวมในการทดสอบ 11 วินาที, Decision Tree โดยมีคา

ความแมน 55.3 % โดยใชเวลารวมในการทดสอบ 16 วินาที, 

Random Forest โดยมีคาความแมน 57.3 % โดยใชเวลารวมใน

การทดสอบ 2 นาที 54 วินาที, Gradient Boosted Trees Forest 

โดยมีคาความแมน 54.8 % โดยใชเวลารวมในการทดสอบ 7 

นาที 52 วินาที และ Support Vector Machines โดยมีคาความ

แมน 30.8 % โดยใชเวลารวมในการทดสอบ 1 ช่ัวโมง 4 นาที 

แสดงดังรูปที่ 7 แสดงใหเห็นวาโมเดล Naïve Bayes มีคาที่ดีที่สุด

คือ Fastest Scoring Time และ Fastest Total Time ในสวน

โมเดล Random Forest มีคาที่ดีที่สุดคือ Best Performance 

และ Best Gain  

 

 

 
 

รูปที่ 7 : ผลการประเมินภาพรวมประสิทธิภาพของทั้ง 5 โมเดล 

 

Overview 
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รูปที่ 8 : กระบวนการพัฒนาโมเดลลูกผสม 

 

นอกจากน้ัน จากวัตถุประสงคขอที่ 2 เพื่อพัฒนาโมเดลภัย

คุกคามทางไซเบอรในกองทัพอากาศโดยใชเทคนิคการเรียนรูของ

เครื่องน้ัน ผูวิจัยไดพัฒนาโมเดลลูกผสม (hybrid) [16] เพื่อเพิ่ม

ประสิทธิภาพในการหาคาความแมนการตรวจหาภัยคุกคามทาง

ไซเบอรภายในกองทัพอากาศ รูปที่ 8 แสดงถึงกระบวนการพัฒนา

โมเดลลูกผสม ซ่ึงการสรุปแนวทางในการพัฒนาโมเดลซ่ึงประกอบ 

ดวย 3 ขั้นตอนประกอบดวย ขั้นตอนที่ 1 การจัดการขอมูลนําเขา 

ซ่ึงเกิดจากการวิเคราะห และหาภัยคุกคามที่สงผลตอกองทัพ 

อากาศและเก็บรวบรวมขอมูลการจราจรทางคอมพิวเตอรจาก

อุปกรณภายในกองทัพอากาศ และทําการเตรียมขอมูล เพื่อให

พรอมสําหรับกระบวนการฝกสอนโมเดล ขั้นตอนที่ 2 ขั้นการ

พัฒนาโมเดลเพื่อประเมินประสิทธิภาพ โดยขั้นตอนน้ีเปนการ

ทดสอบในการฝกสอนโมเดลจํานวน 5 โมเดล ในขั้นตนจากน้ัน

ทดสอบรูปแบบการใชประโยชนจากโมเดลตาง ๆ ตั้งแตการใช

โมเดลเดี่ยว (1 โมเดลตอการประเมิน) และการใชโมเดลแบบ

ลูกผสม (การผสานโมเดล 2 โมเดล) เพื่อทําการวิเคราะหหา

รูปแบบที่มีความเหมาะสมมากที่สุด โดยผลการทดสอบพบวา

จากการทดสอบ ทั้งในทุก ๆ ความเปนไปได พบวารูปแบบ 

ของโมเดลที่มีความเหมาะสม คือ การใชโมเดลลูกผสมจํานวน  

2  โ ม เ ด ล  คื อ  Naïve Bayes และ  Random Forest ซ่ึ ง ใ ห

ประสิทธิภาพของการตรวจจับการบุกรุกสูงสุดจากผลการทดลอง 

ซ่ึงรูปแบบโมเดลแบบผสมดังกลาว เปนเอาตพุตที่สําคัญที่กองทัพ 

อากาศสามารถนําไปใชเปนตนแบบของการสรางโมเดล รวมถึง

การเพิ่มประสิทธิภาพของโมเดลไดในอนาคต โดยการพัฒนาตอ

ยอดสามารถทําการประยุกตใชซอฟตแวร RapidMiner Studio 

ทีมี่ความสะดวก รวดเร็ว ตอการพัฒนาโมเดล รวมถึงลดชองวาง

ดานทักษะของผูพัฒนาที่ไมจําเปนตองเช่ียวชาญดานโปรแกรม

คอมพิวเตอรมากนัก ดังแสดงรูปที่ 9 

ทั้งน้ี เม่ือนํามาผสมผสานกันจนเปนลูกผสมของทั้งสองโมเดล

แลวจะพบวาสามารถเพิ่มประสิทธิภาพความถูกตองไดสูงสุดอยูที่ 

98.01% ดังแสดงในรูปที่ 10 และมีรายละเอียดของการประเมิน

โมเดลลูกผสมดังแสดงโดยละเอียดในตารางที่ 3 ที่แสดงผลโดย

ละเอียดผาน Confusion Matrix และเม่ือสรุปผลในภาพรวม

พบวาโมเดลดังกลาวสามารถใหคาความแมนมากถึง 98.01% คา

ความเที่ยง 96.07% คาความระลึก 98.17% และ คาเฉล่ีย F1 

97.04% ตามลําดับ สรุปไวดังแสดงไวในดังตารางที่ 4 

ขอมูลนําเขา (Input) 

เก็บขอมูลการจราจรทาง

คอมพิวเตอรจากอุปกรณ

ภายในกองทัพอากาศ 

กระบวนการเตรียมขอมูล

สําหรับการฝกสอน 

กระบวนการพัฒนาโมเดล

เพ่ือประเมินประสิทธิภาพ 

(Process) 

Naïve Bayes Decision Tree 

Random Forest 

Gradient Boosted Trees 

Support Vector Machines 

เอาตพุต (Output) 

เอาตพุตโมเดลลูกผสม 

Naïve Bayes 

Random Forest 

การผสมผสานกันเพ่ือ 

เพ่ิมประสิทธิภาพ 

ผลการประเมินประสิทธิภาพ 

ของโมเดลลูกผสม 
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รูปที่ 9: โมเดลลูกผสมของ Naïve Bayes และ Random Forest ในซอฟตแวร RapidMiner Studio 

 

 
 

รูปที่ 10 : กราฟแสดงประสิทธิภาพของโมเดลลูกผสม 

 

ตารางที ่3 : ผลการแสดงการประเมินผลลัพธการทํานายผาน Confusion Matrix 

Accuracy : 98.01% 

  True 

Worm 

True 

Backdoor 

True 

PUA 

True 

Virus 

True 

Dropper 

True 

Spyware 

True 

Ransomware 

Class 

Precision 

Pred. Worm 614 15 3 3 12 2 1 94.32% 

Pred. Backdoor 1 1395 24 8 51 7 8 93.37% 

Pred. PUA 1 2 7083 7 32 7 6 99.23% 

Pred. Virus 0 0 28 5184 61 8 5 98.07% 

Pred. Dropper 0 0 0 0 8002 0 0 100.00% 

Pred. Spyware 0 3 10 18 42 2647 3 97.21% 

Pred. 

Ransomware 

1 43 11 3 108 4 1585 90.31% 

Class recall 99.51% 95.68% 98.94% 99.25% 96.31% 98.95% 98.57% 
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ตารางที่ 4 : ผลการประเมินประสิทธิภาพของโมเดลลูกผสม 

Model 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1  

(%) 

Hybrid 98.01 96.07 98.17 97.04 

 

5) อภิปรายผลการวิจัย 

จากผลการวิจัยในการทดสอบเพื่อหาโมเดลที่มีความเหมาะสม 

ในการรับมือตอภัยคุกคามทางไซเบอรภายในกองทัพอากาศพบวา 

การผสมผสานโมเดล 2 ประเภทไดแก  Naïve Bayes และ 

Random Forest สามารถเพิ่มประสิทธิภาพของการตรวจหาภัย

คุกคามไดอยางมีนัยสําคัญ เม่ือเทียบกับการใชงานโมเดลเพียง

ชนิดเดียว มากไปกวา น้ัน การเ ลือกใช  Naïve Bayes และ 

Random Forest มีความโดดเดนในแงของสถาปตยกรรมโมเดล

ที่ไมซับซอนมากเกินไป อันสงผลใหใชระยะเวลานอยในการ

ฝกฝนหรือฝกสอนโมเดล และใชทรัพยากรในการประมวลผลที่

นอย ซ่ึงเปนประโยชนอยางยิ่งตอการประยุกตใชในหนวยงานทุก

ระดับ โดยเฉพาะในกองทัพอากาศ รวมถึงสามารถลดขอจํากัด

ดานเวลาในการฝกฝนขอมูลการโจมตีในรูปแบบใหมเพื่อทําให

โมเดลมีความพรอมสําหรับรับมือกับการถูกโจมตีจากภัยคุกคาม

ทางไซเบอรที่เกิดขึ้นใหมอยูตลอดเวลา 

 

6) สรุปผลการวิจัย 

งานวิจัยช้ินน้ีมีวัตถุประสงคเพื่อ  1) ทําการศึกษา รวบรวม 

และวิเคราะหภัยคุกคามทางไซเบอรภายในกองทัพอากาศสําหรับ

รับมือกับภัยคุกคามทางไซเบอร จากชุดขอมูลที่ผานการศึกษา 

รวบรวม และวิเคราะห จากน้ันไดทําจัดเตรียมชุดขอมูล สําหรับ

การตรวจสอบและประเมินประสิทธิภาพ โดยเริ่มจากการกําหนด

คุณลักษณะที่ตองการทํานายเปนฉลาก หรือปาย ในที่น้ีระบุเปน

ในสวนของชนิดของภัยคุกคามทางไซเบอรที่อยูในฟเจอร ช่ือ 

Deep Classification จากน้ันนําชุดขอมูลทําการหาคาความ

แมน โดยใชโมเดลในการวิเคราะห 5 โมเดล ไดแก Naïve Bayes, 

Decision Tree, Random Forest, Gradient Boosted Trees 

และ Support Vector Machines 2) พัฒนาโมเดลประเภทปรับ 

ตัวดานภัยคุกคามทางไซเบอรที่สามารถสงเสริมการพึ่งพาตนเอง

และรักษาอธิปไตยไซเบอรภายในกองทัพอากาศ โดยคัดเลือก

โมเดล Naïve Bayes ที่มีคาที่ดีที่สุดคือ Fastest Scoring Time 

และ Fastest Total Time และ โมเดล Random Forest มีคาที่

ดีที่สุดคือ Best Performance และ Best Gain นํามาผสมเพื่อ

เพิ่มประสิทธิภาพโดยเม่ือผสมโมเดลทั้งสองชนิดแลวใหคาความ

แมนสูงที่สุดที่ 98.01 % ความเที่ยง 96.07 % คาความระลึก 

98.17 % และ คาเฉล่ีย F1 97.04 % 

 

7) ขอจํากัดของงานวิจัย 

1) งานวิจัยน้ี มุงเนนการศึกษาเฉพาะการโจมตีประเภทหลัก

ที่มีตอเครือขายภายในของกองทัพอากาศ ดังน้ัน โมเดลจึงถูก

สรางใหมีความเหมาะสมกับประเภทภัยคุกคามเฉพาะดานเทาน้ัน  

2) งานวิจัยน้ีมุงเนนการพัฒนาโมเดลแบบผสมผสานที่เปน

ลูกผสม ในการนําไปใชงานจึงมีความจําเปนที่ตองรูประเภทของ

ภัยคุกคามลวงหนาสําหรับเตรียมฝกฝนโมเดลใหมีความเหมาะสม 

ดังน้ัน หากมีการโจมตีผานชองโหวที่ยังไมเคยถูกตรวจพบมากอน 

(zero-day attacks) อาจตองทําการพัฒนาโมเดลใหเปนแบบ

ปรับตัวได  

 

8) ขอเสนอแนะ 

จากที่ไดทําการวิจัยการพัฒนาโมเดลภัยคุกคามทางไซเบอร

ในกองทัพอากาศดวยการเรียนรูของเครื่อง ผูวิจัยมีขอเสนอแนะ

ดังน้ี 

8.1) ขอเสนอแนะทั่วไป 

1. เน่ืองจากขอมูลภัยคุกคามทางไซเบอรมีการพัฒนารูปแบบ 

วิธีการโจมตีที่รวดเร็ว การศึกษา รวบรวม และวิเคราะหภัย

คุกคามทางไซเบอรภายในกองทัพอากาศน้ัน ควรมีการทําให

ขอมูลเปนปจจุบันอยูเสมอ 

2. ในการพัฒนาโมเดล สามารถนําโมเดลที่ อัปเดตของ

เครื่องมือที่ใชมาทําการทดสอบเพื่อเพิ่มประสิทธิภาพใหกับการ

หาคาความแมนได 

3. ใหความสําคัญในการเก็บชุดขอมูลจริงเพราะมีสวนสําคัญ

ในการวิเคราะห สําหรับการตรวจสอบและประเมินประสิทธิภาพ

คาความแมนของงานวิจัย 

 

8.2) ขอเสนอแนะสําหรับงานวิจัยในอนาคต  

1. จากการทดลองจะเห็นไดวาการโจมตีมีรูปแบบที่เฉพาะ

และหลากหลายเพิ่มมากยิ่งขึ้นในปจจุบัน อีกทั้งยังมีการโจมตี

ทางไซเบอรที่ใชปญญาประดิษฐอีกดวย ดังน้ัน การตรวจหาภัย

คุกคามทางไซเบอรภายใตการวิเคราะหขอมูลขนาดใหญ (big 

data) จึงเปนส่ิงจําเปนที่ตองดําเนินการ 
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2. กระบวนการในการพัฒนาความม่ันคงปลอดภัยทางไซเบอร

ที่มีประสิทธิภาพน้ัน นอกเหนือจากมีเครื่องมือที่มีประสิทธิภาพ

สูงแลว ส่ิงที่สําคัญคือการศึกษาวิจัยและพัฒนาทักษะความตระหนัก

รูทางไซเบอรใหแกบุคลากร เพื่อเปนการปองกันตั้งแตตนทางก็

จะชวยลดความเส่ียงตอองคกรได ดังน้ัน การศึกษาและวิจัยใน

การสรางความตระหนักรูดานไซเบอรจึงตองทําควบคูกันไป 

3. การวิจัยแบบผสมผสานในเชิงจิตวิทยาไซเบอร (cyber 

psychology) รวมทั้งกรรมวิธีการเปล่ียนทัศนคติและสราง

วัฒนธรรมทางไซเบอรที่หยั่งรากลึกในระดับบุคคลหนวยงานให

เกิดภูมิคุมกัน และมีจริยธรรมทางไซเบอร ทั้งน้ีเพื่อสรางความ

พรอมในการรับมือกับภัยคุกคามทางไซเบอร อีกทั้งยังทําใหบุคคล

และหนวยงานมีขีดความสามารถดานไซเบอร ในอันที่จะปองกัน 

ตอตาน ตรวจจับ และตอบสนองตอการบุกรุก การจารกรรม หรือ

การหลอกลวง ที่จะทําใหเกิดความเสียหายได ผูวิจัยจึงมองวา

ควรทาํวิจัยใหเปนแบบสหวิทยาการตอไปในอนาคต 

 

8.3) ขอเสนอเก่ียวกับความสมดุลของขอมูล 

จากตารางที่ 1 จะเห็นวา ชุดขอมูลดังกลาวเม่ือพิจารณาตาม

ประเภทของการโจมตี (class of attack) จํานวนขอมูลที่ใชใน

การฝกฝนมีความแตกตาง และไมสมดุลกัน ( imbalance) 

เน่ืองจากเปนขอมูลที่มาจากการเก็บขอมูลการโจมตีจริง ไมได

เกิดจากการจําลองขึ้นมา ดังน้ันจํานวนครั้งของการโจมตี จึงบง

บอกถึงความถี่ของภัยคุกคามน้ัน ผูวิจัยตระหนักดีถึงปญหาที่อาจ

เกิดจากขอมูลที่ไมสมดุลอาจกระทบโดยตรงตอประสิทธิภาพของ

โมเดลและการแปลความในแงประสิทธิภาพของโมเดล แตใน

กรณีน้ีจะเห็นวา ขอมูลของคลาสที่มีจํานวนนอยที่สุดมีจํานวนถึง 

882 ขอมูล ซ่ึงมากเพียงพอตอการฝกสอนโมเดลใหสามารถ

จําแนกประเภทการโจมตีดังกลาว ดังจะเห็นไดจากคาความแมน 

กวา 90% สําหรับการตีความเรื่องประสิทธิภาพ ผูวิจัยตระหนักดี

วา นอกเหนือจากการตีความในภาพรวมของโมเดลที่เปนคาความ

แมนเฉล่ีย ที่อาจไดรับผลเชิงบวกจากประเภทการโจมตีอ่ืน ๆ ที่มี

จํานวนขอมูลฝกฝนที่มากกวา ดังน้ัน ผูวิจัยจึงนําเสนอขอมูลผล

การแสดงการประเมินผลลัพธการทาํนายผาน Confusion Matrix 

เพื่อเปนขอมูลอยางละเอียดใหแกผูที่นําโมเดลดังกลาวไปใชงาน

ตอ 
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บทคัดยอ 

การพัฒนาโปรแกรมจําแนกประเภทหนากากและตรวจจับการสวมใสดวยเทคโนโลยีประมวลผลภาพ มีวัตถุประสงคเพื่อจําแนก

ประเภทหนากากและตรวจจับการสวมใสหนากาก มีสามขั้นตอนการพัฒนา 1) การเตรียมชุดขอมูล 2) การฝกฝนโมเดล และ 3) การ

จําแนกประเภทหนากากและการสวมใส ผูวิจัยไดเก็บชุดขอมูล โดยมีทั้งหมด 4 คลาส ไดแก คลาสที่ 1 ภาพบุคคลไมสวมหนากาก 

คลาสที่ 2 ภาพบุคคลสวมหนากากอนามัย คลาสที่ 3 ภาพบุคคลสวมหนากากผา และคลาสที่ 4 ภาพบุคคลสวมหนากาก N95 การ

ทดลองการจําแนกประเภทหนากากครั้งน้ี ไดเปรียบเทียบอัลกอริทึมโยโลเวอรชัน 4 บนสภาพแวดลอมเทนเซอรโฟร และอัลกอริทึม 

โยโลเวอรชัน 5 บนสภาพแวดลอมไพทอช ดวยชุดขอมูลจํานวน 2,311 ภาพ ซ่ึงผลการทดลองพบวา ความแมนยําเฉล่ียทุกคลาสของ

อัลกอริทึมโยโลเวอรชัน 5 (0.9943) มีประสิทธิภาพดีกวาอัลกอริทึมโยโลเวอรชัน 4 (0.9057) ในขณะที่อัลกอริทึมโยโลเวอรชัน 5

สามารถจําแนกหนากากผาไดดีที่สุด ดวยคาเฉล่ีย F1-score เทากับ 0.9995 และไดนําโมเดลที่ไดจากอัลกอริทึมโยโลเวอรชัน 5 ไปใช

งานจริงกับการตรวจจับดวยกลองเว็บแคม (Webcam) จํานวน 12 คน พบวาสามารถจําแนกหนากากผาไดถูกตองสูงสุด จํานวน 11 คน 

คิดเปนรอยละ 0.91  
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Abstract 

Development of mask classification and wearing detection program with image processing technology which is 

purpose to classify and detect wearing masks. There are three steps 1) data set preparation 2) model training and 

3) mask classification and wearing. Our research collected datasets with 4 classes; class 1: non-wearing mask, class 

2: surgical mask, class 3: cloth mask, and class 4: N95 mask. Our mask classification and wearing detection 

experiment, two algorithms which are YOLOv4 on Tensorflow and YOLOv5 on Pytorch are compared with 2,311 

datasets. We found that the average of accuracy (mAP) of the YOLOv5 (0.9943) is better than the YOLOv4 (0.9057) 

while the YOLOv5 can classify the cloth mask with the maximum F1-score at 0.9995. Twelve persons are set in the 

real situation with webcam. The result shown that the YOLOv5 model can correctly detect the 11 persons (0.91%). 

 

Keywords:  Image processing technology, Mask classification, Mask detection 
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1) บทนํา 

การแพรระบาดโรคติดเช้ือไวรัสโคโรนาโควิด-19 (COVID-19) 

ไดเกิดขึ้นเม่ือป ค.ศ. 2019 จนถึงปจจุบัน ทําใหสงผลกระทบ

รายแรงตอสังคมและเศรษฐกิจทั่วโลก โดยเฉพาะปญหาดาน

วิกฤตสุขภาพโลก โรคติดเช้ือไวรัสโคโรนาโควิด-19 เปนโรคติดตอ

ระบบทางเดินหายใจที่เกิดขึ้นใหม มีอาการเก่ียวกับทางเดินหายใจ

เฉียบพลันชนิดรุนแรง ปจจุบันการปองกันการติดเช้ือโควิด-19 

(COVID-19) น้ัน มีวิธีการที่สามารถแกไขปญหาได เชน การกักตัว 

การจํากัดพื้นที่ (lock down) และการสวมหนากากอนามัย แต

เน่ืองจากมาตรการกักตัวที่เขมงวดสงผลกระทบอยางมากตอการ

ดํารงชีวิตของประชาชน ควบคูไปกับความเหน่ือยลาจากการล็อก

ดาวน สุดทายประชาชนตองออกมาใชชีวิตแบบปกติ เน่ืองดวย

คาใชจาย คาเล้ียงชีพและของใชของอุปโภคที่จําเปนตอการดํารง 

ชีวิต จึงจําเปนตองมีสวมหนากากเพื่อปองกันตามมาตรการ 

ดังน้ันงานวิจัยน้ีจึงไดมีแนวคิดในการชวยลดความเส่ียงที่จะทําให

ติดเ ช้ือไวรัสโควิด-19 (COVID-19) ไดโดยมีการประยุกตใช

เทคโนโลยีประมวลผลภาพ ซ่ึงเปนสวนหน่ึงของเทคโนโลยีปญญา 

ประดิษฐ เพื่อพัฒนาโปรแกรมจําแนกประเภทหนากากและ

ตรวจจับการสวมใสหนากาก เพื่อใหประชาชนทั่วไปตระหนักและ

เห็นความสําคัญของการสวมหนากาก  

 

2) ทฤษฎีและงานวิจัยที่เก่ียวของ 

2.1) ประเภทหนากาก 

โรคติดเช้ือไวรัสโคโรนาโควิด-19 (COVID-19) สามารถติดเช้ือ

ผานระบบทางเดินหายใจ เกิดขึ้นเม่ือผูติดเช้ือไอ จาม ฝอยละออง

เหลาน้ีมีนํ้าหนักมากเกินกวาจะลอยอยูในอากาศ และตกลงบน

พื้นหรือพื้นผิวอยางรวดเร็ว การติดเช้ือเกิดไดจากการหายใจเอา

ไวรัสเขาสูรางกาย หรือโดยการสัมผัสพื้นผิวที่มีเช้ือไวรัสแลว

สัมผัสตา จมูก หรือปากของตนเอง การปองกันการแพรระบาด

ทําไดโดยการสวมใสหนากากอนามัยปองกันการแพรกระจายเช้ือ

ไวรัส และที่สําคัญควรรักษาระยะหางและหม่ันทําความสะอาด

ดวยเจลลางมืออยูบอยครั้ง ดังน้ันการสวมใสหนากากแตละประเภท 

ไดพิจารณาจากงานวิจัยของ พานิช อินตะ [1] มีรายละเอียดดังน้ี 

2.1.1) หนากากอนามัยทางการแพทย (Surgical Mask) 

หนากากประเภทน้ีประกอบดวยอยางต่ํา 3 ช้ัน ดังรูปที่ 1 โดย

ช้ันนอกสุดจะถูกเคลือบดวยสารที่สามารถปองกันการซึมผาน

ของของเหลวได (waterproof coating) ซ่ึงสารเคลือบน้ีสามารถ

ละลายออกมา หากมีการซักลางดวยสบู หรือเช็ดทําความสะอาด

ดวยแอลกอฮอล ช้ันตรงกลางจะมีช้ันแผนกรองอยูวัสดุที่ใชผลิต

หนากากเกิดจากการหลอมเม็ดพลาสติกโดยไมผานการทอ 

(nonwovens) ขึ้นรูปจากเสนใยพลาสติกจนเกิดเปนแผนกรองที่

สามารถปรับขนาดความหนาแนนได เพื่อชวยกรองกล่ินดวย และ

ช้ันในมีไวสําหรับดูดซับความช้ืน ช้ันนอกจะสะทอนนํ้า สามารถ

ปองกันเช้ือโรคที่ปนมากับละอองนํ้ามูกหรือนํ้าลายได แตมีอายุ

ใชงานส้ัน ควรใชครั้งเดียวแลวทิ้งถาใชซํ้ากันหลาย ๆ ครั้งอาจเปน

แหลงสะสมเช้ือโรคได และมีระดับการปองกันที่ต่ํา แตรูสึกสบาย

เม่ือสวมใส [1]  

 

 
 

รูปที่ 1 : หนากากอนามัยทางการแพทย (surgical mask) 

 

2.1.2) หนากากอนามัยแบบผา (Cloth Mask) เปนหนากาก

ที่ทําจากส่ิงทอทั่วไปโดยมักเปนฝาย ดังรูปที่ 2  

 

 
 

รูปที่ 2 : หนากากอนามัยแบบผา (cloth mask) 

 

มีไวสวมปดปากและจมูก มีไวสําหรับบุคคลที่ไมแสดงอาการ

ทางคลินิกของการติดเช้ือไวรัสหรือแบคทีเรียและผูที่ไมไดสัมผัส

กับผูที่มีอาการติดเช้ือดังกลาว หนากากผาจะปดจมูกปากและ

คางและตองไมรวมวาลวหายใจเขาและหรือหายใจออก ทําจาก

ผาช้ันเดียวหรือหลายช้ัน (ผาทอ ผาถัก ผาไมทอ และผาอ่ืน ๆ) มี

หรือไมมีฟลม จะตองมีสายคลองหูหรือศีรษะ สามารถปรับระยะ

บริเวณจมูกแกมและคางของผูใชเม่ือผิวของผูใชแหงหรือช้ืนหรือ

เม่ือผูใชขยับศีรษะ อากาศที่หายใจเขาไปสวนใหญจะแทรกซึม

เขาไปในวัสดุหนากากและมาถึงบริเวณจมูกและปาก อากาศที่

หายใจออกจะถูกระบายออกทางเดียวกันไปสูบรรยากาศโดยรอบ

โดยตรง [1] แมประสิทธิภาพนอยกวาหนากากอนามัย แต
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ประชาชนทั่วไปใชในครัวเรือนและในแหลงชุมชนเปนการปองกัน

ตอโรคติดเช้ือและมลพิษทางอากาศที่เปนอนุภาค หนวยงาน

สาธารณสุขโดยทั่วไปจึงแนะนําหนากากผาเฉพาะสําหรับการ

ควบคุมแหลงโรคในสถานการณโรคระบาด แตไมถือเปนอุปกรณ

ปองกันสวนบุคคล 

2.1.3) หนากากเอ็น 95 (N95 Mask) เปนหนากากกรอง

อากาศ ดังรูปที่ 3 ประเภทใชแลวทิ้งชนิดหน่ึงตามมาตรฐาน

คุณภาพการกรองของหนากาก (National Institute of Occu-

pational Safety and Health: NIOSH) 

 

 
 

รูปที่ 3 : หนากากอนามัยแบบ N95 

 

หนากาก N95 มีประสิทธิภาพในการกรองอนุภาคที่ไมใช

นํ้ามันขนาด 0.3 ไมครอน ซ่ึงแขวนลอยในอากาศ เชน ฝุนละออง

และเช้ือโรค การสวมใสตองพอดีแนบกระชับกับใบหนาของผูสวม

หนากากจะสามารถชวยปองกันผูสวมไดอยางมีประสิทธิภาพเม่ือ

อากาศที่ผูสวมหายใจเขาทั้งหมดตองผานการกรองของหนากาก 

 

2.2) เทคโนโลยีประมวลผลภาพ (Image Processing) 

เทค โนโลยีประมวลผลภาพ ( Image Processing)  คื อ 

เทคโนโลยีที่อยูเบื้องหลังภาพที่คมชัดและความละเอียดสูง โดย

ขอมูลนําเขาเปนรูปแบบ หรือวิดีโอ สามารถที่จะสรางระบบ

ประมวลผลภาพดวยปญญาประดิษฐ (Artificial Intelligence: 

AI) [2] แลวมีการคํานวณทางคณิตศาสตร สถิติและความนาจะเปน 

ทําใหการถายภาพไมวาจะภาพน่ิงหรือการถายวีดิโอ (VDO) 

สามารถทาํไดคมชัด ตอบสนองความตองการในการนําไปใชงาน

ดานตาง ๆ อีกมากมาย 

 

2.3) การตรวจจับใบหนา (Face Detection) 

เทคโนโลยีตรวจจับใบหนา (face detection) คือ ระบบ

วิเคราะหใบหนาถือวาเปนหน่ึงในระบบที่ใชในการพิสูจนยืนยัน

ตัวตนบุคคลโดยใชคุณลักษณะจําเพาะทางสรีระ (biometric) 

โดยระบบรูจําใบหนาจะทํางานโดยการเปรียบเทียบใบหนาจาก

ภาพถายดิจิทัลหรือภาพจากกลองวีดโิอของบุคคลที่เราสนใจกับ

ฐานขอมูลใบหนาที่มีอยู และเม่ือเปรียบเทียบเสร็จก็จะแสดงผล

ใบหนาที่อยูในฐานขอมูลที่มีใบหนาเหมือนกับภาพที่นํามาเปรียบ 

เทียบออกมา 

 

 
 

รูปที่ 4 : การตรวจจับใบหนา (Face Detection) 

แหลงที่มา : http://www.fukuro.co.th/wpcontent/uploads/Face-

detection-camera.gif 

 

2.4) การจําแนกภาพ (Image Classification) 

การจําแนกประเภทขอมูล (image classification) เปนการ

นําเอาขอมูลทั้งหมดที่เก็บ รวบรวมมาได มาผานกระบวนการ

ขั้นตอนการแยกแยะขอมูลลงในแตละกลุมที่จัดไว โดยในแตละ

กลุมของขอมูลน้ันจะมีคุณลักษณะเดนของแตละกลุมที่แตก 

ตางกัน ขึ้นกับขอมูล หรือ ฟเจอรที่เก็บ รวบรวมมาได รวมทั้ง

กระบวนการหรือวิธีการที่ใชจําแนกขอมูล ซ่ึงในงานวิจัยน้ีไดใช

วิธีการจําแนกรูปภาพโดยใชกระบวนการที่มีช่ือวา โครงขาย

ประสาทแบบคอนโวลูชัน (Convolutional Neural Networks : 

CNN) [3] คือ โครงขายประสาทเทียม (neural network) หลาย

ช้ัน (layer) ที่มีโครงสรางเฉพาะตัว โดยถูกออกแบบมาเพื่อการ 

เพิ่มความสามารถในการสกัดเอาจุดเดนของภาพ (feature) ที่มี

ความซับซอนมากยิ่งขึ้นจากขอมูล โดยโครงขายประสาทแบบ

คอนโวลูชันน้ันตอบ โจทยปญหาประเภทการรับรู (perceptual 

tasks) อยางมาก ซ่ึงโครงขายประสาทแบบคอนโวลูชันเปน

โครงขายประสาทเทียมหน่ึงในกลุม Bio-Inspired โดยที่โครงขาย

ประสาทแบบคอนโวลูชัน จะจําลองการมองเห็นของมนุษยที่มอง

พื้นที่เปนที่ยอย ๆ และนํากลุมของพื้นที่ยอย ๆ มาผสานกัน เพื่อ

จําแนกประเภทของวัตถุตาง ๆ ออกมา 
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รูปที่ 5 : การทํางานของโครงขายประสาทแบบคอนโวลูชัน 

แหลงที่มา : https://miro.medium.com 

 

2.5) โมเดลสําหรับการตรวจจับวัตถุ (YOLO Model) 

โยโล (You Only Look Once: YOLO) เปนรูปแบบโมเดล

สําหรับการตรวจจับวัตถุ โดย Redmon et al. [4] ในป ค.ศ. 

2016 จากน้ัน Redmon และ Farhadi ไดพัฒนางานตอจนในป 

2018 [5] ก็ไดเผยแพรโยโลเวอรชันที่ 3 (YOLOv3) โดยมีการปรบั

การทํานายคลาสของ bounding box ดวยการวิเคราะหสมการ

ถดถอยเชิงเสน (Linear Regression) ที่มีความแมนยําที่มากขึ้น 

และในป 2020 Alexey ไดเผยแพรโยโลเวอรชันที่ 4 (YOLOv4) 

[6] ไดใชเทคนิคโครงขายประสาทแบบคอนโวลูชัน (Convolutional 

Neural Network: CNN) และเพิ่มประสิทธิภาพ (optimize) 

สําหรับชิปประมวลผลกราฟกส (GPU) ที่ใชการคํานวณแบบ

คูขนาน และใชเทคนิคการคนหาประยุกต (hyper parameter 

searching) เพื่อทําใหมีความแมนยําที่สูงขึ้นกวา โยโลเวอรชันที่ 

3 (YOLOv3) โดยมีความเร็วอัตราเฟรม (Frame Per Second: 

FPS) ที่สูงกวา EfficientDet และมีความเร็วใกลเคียงกันกับโยโล

เวอรชันที่ 3 (YOLOv3) ในขณะที่โยโลเวอรชันที่ 5 (YOLOv5) 

ถูกออกแบบสถาปตยกรรมโดยบริษัทอัลตราไลติก (ultralytics) 

เพื่อตรวจจับวัตถุใหมีประสิทธิภาพและรวดเร็วมากขึ้น [7] ซ่ึงมี

ขั้นตอนการทํางาน คือ 1) การเตรียมขอมูลขนาดภาพใหเหมาะสม

กับโมเดล และสกัดขอมูล (feature selection) 2) การตรวจจับ

วัตถุโดยใชโครงขายประสาทเทียม (neural network) ที่ทํานาย

ตําแหนงและขนาดของวัตถุที่อยูในภาพ 3) การจัดการภาพหลัง

ตรวจจับ โมเดลจะสงคาตําแหนงของวัตถุในรูปแบบกลอง 

(bounding box) และความเช่ือม่ันโดยใชคา Threshold เพื่อ

ตัดสินใจจะใชขอมูลภาพน้ันหรือไม 4) การลบ Bounding Box 

(non-maximum suppression) ที่มีคาความเช่ือม่ันต่ําหรือซอน 

ทับกันออก และคืนคา Bounding Box ที่เหลือใหเพียงพอสําหรับ

การใชงาน 

 

2.6) งานวิจัยที่เก่ียวของกับการตรวจจับหนากาก 

Adusumalli et al. [8] ไดพัฒนางานวิจัยตรวจจับหนากาก

ในบุคคลดวยโอเพนซอรสดานประมวลผลภาพ (OpenCV) รวมกับ

เทคนิคเทนเซอรโฟล (TensorFlow) เพื่อตรวจจับหนากากใน

บุคคล ในขณะที่ Teboulbi et al. [9] มีการพัฒนาตรวจจับ

หนากากปองกันเช้ือไวรัสโคโรนา 2019 แบบเรียลไทม โดย

พิจารณาจากระบบการมองเห็นแบบฝง และสรางโมเดลจากการ

ฝกฝนลวงหนา ดวยเครื่องมือ MobileNet ResNet Classifier 

และ VGG รวมไปถึงทีมนักวิจัยของ Sethi et al. [10] พัฒนา

ระบบตรวจจับหนากากดวยเทคโนโลยี ResNet50 เปนพื้นฐาน

และใชแนวคิดของการถายโอนการเรียนรูเพื่อหลอมรวมขอมูล

ความหมายระดับสูงในแผนที่คุณสมบัติหลายแบบ นอกจากน้ีใน

งานวิจัยของ Goyal et al. [11] พัฒนาระบบตรวจจับหนากาก

อนามัยแบบเรียลไทมโดยใชเครือขายประสาทเทียมแบบคอนโวลูชัน 

การตรวจจับหนากากสําหรับวิดีโอแบบคงที่และเรียลไทมซ่ึงจัด

ประเภทภาพเปน “ใสหนากาก” และ “ไมมีหนากาก” แบบจําลองน้ี

ไดรับการฝกอบรมและประเมินโดยใชชุดขอมูล Kaggle ชุดขอมูล

ที่รวบรวมประกอบดวยรูปภาพประมาณ 4,000 ภาพและบรรลุ

อัตราความแมนยําของประสิทธิภาพ 98% 

 

3) วัตถุประสงคของการวิจัย 

1. เพื่อพัฒนาโปรแกรมจําแนกประเภทหนากากและตรวจจับ

การสวมใส 
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2. เพื่อแสดงขอมูลสรุปสถิติการสวมใสหนากากแตละประเภท

ในรูปแบบแผนภาพ (dashboard) 

 

4) วิธีดําเนินการวิจัย 

การพัฒนาโปรแกรมจําแนกประเภทหนากากและตรวจจับ

การสวมใส ไดกําหนดขอบเขตการดําเนินงานดังรูปที่ 6 โดยมี

ผูใชงาน 2 กลุม ไดแก เจาหนาที่ดูแลระบบ และประชาชนทั่วไป 

ซ่ึงเจาหนาที่ดูแลระบบจะตองสรางโมเดล ทดสอบโมเดล นําโมเดล

ไปสรางเปนแอปพลิเคชัน และนําไปใชเพื่อบันทึกลงฐานขอมูล 

และเรียกคนขอมูลสถิติ ขณะที่ประชาชนทั่วไปสามารถรับรูการ

แสดงผลการสวมใสหรือไม พรอมระบุประเภทหนากากได  

4.1) สถาปตยกรรมของระบบ 

สถาปตยกรรมของระบบแสดงในรูปที่ 7 และอธิบายขั้นตอน

การทํางานดังน้ี 

1) การรวบรวมภาพบุคคลสวมหนากาก ภาพบุคคลไมสวม

หนากาก ภาพบุคคลสวมหนากากอนามัย บุคคลสวมหนากาก N95 

บุคคลสวมหนากากผา พรอมกํากับภาพ (label) สําหรับชุดขอมูล  

2) การแบงชุดขอมูล แบงออกเปน 2 ชุด คือชุดขอมูลฝกฝน 

(training dataset) และชุดขอมูลทดสอบ (testing dataset) ใน

การสรางโมเดลการเรียนรู 

 

 

 
 

รูปที่ 6 : Use Case Diagram ตรวจจับหนากาก 

 

 
 

รูปที่ 7 : สถาปตยกรรมของระบบ 
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3) การสรางโมเดลในการจําแนกประเภทหนากากและตรวจ 

จับการสวมหนากาก ดวยเทคโนโลยีปญญาประดิษฐ 

4) การนําโมเดลจําแนกประเภทหนากากและตรวจจับการ

สวมหนากากมาทดสอบประสิทธิภาพโดยใชชุดขอมูลทดสอบ 

5) การรับภาพและวีดิโอจากผูใชและทําการสแกนใบหนา

ผานกลองเว็บแคม (webcam) เพื่อตรวจจับการสวมหนากาก ไม

สวมหนากากและจําแนกประเภทหนากากผานโมเดลที่ไดจาก

ขั้นตอนที่ 4 

6) การแสดงผลการตรวจจับการสวมหนากากผานหนาจอ 

คอมพิวเตอร 

 

4.2) ผังงานแบบจําลองการสรางชุดขอมูล การสรางโมเดล และ

การตรวจจับ 

ผังงานแบบจําลองการสรางชุดขอมูล การสรางโมเดล และ

การตรวจจับ เปนการอธิบายใหเห็นขั้นตอนดําเนินการ (รูปที่ 8)

เพื่อการสรางโมเดลจําแนกประเภทหนากากและตรวจจับการ

สวมใสหนากาก ดังน้ี 

4.2.1) การสรางชุดขอมูล  

- การรวบรวมรูปภาพ ไดรวบรวมขอมูลจากแหลงขอมูล

อินเทอรเน็ต ที่ปรากฏทั้งรูปบุคคลเดี่ยว และหลายบุคคล 

ประกอบไปดวย 1) บุคคลไมสวมหนากาก จํานวน 404 ภาพ 2) 

บุคคลสวมหนากากอนามัย จํานวน 634 ภาพ 3) บุคคลสวม

หนากากผา จํานวน 512 ภาพ และ 4) บุคคลสวมหนากาก N95 

จํานวน 761 ภาพ รวมทั้งหมดจํานวน 2,311 ภาพ 

- การกํากับภาพ (label) เพื่อกํากับภาพใหเปนคําตอบ

สําหรับชุดขอมูลฝกฝนและขอมูลทดสอบ ไดใชโปรแกรมโรโบโฟร 

(Roboflow) โดยมีการระบุช่ือและตําแหนงของวัตถุ แลวสราง

เปนไฟลนามสกุล .txt จากตัวอยางรูปที่  9 จะทําการระบุ

ตําแหนงของหนากากอนามัย โดยระบุตําแหนงกรอบสีนํ้าเงิน 

(bounding box) ซ่ึงขอมูลในไฟล .txt ออกมาในรูปแบบดังน้ี  

<class id> <X0/X> <Y0/Y> <W/X> <H/Y> 

โดยที่  

class id: ดัชนีของวัตถุที่ตองการโดยกําหนดคาเริ่มตนเทากับ 0 

X0: คาแกน x ของจุดก่ึงกลางของกรอบ (Bounding Box) 

Y0: คาแกน y ของจุดก่ึงกลางของกรอบ (Bounding Box) 

W: ความกวางของกรอบ (Bounding Box) 

H: ความสูงของกรอบ (Bounding Box) 

X: ความกวางของภาพ 

Y: ความสูงของภาพ 

- การแบงชุดขอมูลออกเปน 2 สวนคือชุดขอมูลฝกฝน 

(training dataset) และ ชุดขอมูลทดสอบ (testing dataset) 

โดยขั้นตอนการสรางโมเดลน้ัน จะใชชุดขอมูลฝกฝน (training 

dataset) 90% และชุดขอมูลทดสอบ (testing dataset) 10% 

 

 
 

รูปที่ 8 : ผังงานแบบจําลองการตรวจจับสวมหนากาก
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รูปที่ 9 : ตัวอยางการกํากับภาพชุดขอมูล 

 

4.2.2) การฝกโมเดล 

- การโหลดชุดขอมูลฝกฝน (Training Dataset) 

- การตั้งคาพารามิเตอร เตรียมสภาพแวดลอมสําหรับการ

สรางโมเดล  

- การสรางโมเดลน้ีไดเปรียบเทียบโมเดลโดยใชอัลกอริทึม

ของ YOLOv4 ที่ทํางานบนสภาพแวดลอมของ Tensorflow 

และ YOLOv5 ที่ทํางานบนสภาพแวดลอมของ Pytorch ใช

ภาษาไพทอนสําหรับการพัฒนาโมเดล และ OpenCV เปน

เครื่องมือสําหรับประมวลผล 

- การทดสอบประสิทธิภาพโมเดล 

4.2.3) การตรวจจับ 

- การรับภาพและรับวีดโิอ 

- การโหลดโมเดล 

- การตรวจจับและจําแนกประเภทหนากาก 

- การแสดงผลการตรวจจับและจําแนกประเภทหนากากผาน

หนาจอมอนิเตอร 

 

5) ผลการวิจัย 

การทํางานของโปรแกรมจําแนกประเภทหนากากและ

ตรวจจับการสวมใส โดยสําหรับผลการดําเนินงานผูทําวิจัยไดแบง

เน้ือหาออกเปน 3 สวนคือ 1) การวัดประสิทธิภาพโมเดล 2) ผล

การตรวจจับดวยกลองเว็บแคม (webcam) และ 3) การบันทึก

ขอมูลและดึงขอมูลไปแสดงผล (dashboard) โดยมีผลการ

ดําเนินงาน ดังน้ี 

 

 

5.1) การวัดประสิทธิภาพโมเดล 

ผูวิจัยไดทําการรวบรวมขอมูลรูปภาพออกเปน 4 คลาส ไดแก 

คลาสที่ 1 ภาพบุคคลไมสวมหนากาก (AP0)  คลาสที่ 2 ภาพ

บุคคลสวมหนากากอนามัย (AP1) คลาสที่ 3 ภาพบุคคลสวม

หนากากผา (AP2) และคลาสที่ 4 ภาพบุคคลสวมหนากาก N95 

(AP3) ดังน้ันรูปภาพที่รวบรวมเพื่อนํามาเปนขอมูลภาพฝกฝน

โมเดลและขอมูลภาพทดสอบมีจํานวนทั้งหมด 2,311 ภาพ แต

ละคลาสจะมีรูปภาพเฉ ล่ีย จํานวน 578 ภาพ โดยการวัด

ประสิทธิภาพโมเดลใชการประเมินผล (evaluate model) ที่มี

การคํานวณหาคาความแมนยํา ความถูกตอง และหาคาเฉล่ีย 

[11] ดังสมการขางลางน้ี 

โดยที่ 

Precision =  
TP

TP + FP 

Recall =  
TP

TP + FN 

F1− score =  
2 × Precision × Recall

Precision + Recall  

mAP =  
AP(0) + AP(1) + AP(2) + AP(3)

class  

TP คือ ขอมูลที่ทํานายแลวถูกตองเม่ือเทียบกับเฉลย 

FP คือ ขอมูลที่อยูในเฉลยแตไมมีในการทํานาย (ตรงขามกับ FN) 

FN คือ ขอมูลที่ทํานายแลวไมถูกตองเม่ือเทียบกับเฉลย 

Precision คอื คาความแมนยํา คํานวณจากคา TP และ FP 

Recall คอื คาความถูกตอง คํานวณจากคา TP กับ FN 

F1-Score คือ คาเฉล่ียของ Precision และ Recall 

mAP คือ คาความแมนยําเฉล่ีย (Mean Average Precision) 

ของทุกคลาสที่เกิดขึ้น 

จากตารางที่ 1 แสดงการเปรียบเทียบผลการทดลองระหวาง 

YOLOv4 และ YOLOv5 ดวยคาความแมนยํา (precision) คา

ความถูกตอง (recall) คาเฉล่ีย (F1-Score) และคาความแมนยํา

เฉล่ีย (mAP) พบวา อัลกอริทึม YOLOv4 คาเฉล่ีย (F1-Score) 

ที่ดีที่สุดสําหรับการจําแนกบุคคลสวมหนากาก N95 เทากับ 

0.8649 ในขณะที่การจําแนกบุคคลสวมหนากากผา มีคาต่ําสุด 

เทากับ 0.7671 แตถาพิจารณาคาความแมนยํา (precision) 

พบวามีคาสูงกวาคาความถูกตอง (recall) ในทุกคลาส สวน

อัลกอริทึม YOLOv5 คลาสบุคคลไมสวมหนากาก และบุคคลสวม

หนากากผา มีคาความแมนยํา (precision) สูงกวาคาความ

ถูกตอง (recall) ซ่ึงมีคาเทากับ 1.0000 และประสิทธิภาพของ 

YOLOv5 สามารถจําแนกบุคคลที่สวมหนากากผาไดดีที่สุด ที่

คาเฉล่ีย (F1-Score) เทากับ 0.9995 แมวาการจําแนกบุคคลที่

Y

H X

W 
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สวมหนากาก N95 จะมีคาเฉล่ีย (F1-Score) เทากับ 0.9904  ที่

ต่ําสุด แตประสิทธิภาพการจําแนกมีคาสูงกวาคาเฉล่ีย (F1-

Score) สูงสุดของอัลกอริทึม YOLOv4  ในขณะที่ถาพิจารณาคา

ความแมนยําเฉล่ีย (mAP) ของทั้งสองอัลกอริทึมแลว พบวา 

YOLOv5 มีประสิทธิภาพการตรวจจับที่แมนยํากวา YOLOv4

ตารางที่ 1 : แสดงการเปรียบเทียบ คาความแมนยํา (Precision) คาความถูกตอง (Recall) คาเฉล่ีย (F1-Score) และคาความแมนยําเฉล่ีย (mAP)  

ระหวาง YOLOv4 และ YOLOv5 

อัลกอริทึม YOLOv4 YOLOv5 

ประเภทคลาส คลาส (AP) คาความแมนยํา 

(Precision) 

คาความถูกตอง  

(Recall) 

คาเฉลีย่  

(F1-Score) 

คาความแมนยํา 

(Precision) 

คาความถูกตอง  

(Recall) 

คาเฉลีย่  

(F1-Score) 

ไมสวมหนากาก AP0 0.9857 0.7419 0.8466  1.0000   0.9950   0.9975  

สวมหนากากอนามัย AP1 0.8476 0.7876 0.8165  0.9960   1.0000   0.9980  

สวมหนากากผา AP2 0.8485 0.7000 0.7671  1.0000   0.9990   0.9995  

สวมหนากาก N95 AP3 0.9412 0.8000 0.8649  0.9810   1.0000   0.9904  

Mean Average Precision(mAP) 0.9057 0.7574 0.8238 0.9943 0.9985 0.9963 

 

5.2) ผลการทดสอบประสิทธิภาพโมเดลการตรวจจับใบหนาที่

สวมหนากาก 

ตัวอยางโปรแกรมจําแนกประเภทหนากากและตรวจจับการ

สวมใสดวยเทคโนโลยีประมวลผลภาพ แสดงไดดังรูปที่ 10-12 

 

 
 

รูปที่ 10 : ผลลัพธการตรวจจับการสวมหนากากแบบ KN 95 

 

 
 

รูปที่ 11 : ผลลัพธการตรวจจับการสวมหนากากและไมสวมหนากาก 

 
 

รูปที่ 12 : ผลลัพธการตรวจจับการสวมหนากากแตละประเภทและนับ

จํานวน 

 

5.3) การบันทึกขอมูลและดึงขอมูลไปแสดงผลบนแผนภาพ 

(Dashboard) 

5.3.1) บันทึกขอมูลลงฐานขอมูล หลังจากที่ไดผลลัพธจาก

การตรวจจับหนากากแลว โปรแกรมจะบันทึกขอมูลจํานวนการ

ตรวจจับหนากากแตละประเภทลงในฐานขอมูล และถูกนําไปใช

แสดงผลของคาสถิติตาง ๆ ในแผนภาพ (dashboard) 

5.3.2) สรางหนาจอสรุปขอมูล (Dashboard) การสราง

หนาจอสรุปขอมูล จะดึงขอมูลทั้งหมดที่อยูในฐานขอมูลมา

แสดงผลเปนคาสถิติประกอบไปดวย แสดงจํานวน หนากาก N95 

หนากากผา หนากากอนามัย ไมสวมหนากาก สวมหนากากไม

ถูกตองและแสดงจํานวนหนากากทั้งหมดรวมกัน และไดทําการ
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สรางกราฟแทงแสดงจํานวนหนากากทั้งหมด กราฟแทงแสดง

จํานวนผูที่สวมใสหนากากและไมไดสวมใสหนากาก กราฟวงกลม

แสดงจํานวนหนากากทั้งหมด และกราฟเสนแสดงจํานวนหนากาก

ที่ตรวจจับไดในแตละวัน ดังรูปที่ 13 

 

 
 

รูปที่ 13 : ผลลัพธหนาจอสรุปขอมูล (Dashboard) 

 

6) สรุปและอภิปรายผล 

การพัฒนาโปรแกรมจําแนกประเภทหนากากและตรวจจับการ

สวมใส สามารถสรุปผลการดําเนินงาน ปญหาที่เกิดขึ้นระหวาง

การดําเนินงาน ขอเสนอแนะและแนวทางในการพัฒนาตอ ดังน้ี 

6.1) สรปุผลการดําเนินงาน  

การวิจัยน้ีไดทําการเปรียบเทียบการทํางานของอัลกอริทึมโย

โล YOLOv4 และ YOLOv5 โดยการวัดประสิทธิภาพโมเดลใช

การประเมินผล (Evaluate model) ที่มีการคํานวณหาคาความ

แมนยํา ความถูกตอง และหาคาเฉล่ีย จากน้ันจึงเลือกวิธีการที่มี

ประสิทธิภาพที่ดี ไปการพัฒนาโมเดลการตรวจจับการสวม

หนากาก โดยมีขอมูลรูปภาพที่รวบรวมจากเว็บไซตตาง ๆ ที่มีวัตถุ

ในภาพแตกตางกัน เพื่อเพิ่มความหลากหลายแกชุดขอมูล ขนาด

รูปภาพที่มีความแตกตางกัน แลวจําแนกออกเปน 4 คลาสไดแก 

ภาพบุคคลไมสวมหนากาก ภาพบุคคลสวมหนากากอนามัย ภาพ

บุคคลสวมหนากากผา และภาพบุคคลสวมหนากาก N95 แลวทํา

การกํากับภาพ และแบงชุดขอมูลออกเปน 2 สวน คือ ชุดขอมูล

ฝกฝน (training dataset)  และ ชุดขอมูลทดสอบ (testing 

dataset) หลังจากน้ันทําการฝกฝนโมเดลบนเครื่องมือ (google 

collaboratory) และพัฒนาดวยภาษาโปรแกรมไพทอน มีการ

ประมวลผลดวยเครื่องมือ OpenCV โดยความแตกตางของ

สภาพแวดลอมของ YOLOv4 จะทํางานบน Tensorflow ในขณะ

ที่ YOLOv5 ทํางานบน Pytorch เม่ือไดโมเดลแลวจึงนําไปใชงาน

จริงกับเหตุการณภาพวีดิโอจากกลองเว็บแคม  

 

6.2) อภิปรายผลและขอเสนอแนะ  

จากกระบวนการตรวจจับการสวมใสและจําแนกประเภท

หนากากของงานวิจัยครั้งน้ี มีขัน้ตอนการทาํงาน คือ การสรางชุด

ขอมูล ซ่ึงพบวาปญหาที่สําคัญของการเตรียมขอมูล และจัดการ

ขอมูลคือ ภาพที่ไดตองปรากฏเฉพาะหนาคนเทาน้ัน ทั้งภาพเดี่ยว

และกลุมคน เพื่อใหเกิดการเรียนรู ในขณะเดียวกัน สีของหนากาก

ที่อยูบนใบหนาในภาพ ในกรณีถาเปนสีขาวหรือดํา จะทําใหการ

ฝกโมเดลคอยขางยาก เน่ืองจากภาพสีจะตองถูกปรับเปล่ียนเปน

รูปแบบสีเทา (gray scale) ทําใหเกิดการจําแนกคุณลักษณะของ

หนากากไดยาก แตทั้งน้ีเม่ือเขาสูโมเดลที่สรางโดยอัลกอริทึม 

YOLOv5 จะทําใหมีการสกัดคุณลักษณะ (feature selection) 

ซ่ึงเปนชวยใหการจําแนกประเภทหนากากผาไดผลที่มีประสิทธิ-

ภาพสูงสุด จากผลการวิจัยในครั้งน้ี นอกจากน้ีการฝกฝนโมเดล

จากชุดขอมูลฝกฝนยังพบวา YOLOv4 ใชเวลาในการฝกฝนนาน

ถึง 7 ช่ัวโมง ในขณะที่ YOLOv5 ใชเวลาและทรัพยากรของ

เครื่องคอมพิวเตอรนอยกวา หลังจากพบวา YOLOv5 ทํางานได
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ดีกับชุดขอมูลทดสอบแลว ทางทีมนักวิจัยจึงนําไปพัฒนาเปน

แอปพลิเคชันตรวจจับการสวมใสและจําแนกประเภทหนากาก 

ผานกลองเว็บแคม จํานวน 12 คน พบวา สามารถจําแนกบุคคล

สวมหนากากผาไดถูกตอง จํานวน 11 คน คิดเปนรอยละ 0.91 

ซ่ึงสอดคลองกับประสิทธิภาพของผลการทดลองในงานวิจัยครั้งน้ี 

ทั้งน้ีทีมนักวิจัยมองเห็นวาถาตองการใหโมเดลมีความแมนยํามาก

ยิ่งขึ้น การเตรียมชุดขอมูลสําหรับฝกฝนตองมีจํานวนมากขึ้น รวม

ไปถึงทางทีมนักวิจัยมีแนวทางนําผลการทดลองของอัลกอริทึม ไป

ใชหรือประยุกตกับหนากากปองกันฝุน PM 2.5 ซ่ึงเปนภาวะ

ฉุกเฉินในสภาพแวดลอมปจจุบันของประเทศไทยตอไปได 
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บทคัดยอ 

งานวิจัยน้ีทําการออกแบบและวางผังโรงประลองทางวิศวกรรม ดวยการประยุกตใชการวางผังอยางมีระบบ และการวางผังตาม

กระบวนการผลิต ซ่ึงเปนกระบวนการวางผังโรงงานที่มุงเนนไปที่ระดับความสัมพันธระหวางสถานีงาน การไหลของกระบวนการผลิต 

และการจัดกลุมของเครื่องจักร โดยทําการออกแบบผังและทําการจําลองสถานการณดวยโปรแกรมคอมพิวเตอร จากน้ันทําการ

เปรียบเทียบผลของระยะทางรวมของการปฏิบัติงาน และเวลารวมในการเคล่ือนที่ ผลการศึกษาพบวา ผังโรงประลองทางวิศวกรรมที่ได

จากการวางผังอยางมีระบบใหระยะทางรวมของการเขาปฏิบัติงาน 565.84 เมตร/คน และเวลารวมในการเคล่ือนที่ 609.64 นาที/คน 

ในขณะที่ผังโรงประลองตามกระบวนการผลิตใหระยะทางรวมของการเขาปฏิบัติงาน 609.31 เมตร/คน และเวลารวมในการเคล่ือนที่ 

646.25 นาที/คน สรุปไดวา ผังที่ไดจากการวางผังอยางมีระบบมีความเหมาะสมกวาผังตามกระบวนการผลิต โดยผังโรงงานอยางมี

ระบบมีระยะทางการเคล่ือนที่รวมที่ส้ันกวา คิดเปนรอยละ 7.13 และมีเวลารวมในการเคล่ือนที่นอยกวา คิดเปนรอยละ 5.66 

 

คําสําคัญ :  การวางผังตามกระบวนการผลิต  การจําลองสถานการณ  การวางผังอยางมีระบบ 
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Abstract 

This research aimed to design the layout of the fabrication laboratory. The study applied the principles of 

Systematic Layout Planning (SLP) and Process Layout (PL), which focus on the relationship between work stations, 

flow processes, and groups of machines. The layouts were designed and simulated using the computer program. 

Criteria were used for minimizing the total moving distance and the total moving time to consider the suitable 

design. The results showed that the SLP gave a total moving distance of 565.84 meters per person and a total 

moving time of 609.64 minutes per person, while the PL provided a total moving distance of 609.31 meters per 

person and a total moving time of 646.25 minutes per person. In conclusion, the plant layout obtained from the 

SLP was better than the PL in terms of shorter total moving distance (7.13%) and less total moving time (5.66%). 

 

Keywords:  Process layout, Simulation, Systematic layout planning 
 

 

 

 

 

 

 

 

 

 

55

Journal of Engineering and Digital Technology (JEDT)
Vol.11  No.1  January  - June 2023



1) บทนํา 

ปจจุบันโรงประลองทางวิศวกรรม (Fabrication Lab: FAB 

LAB) เปนหองปฏิบัติการสมัยใหมที่มหาวิทยาลัยตาง ๆ ใหความ

สนใจในการจัดตั้ง เน่ืองจากเปนแหลงที่รวบรวมเครื่องมือ และ

อุปกรณที่มีความหลากหลายเพื่อรองรับการทดลอง การฝกฝน 

และการสรางสรรคผลงานของนิสิตและคณาจารยอยางเต็มที่ อัน

เปนขบวนการพัฒนาองคความรู การพัฒนาการผลิต รวมถึงการ

สรางตนแบบของช้ินงานตาง ๆ ทางพื้นฐานดานวิศวกรรมศาสตร

ที่ทําใหเกิดทักษะเช่ียวชาญนําไปสูการแขงขันนวัตกรรมในระดับ 

ชาติและนานาชาติ จากเหตุผลดังกลาวจึงทําใหสถานศึกษาตน 

แบบ พยายามที่จะจัดตั้งโรงประลองทางวิศวกรรมขึ้นภายใน 2 

อาคารเรียนที่เน้ือที่รวมกัน 1,152 ตารางเมตร แตยังขาดการ

ออกแบบและจัดวางผังเครื่องมือ เครื่องจักร และอุปกรณ ซ่ึงจะ

สงผลตอการใชพื้นที่ การไหลของผูเขาปฏิบัติงาน ตลอดจนเวลา

ที่ใชในการปฏิบัติงานตามมาดวย  

การวางผังโรงงาน (plant layout) เปนการจัดระเบียบของ

เครื่องจักรและสถานที่ทํางานภายใตขอจํากัดของพื้นที่ โดยมี

วัตถุประสงคทําใหเกิดระบบการผลิตที่มีประสิทธิภาพที่มุงเนน

ดานการไหลของกระบวนการ ที่มีหลากหลายหลักการไมวาจะ

เปนการวางผังโรงงานอยางเปนระบบ (Systematics Layout 

Planning: SLP) เปนการวางผังโรงงานที่มุงเนนไปที่ระดับความ 

สัมพันธของกิจกรรมเปนหลัก วากิจกรรมใดควรอยูใกลกันหรือ

กิจกรรมใดควรอยูไกลกันออกไป [1]–[6] และการวางผังโรงงาน

ตามกระบวนการผลิต (Process Layout: PL) เปนการวางผัง

โดยจัดกลุมของเครื่องจักรที่ทํางานเหมือนกันเขาไวดวยกัน [7], 

[8] แตในปจจุบันการนําหลักการวางผังไปใชในการออกแบบผัง

โรงงานอยางเดียวจะไมเกิดประสิทธิภาพถาไมมีการจําลอง

สถานการณ (simulation) เขามาวิเคราะหผลลัพธที่ไดจากการ

ทดลองกอนนําไปใชแกไขกับปญหาในสถานการณจริง [9]–[12] 

จากปญหาดังกลาวผูวิจัยจึงไดใหความสนใจนําการวางผัง

โรงงานอยางมีระบบ (Systematic Layout Planning: SLP) และ

การวางผังโรงงานตามกระบวนการผลิต (Process Layout: PL) 

รวมกับการจําลองสถานการณ (simulation) มาใชในการออก 

แบบและจัดผังโรงประลองทางวิศวกรรม (Fabrication Lab: 

FABLAB) ของสถานศึกษาตนแบบ ในจังหวัดมหาสารคามเพื่อ

จัดการพื้นที่และจัดวางเครื่องจักร/อุปกรณใหอยูในตําแหนงที่

เหมาะสม รวมถึงจะชวยลดระยะทาง ลดเวลาในการเคล่ือนที่ 

ตลอดจนพัฒนาศักยภาพของนิสิตที่เขามาปฏิบัติงานได 

2) ทฤษฎีและทบทวนวรรณกรรมที่เก่ียวของ 

2.1) การวางผังโรงงานอยางเปนระบบ (Systematic Layout 

Planning: SLP) 

การวางผังโรงงานอยางมีระบบ (Systematic Layout Planning: 

SLP) เปนกระบวนการวางผังโรงงานที่มุงเนนไปที่ระดับความ 

สัมพันธระหวางสถานีหรือกิจกรรมและการไหลของกระบวนการ 

ที่จะสามารถชวยลดระยะทางและเวลาในการเคล่ือนที่ลงได ดัง

รูปที่ 1  

 

 
 

รูปที่ 1 : การวางผังโรงงานอยางมีระบบ 

 

ซ่ึงในอดีตจนถึงปจจุบันมีผูวิจัยหลายทานไดนําหลักการวาง

ผังโรงงานอยางมีระบบ (SLP) เขามาใชในการปรับปรุงผังหลาก 

หลายวัตถุประสงคและปญหาไมวาจะเปน เพิ่มประสิทธิภาพ

กระบวนการผลิตของโรงงานผลิตหลอดไฟแอลอีดีตัวอยาง [1] 

เพิ่มประสิทธิภาพในกระบวนการไหลของโรงงานผลิตซาลาเปา 

[2] ลดระยะทางในการเคล่ือนที่ระหวางแผนกของบริษัท CV 

Oto Boga Java ในประเทศอินโดนีเซีย [3] ลดระยะทางของการ

แปรรูปผักและผลไม [4] ลดกระบวนการการไหลของวัตถุดิบและ

ลดระยะเวลาในการใหบริการลูกคาของธุรกิจซอมเครื่องยนต [5] 

เพิ่มประสิทธิภาพการผลิตเพื่อลดตนทุนการผลิต เน่ืองจากระยะ 

ทางและเวลาในการขนยายวัสดุเปนเวลานานและมีขั้นตอนที่เปน

คอขวดในกระบวนการโคมไฟดาวนไลท [6] 

 

2.2) การวางผังโรงงานตามกระบวนการผลิต (Process Layout)  

การวางผังโรงงานตามกระบวนการผลิต (PL) เปนการวางผัง

โดยจัดกลุมของเครื่องจักรที่ทํางานเหมือนกันเขาไวดวยกัน  
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การจัดวางผังแบบน้ีมีความยืดหยุนสูง เหมาะที่จะใชในกรณีที่

โรงงานมีการผลิตผลิตภัณฑที่มีขั้นตอนในการผลิตไมเหมือนกัน 

และมีปริมาณการผลิตไมสูงมากนัก เชน การจัดผังการผลิตดวย

การจัดกลุมของเทคโนโลยีสําหรับโรงงานผลิตเครื่องมือแพทย

เพื่อเพิ่มยอดการผลิตและความยืดหยุน [7] และการลดความสูญ

เปลาที่เกิดจากการเคล่ือนไหวที่ไมจําเปนดวยการวางผังของราน

กาแฟสดในจังหวัดขอนแกน [8] 

 

2.3) การจําลองสถานการณ (Simulation) 

การจําลองสถานการณเปนกระบวนการออกแบบจําลอง 

(model) ของระบบจริง (real system) แลวดําเนินการทดลอง

เพื่อใหเรียนรูพฤติกรรมของระบบงานจริง และวิเคราะหผลลัพธ

ที่ไดจากการทดลองกอนนําไปใชแกไขกับปญหาในสถานการณ

จริงหลากหลายปญหา เชน การจําลองสถานการณในการออก 

แบบผังคลังสินคาเพื่อลดเวลาในการขนถายวัสดุ [9] การจําลอง

สถานการณเพิ่มประสิทธิภาพการใหบริการของคลินิกอายุรกรรม 

อาคารผูปวยนอกโรงพยาบาลมหาสารคาม [10] การจําลอง

สถานการณเพื่อลดเวลารอคอยของผูปวย แผนกผูปวยนอก 

โรงพยาบาลชุมชน จังหวัดสุพรรณบุรี [11] และการจําลอง

สถานการณเพื่อเพิ่มประสิทธิภาพการผลิตรถก่ึงพวง [12] 

 

3) วิธีดําเนินการวิจัย 

การวางแผนการดําเนินการวิจัยเพื่อใหไดผังของโรงประลอง

ทางวิศวกรรมที่เหมาะสม มีการจัดวางพื้นที่อยางมีประสิทธิภาพ

เพื่อความสะดวกในการทํางาน และชวยใหมีการไหลในการ

ปฏิบัติงานของการเขาฝกปฏิบัติงานที่ดี สามารถกําหนดขั้นตอน

ในการดําเนินงานไดดังรูปที่ 2 

 

 
 

รูปที่ 2 : วิธีการดําเนินวิจัย 

3.1) ศึกษาสภาพปจจุบันของกรณีศึกษา  

จากการศึกษาขอมูลเก่ียวกับการเขาใชเครื่องจักร/อุปกรณใน

รายวิชาฝกปฏิบัติงานของสถานศึกษาตนแบบ พบวาในการเขา

ฝกปฏิบัติงานในโรงประลองจะแบงการเขาปฏิบัติออกเปน 6 

กลุมยอย กลุมละ 15 คน เพื่อเขาปฏิบัติงาน 4 ฐาน ไดแก งานไม 

งานเครื่องมือกล งานเช่ือม และงานตะไบ โดยปฏิบัติงานฐานละ 

2 สัปดาห แบงเปน เรียนทฤษฎี 1 สัปดาหและฝกปฏิบัติ อีก1 

สัปดาห ดังรูปที่ 3  

 

 
 

รูปที่ 3 : กิจกรรมการเขาฝกปฏิบัติงานในโรงประลอง 

 

3.2) การเก็บขอมูล  

การเก็บขอมูลเพื่อใชในการออกแบบผังโรงประลองทาง

วิศวกรรมผูวิจัยจะทําการรวบรวมขอมูลของพื้นฐานโรงงาน เพื่อ

จะมาใชในการพิจารณาการออกแบบและวางผังโรงประลอง 

ไดแก ขนาดและพื้นที่โรงประลองทางวิศวกรรม รายการเครื่อง 

จักร/อุปกรณ และความถี่ของการไหลเขาฝกปฏิบัติงาน โดยใช

ขอมูลของการฝกปฏิบัติงานในโรงงานของภาคการศึกษาที่ 2 ป

การศึกษา 2564 โดยใชแบบฟอรมบันทึกขอมูลที่เก่ียวของกับ

การปฏิบัติงานแสดงไดดังน้ี  

3.2.1) ขนาดและพื้นที่โรงประลองทางวิศวกรรม 

จากการศึกษาสภาพขนาดและพื้นทีข่องโรงประลองทางวิศว-

กรรม โดยผูวิจัยไดวัดขนาดพื้นที่ของโรงประลองทางวิศวกรรมเพื่อ

นํามาเปนขอมูลในการวิเคราะหเบื้องตนเพื่อหาแนวทางในการ

วางผัง พบวาโรงประลองทางวิศวกรรมมีทั้งหมด 2 อาคาร โดย

แบงเปนโรงประลองทางวิศวกรรม 1 มีพื้นที่ทั้งหมด 576 ตาราง
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เมตร และโรงประลองทางวิศวกรรม 2 มีพื้นที่ทั้งหมด 576 ตาราง

เมตร ซ่ึงรวมทั้งหมดมีพื้นที่ 1,152 ตารางเมตร ที่ใชสําหรับการ

จัดวางผังเครื่องจักร/อุปกรณ สโตรกลาง และพื้นที่ทําโปรเจคของ

นิสิต แสดงดังรูปที่ 4 

 

 
1) พ้ืนที่ของโรงประลอง (มาตราสวน 1:250 เมตร) 

 
2) ภาพจําลอง 3 มิติของโรงประลอง 

 

รูปที่ 4 : โรงประลองทางวิศวกรรม 

 

3.2.2) รายการเครื่องจักร/อุปกรณ 

ผูวิจัยไดทําการสํารวจและวัดขนาด (ตารางเมตร) ของรายการ

เครื่องจักร/อุปกรณ ซ่ึงยังไมรวมพื้นที่ในการทํางาน พื้นที่ทางเดิน 

และพื้นที่ในการจัดวางส่ิงสนับสนุนตาง ๆ พบวามีเครื่องจักร/

อุปกรณทั้งหมด 88 รายการ โดยใชพื้นที่ทั้งหมด 398.36 ตาราง

เมตร แสดงดังตารางที่ 1 

3.2.3) ความถี่ของการไหล 

การเก็บความถี่ของการไหลเขาฝกปฏิบัติงานผูวิจัยทําการ

เก็บรวบรวมขอมูลของความถี่ของการไหลเขาใชเครื่องจักร/

อุปกรณในการเขาฝกปฏิบัติงานโดยใชแผนภูมิจากไป (From to 

Chart) ของ 1 กลุมเรียน ในภาคการศึกษาที่ 2 ปการศึกษา 2564 

ดังตารางที่ 2 

 

3.3) การวิเคราะหขอมูล 

หลังจากทําการเก็บขอมูลของ ขนาดและพื้นที่โรงประลอง

ทางวิศวกรรม รายการเครื่องจักร/อุปกรณ และความถี่ของการ

ไหลเขาฝกปฏิบัติงาน ผูวิจัยจะนําขอมูลมาทําการวิเคราะหหา

ความสัมพันธของเครื่องจักร/อุปกรณ และทําการจัดกลุมของ

เครื่องจักร/อุปกรณ เพื่อใชในการออกแบบและวางผังของโรง

ประลองทางวิศวกรรม 
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3.3.1) วิเคราะหหาความสัมพันธ 

การวิเคราะหความสัมพันธของเครื่องจักร/อุปกรณผูวิจัยได

นําขอมูลความถี่ของการไหลเขาฝกปฏิบัติงานจากตารางที่ 2 มา

วิเคราะหหาความสัมพันธของเครื่องจักร/อุปกรณ โดยคิดเปน

เปอรเซ็นตของความถี่ทั้งหมด เพื่อใชกําหนดคาระดับความสัมพันธ

ระหวางจุดบริการ โดยกําหนดให A คือความสัมพันธมากที่สุด 

(40%), E คือความสัมพันธมากพอควร (25%), I คือความสัมพันธ

มาก (20%), O คือความสัมพันธธรรมดา (10%), U คือไมมี

ความสัมพันธตอกัน (5%) และ X คือไมมีความสัมพันธ สามารถ

แสดงไดดังรูปที่ 5  

 

ตารางที่ 1 : รายการเคร่ืองจักร/อุปกรณและขนาดพ้ืนที ่

เครื่องจักร/อปุกรณ สัญลักษณ จํานวน (เครื่อง) พ้ืนที่ (ตารางเมตร) 

จุดเร่ิมตนและส้ินสุด S - - 

ตูเชื่อมไฟฟา M1 15 52.14 

ตูเชื่อมแกส M2 15 52.14 

ตูเชื่อมแบบ TIG M3 2 15.84 

ตูเชื่อมแบบ MIG M4 2 15.84 

เคร่ืองกลึง M5 12 105.37 

เคร่ืองเจาะตั้งโตะ M6 4 9.46 

เคร่ืองไส M7 2 13.97 

เคร่ืองกัดแนวตั้ง M8 2 23.45 

เคร่ืองเจียระไนราบ M9 1 10.88 

เคร่ืองกลึงมินิ CNC M10 2 12.22 

เคร่ืองกัดมินิ CNC M11 2 11.21 

เคร่ืองเจียรหินไฟ M12 6 12.58 

โตะงานตะไบ T1 12 57.12 

โตะวัดชิ้นงาน T2 1 6.14 

รวม  88 398.36 

    

 

ตารางที่ 2 : ความถี่ของการเขาฝกปฏิบัติงาน (หนวยคน) 
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รูปที่ 5 : แผนภูมิความสัมพันธระหวางเคร่ืองจักร/อุปกรณ 

 

3.3.2) การจัดกลุมของเครื่องจักร/อุปกรณ 

จากขอมูลรายการเครื่องจักร/อุปกรณแตละประเภทพบวาใน

แตรายการมีจํานวนและขนาดที่แตกตางกัน ผูวิจัยจึงนําขอมูล

จากการเขาฐานปฏิบัติงานในแตละฐานมาใชในการวิเคราะหเพื่อ

จัดกลุมของเครื่องจักรที่ทํางานเหมือนกันหรือลักษณะการใชงาน

เหมือนกันไวในกลุมเดียวกัน สามารถจําแนกออกได 11 กลุม ดัง

ตารางที ่3 

 

ตารางที่ 3 : การแบงกลุมเคร่ืองจักรตามลักษณะการใชงาน 

กลุม สัญลักษณ ชื่ออปุกรณและเครื่องจกัร 

1 
M1 ตูเชื่อมไฟฟา 

M2 ตูเชื่อมแกส 

2 
M3 ตูเชื่อมแบบ TIG 

M4 ตูเชื่อมแบบ MIG 

3 M5 เคร่ืองกลึง 

4 M6 แทนเจาะ (สวาน) 

5 M7 เคร่ืองไส 

6 M8 เคร่ืองกัดแนวตั้ง 

7 M9 เคร่ืองเจียระไนราบ 

8 
M10 เคร่ืองกลึงมินิ CNC 

M11 เคร่ืองกัดมินิ CNC 

9 M12 เคร่ืองเจียรหินไฟ 

10 T1 โตะงานตะไบ 

11 T2 โตะวัดชิ้นงาน 

3.4) ออกแบบผังโรงประลอง  

การออกแบบผังโรงประลองทางวิศวกรรมเพื่อใหมีการไหล

ของการเขาฝกปฏิบัติงานที่ดีและเหมาะสม ผูวิจัยไดนําขอมูล

ความสัมพันธและการจัดกลุมของเครื่องจักร/อุปกรณ ตลอดจน

นํากําหนดมาตรฐานผลิตภัณฑอุตสาหกรรมสีและเครื่องหมาย

เพื่อความปลอดภัย [13] มาใชในการออกแบบและวางผังโรง

ประลองทางวิศวกรรมตามหลักการวางผังโรงงานอยางมีระบบ 

และตามหลักการวางผังโรงงานตามกระบวนการผลิต ไดดังน้ี 

3.4.1) ผังโรงประลองทางวิศวกรรมตามหลักการวางผังโรงงาน

อยางมีระบบ 

การออกแบบผังโรงประลองทางวิศวกรรมที่มีประสิทธิภาพ

ของการเขาฝกปฏิบัติงานผู วิจัยจะนําขอมูลที่ ไดจากแผนภู มิ

ความสัมพันธจากรูปที่ 5 มาใชในการวิเคราะหเพื่อออกแบบผัง 

โดยนําคูของจุดใหบริการที่มีความสัมพันธมากที่สุด คือ A มาจัด

วางลงผังกอน จากน้ันจัดเรียงคูของจุดใหบริการตามความสัมพันธ 

E I O U ไปจนถึง X ตลอดจนลําดับขั้นตอนของปฏิบัติการ การใช

เครื่องจักรรวมกัน ความปลอดภัย และขนาดและนํ้าหนักของ

เครื่องจักร ตามลําดับ สามารถจัดผังโรงประลองทางวิศวกรรมได

ดังรูปที่ 6 โดยจัดวางเครื่องกลึง (M5) และเครื่องเช่ือม (M1-M4) 

ที่เปนเครื่องจักรขนาดใหญและตองการถายเทอากาศที่ดี ตลอดจน

เครื่องเจียรหินไฟ (M12) บางสวนที่ทํางานรวมกันกับเครื่องกลึง 

(M5) และเครื่องเช่ือม (M1-M4) ไวที่โรงประลองทางวิศวกรรม 1 
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ซ่ึงมีพื้นที่ในแนวดิ่งมากกวาโรงประลองทางวิศวกรรม 2 เพราะ

ไมมีหองเรียนที่อยูบนช้ันลอย สวนเครื่องจักรที่เปนเทคโนโลยี

สมัยใหม (M7-M11) ตลอดจนโตะที่มีปากกาจับช้ินงาน (T1) 

และโตะวัดช้ินงาน (T2) ผู วิจัยได จัดไวในโรงประลองทาง

วิศวกรรม 2  

3.4.2) ผังโรงประลองทางวิศวกรรมตามหลักการวางผังโรงงาน

ตามกระบวนการผลิต 

การออกแบบผังโรงประลองทางวิศวกรรมดวยการวางผัง

โรงงานตามกระบวนการผลิต (process layout) เปนการจัดวาง

เครื่องจักร และอุปกรณตาง ๆ ใหเปนหมวดหมู โดยผูวิจัยไดนํา

ขอมูลความถี่ของการไหลเขาฝกปฏิบัติงานจากตารางที่ 2 และ

การจัดกลุมของเครื่องจักร/อุปกรณจากตารางที่ 3 มาใชในการ

วิเคราะหเพื่อจัดกลุมของเครื่องจักรที่ทํางานเหมือนกันไวดวยกัน 

ตลอดจนคํานึงถึงลําดับขั้นตอนของปฏิบัติการ ความปลอดภัย 

และขนาดและนํ้าหนักของเครื่องจักร สามารถจัดผังโรงประลอง

ทางวิศวกรรมไดดังรูปที่ 7 โดยผูวิจัยไดจัดวางกลุมของเครื่องกลึง 

(M5) และกลุมของเครื่องเช่ือม (M1-M4) ไวที่โรงประลองทาง

วิศวกรรม 1 เน่ืองจากเปนเครื่องจักรขนาดใหญและตองการถาย 

เทของอากาศ ซ่ึงโรงประลองทางวิศวกรรม 1 มีพื้นที่ในแนวดิ่ง

มากกวาโรงประลองทางวิศวกรรม 2 สวนกลุมของแทนเจาะ (M6) 

กลุมเครื่องจักรเทคโนโลยีสมัยใหม (M8-M11) กลุมของโตะที่มี

ปากกาจับช้ินงาน (T1) กลุมของเครื่องเจียรหินไฟ (T12) และ

โตะวัดช้ินงาน (T2) ผูวิจัยไดจัดไวในโรงประลองทางวิศวกรรม 2  

 

 
 

รูปที่ 6 : ผังโรงประลองทางวศิวกรรมตามหลักการวางผังโรงงานอยางมีระบบ (มาตราสวน 1:250 เมตร) 
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รูปที่ 7 : ผังโรงประลองทางวิศวกรรมตามหลักการวางผังโรงงานตามกระบวนการผลิต (มาตราสวน 1:250 เมตร) 

 

3.5) สรางแบบจําลองสถานการณ  

หลังจากทําการออกแบบผังโรงประลองทางวิศวกรรมแลว 

ผูวิจัยไดนําขอมูลของการเขาปฏิบัติงานมาทําการวิเคราะหการ

แจกแจงของขอมูล และสรางแบบจําลองสถานการณ จากน้ันทํา

การจําลองสถานการณของการเขาปฏิบัตงิานเพื่อเปรียบเทียบผล

ของผังโรงประลองทางวิศวกรรมตามหลักการวางผังโรงงานอยาง

มีระบบกับการวางผังโรงงานตามกระบวนการผลิตแสดงไดดังน้ี  

3.5.1) การกําหนดพารามิเตอร 

การวิเคราะหการแจกแจงขอมูลของเวลาเขาปฏิบัติงานใน

เครื่องจักร/อุปกรณ ผูวิจัยไดนําขอมูลของผูปฏิบัติงาน 1 กลุม

เรียนที่มี 15 คนมาทําการวิเคราะหเพื่อกําหนดพารามิเตอรใน

การจําลองสถานการณ โดยใช Normality Test ซ่ึงพบวา คา P-

Value ของการปฏิบัติงานแตละฐานมีคามากกวาระดับนัยสําคัญ 

(α) ที่ 0.05 แสดงวาขอมูลมีการแจกแจงแบบปกติ แสดงดัง

ตารางที ่4 

ตารางที่ 4: การวิเคราะหการแจกแจงเพ่ือกําหนดพารามิเตอร 

เวลาในการปฏบิตัิงาน (นาที) Mean S.D. AD P-Value 

งานไม 149.10 1.07 0.68 0.06 

งานเคร่ืองกล 149.10 1.25 0.55 0.13 

งานเชื่อม 149.30 1.12 0.46 0.23 

งานตะไบ 149.90 0.73 0.52 0.15 

 

3.5.2) แบบจําลองสถานการณ  

การสรางแบบจําลองสถานการณ ผูวิจัยจะนําขอมูลของ

ขั้นตอนเขาปฏิบัติงาน เสนทางการเขาปฏิบัติงาน เวลาในการเขา

ปฏิบัติงาน และระยะทางในการเคล่ือนที่ระหวางเครื่องจักร/

อุปกรณ มาทําการสรางแบบจําลองสถานการณ ตามการวางผัง

โรงประลองดวยหลักการวางผังโรงงานอยางมีระบบและหลักการ

วางผังโรงงานตามกระบวนการผลิต สามารถแสดงไดดังรูปที่ 9  
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รูปที่ 9 : แบบจําลองสถานการณ 

 

3.5.3) การตรวจสอบความถูกตองของแบบจําลองสถานการณ  

ในการจําลองสถานการณดวยโปรแกรมคอมพิวเตอรจําเปน 

ตองมีการตรวจสอบความถูกตองกอนนําไปใชงานจริง เพื่อให

ม่ันใจวาแบบจําลองดังกลาวน้ันมีความถูกตองและไดผลลัพธที่

ใกลเคียงกับความเปนจริงมากที่สุด [9] โดยการเปรียบเทียบ

ผูวิจัยไดทําการวัดระยะทางรวมและเวลารวมของผูเขาปฏิบัติงาน

ของนิสิตหน่ึงคนในการเขาปฏิบัติงานไปกลับจนครบทุกฐานใน

สถานที่จริงโดยใชตลับเมตรและนาฬิกาในการบันทึกขอมูล เทียบ

กับผลลัพธของการประมวลผลจากแบบจําลองสถานการณ โดย

ตองมีคาความคลาดเคล่ือนไมเกินรอยละ 5 จากน้ันจะนําคาทั้ง

สองมาเปรียบเทียบกันเพื่อหารอยละความคลาดเคล่ือนดังสมการ

ที่ 1 

% 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = �𝐸𝐸−𝑆𝑆
𝐸𝐸
� 𝑥𝑥100         (1) 

โดยที่ E คือ ระยะทางรวมของผูเขาปฏิบัติงานสถานที่จริง  

 S คือ ระยะทางรวมของผูเขาปฏิบัติงานจากการจําลอง

สถานการณ  

เม่ือทําการเปรียบเทียบระยะทางรวมและเวลารวมของผูเขา

ปฏิบัติงานสถานที่จริงจากตารางที่ 5 กับการจําลองสถานการณ

ดวยโปรแกรมคอมพิวเตอรจากตารางที่ 6 ลงในสมการที่ 1 พบวา 

มีความคลาดเคล่ือนของระยะทางรวมรอยละ 0.39 และเวลารวม

รอยละ 0.60 สําหรับผังตามหลักการวางผังโรงงานอยางมีระบบ 

สวนผังตามกระบวนการผลิตมีความคลาดเคล่ือนของระยะทาง

รวมรอยละ 0.31 และเวลารวมรอยละ 0.86 ตามลําดับ ดังน้ันจึง

สรุปไดวา แบบจําลองสถานการณมีรูปแบบใกลเคียงกับสถาน-

การณจริง และสามารถนําแบบจําลองสถานการณมาใชในการ

จําลองแทนสถานการณจริงได  

 

ตารางที่ 5 : ผลการเปรียบเทียบขั้นตอน ระยะทางรวม และเวลารวมในการเขาปฏิบัตกิาร 

ฐาน การไหล 
ขั้นตอน ระยะทางรวม (เมตร/คน) เวลารวม (นาที/คน) 

SLP PL SLP PL SLP PL 

งานไม S-T1-S 3 3 94.10 99.18 152.02 160.33 

งานเคร่ืองกล S-T2-M5-M6-M12-T1-S 11 11 220.04 213.49 155.90 154.89 

งานเชื่อม S-M1-T1-S 5 5 161.80 196.00 153.87 176.13 

งานตะไบ S-T1-S 3 3 92.10 98.78 151.55 160.51 

รวม 22 22 568.04 607.45 613.34 651.86 

หมายเหตุ: SLP คือการวางผังโรงงานอยางมีระบบ , PL คือการวางผังโรงงานตามกระบวนการผลิต 
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ตารางที่ 6 : ผลการจําลองสถานการณดวยโปรแกรมคอมพิวเตอร 

ฐาน การไหล 
ขั้นตอน ระยะทางรวม (เมตร/คน) เวลารวม (นาที/คน) 

SLP PL SLP PL SLP PL 

งานไม S-T1-S 3 3 93.13 99.68 151.92 159.98 

งานเคร่ืองกล S-T2-M5-M6-M12-T1-S 11 11 218.45 212.66 154.50 151.34 

งานเชื่อม S-M1-T1-S 5 5 160.98 197.28 151.27 175.92 

งานตะไบ S-T1-S 3 3 93.28 99.69 151.95 159.01 

รวม 22 22 565.84 609.31 609.64 646.25 

หมายเหตุ: SLP คือการวางผังโรงงานอยางมีระบบ , PL คือการวางผังโรงงานตามกระบวนการผลิต 

 

4) ผลการดําเนินงาน 

หลังจากทําการเก็บขอมูล วิเคราะหความสัมพันธ การจัด

กลุมของเครื่องจักร/อุปกรณ และออกแบบผังของโรงประลอง

ทางวิศวกรรมเพื่อจัดวางพื้นที่อยางมีประสิทธิภาพ และชวยใหมี

การไหลในการปฏิบัติงานของการเขาฝกปฏิบัติงานที่ดี จากน้ัน

ทําการเปรียบเทียบผลของการไหลการเขาปฏิบัติงาน และผลการ

จําลองสถานการณ แสดงไดดังน้ี 

4.1) ผลของการไหลการเขาปฏิบัติงาน  

ผูวิจัยไดทําการเปรียบเทียบการไหลเขาปฏิบัติงานตามฐาน

ของผังโรงงานอยางมีระบบและผังโรงงานตามกระบวนการผลิต 

โดยวัดจากนิสิตหน่ึงคนในการเขาปฏิบัติงานไปกลับจนครบ 

ทุกฐานในสถานที่จริง ดังรูปที่ 10 เพื่อเปรียบเทียบขั้นตอน 

ระยะทางรวม และเวลารวมที่ใชในการเขาปฏิบัติงาน แสดงผลดัง

ตารางที่ 5 พบวาของผังโรงงานอยางมีระบบมีระยะทางรวมของ

การเขาปฏิบัติงาน 568.04 เมตร/คน และเวลารวมในการ

เคล่ือนที่ 613.34 นาที/คน ซ่ึงนอยกวาผังโรงงานตามกระบวน 

การผลิตที่ระยะทางรวมของการเขาปฏิบัติงาน 607.45 เมตร/คน 

และเวลารวมในการเคล่ือนที่ 651.86 นาที/คน 
จากรูปที่ 10 แสดงการไหลหลังของโรงประลองวิศวกรรม 

โดยกําหนดฐานงานไมเสนสีนํ้าเงิน ฐานงานเครื่องกลเสนสีดํา 

ฐานงานเช่ือมเสนสีแดง และฐานงานตะไบเสนสีมวง ซ่ึงมี

จุดเริ่มตนและส้ินสุดแตละงานที่จุด S 

 

 

 

4.2) ผลการจําลองสถานการณ 

เม่ือออกแบบผังโรงประลองทางวิศวกรรมตามการวางผัง

โรงงานอยางมีระบบและกระบวนการผลิตแลว ผูวิจัยนําผังที่ได

ไปทําการจําลองสถานการณของการไหลของผูเขาปฏิบัติการดวย

โปรแกรมคอมพิวเตอร จํานวน 1 รอบของการเขาปฏิบัติงานหน่ึง

คนตอเน่ืองจนครบทุกฐาน ดังตารางที่ 6 ซ่ึงพบวาการจําลอง

สถานการณของผังโรงงานอยางมีระบบมีระยะทางรวมของการ

เขาปฏิบัติงาน 565.36 เมตร/คน และเวลารวมในการเคล่ือนที่ 

609.64 นาที/คน ซ่ึงนอยกวาผังโรงงานตามกระบวนการผลิตที่

ระยะทางรวมของการเขาปฏิบัติงาน 609.31 เมตร/คน และเวลา

รวมในการเคล่ือนที่ 646.25 นาที/คน 

 

4.3) การเปรียบเทียบผัง 

หลังจากทําการเปรียบเทียบผลของระยะทางรวมในการเขา

ปฏิบัติงาน เวลารวมในการเขาปฏิบัติงาน และการจําลอง

สถานการณดวยโปรแกรมคอมพิวเตอร ผูวิจัยจะนําผลลัพธ

ทั้งหมดที่ ไดมาทําการเปรียบเทียบผังดวยวิธีการ วิเคราะห

องคประกอบของแตละผังโดยทําการประเมินคะแนนรวมกันโดย

การประชุมหารือกับผูสอนในแตละฐานปฏิบัติงานทั้ง 4 ฐาน 

จํานวน 4 คน และผูบริหารสถานศึกษาจํานวน 2 คน เพื่อการ

ตัดสินใจเลือกผังที่เหมาะสมที่สุด แสดงดังตารางที่ 7 แสดงผล

ของการเปรียบเทียบผังดวยวิธีการวิเคราะหองคประกอบที่

ออกมาในรูปของคะแนน 
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1) ผังโรงงานอยางมีระบบ (มาตราสวน 1:250 เมตร) 

 
2) ผังโรงงานตามกระบวนการผลิต (มาตราสวน 1:250 เมตร) 

 

รูปที่ 10 : แผนภาพการไหลหลังของโรงประลองวิศวกรรม 
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ตารางที่ 7 : การเปรียบเทียบผังดวยวิธีการวิเคราะหองคประกอบ 

องคประกอบ น้ําหนัก 

Ratings and Weighted 

Rating 

SLP PL 

1. ระยะทางในการ

ปฏิบัติงาน 
10 A 40 E 30 

2. เวลาในการปฏิบัติงาน 10 A 40 E 30 

3. การไหลในการ

ปฏิบัติงาน 
9 E 27 E 27 

4. การจัดวางเคร่ืองจักร/

อุปกรณ 
9 E 27 I 18 

5. ความปลอดภัยในการ

ปฏิบัติงาน 
8 E 24 E 24 

6. การใชพ้ืนที่ 7 I 14 I 14 

7. ความยดืหยุน 6 I 12 I 12 

รวม 184  155 

หมายเหตุ : A = ดีเลิศ มีคาคะแนน 4, E = ดีมาก มีคาคะแนน 3, I = ดี  

มีคาคะแนน 2, O = ดี มีคาคะแนน 1 และ U = เลวรายมีคาคะแนน 0 

 

 

โดยหาไดจากผลของคาคะแนน (A E I O U) คูณดวยคา

นํ้าหนัก ที่ผลของคะแนนรวมพบวาผังโรงประลองทางวิศวกรรม

อยางมีระบบใหคะแนนรวมที่สูงกวาผังโรงประลองทางวิศวกรรม

ตามกระบวนการผลิต กลาวคือการออกแบบผังโรงประลองทาง

วิศวกรรมตามการวางผังอยางมีระบบถึงแมวาการจัดวางของกลุม

ของเครื่องจักร/อุปกรณลงโรงประลองทางวิศวกรรม 1 และ 2 

จะมีกลุมของเครื่องจักร/อุปกรณที่คลายกันในบางกลุมกับการ

วางผังตามกระบวนการผลิต แตตําแหนงและทิศทางในการจัด

วางแตกตางกัน และเม่ือนําผังที่ไดไปจําลองสถานการณพบวาผัง

โรงประลองทางวิศวกรรมอยางมีระบบใหระยะทางในการปฏิบัติงาน

และเวลาในการปฏิบัติงานที่ต่ํากวาจึงทําใหไดคะแนนในองค-

ประกอบของระยะทางในการปฏิบัติงาน เวลาในการปฏิบัติงาน 

และการจัดวางเครื่องจักร/อุปกรณที่มากกวาผังตามกระบวนการ

ผลิต สวนในองคประกอบของการไหล ความปลอดภัย การใชพื้นที่ 

และความยืดหยุน ทางผูประเมินใหคะแนนเทากันทุกองคประกอบ 

ผูวิจัยจึงสามารถสรุปไดวาการวางผังโรงประลองทางวิศวกรรม

อยางมีระบบใหผลลัพธที่ดีกวาการวางผังโรงงานตามกระบวน 

การผลิต สามารถแสดงผังดังรูปที่ 11 

 

 
 

รูปที่ 11 : ผังโรงประลองทางวิศวกรรม (มาตราสวน 1:250 เมตร) 

 

5) สรุปผลการวิจัยและอภิปรายผล 

จากการออกแบบและจัดผังโรงประลองทางวิศวกรรมของ

คณะวิศวกรรมศาสตร มหาวิทยาลัยมหาสารคาม ที่ในปจจุบันมี

ความตองการออกแบบและจัดผังโรงประลองทางวิศวกรรม 

(Fabrication Laboratory: FABLAB) ที่ซ่ึงรวบรวมอุปกรณและ

เครื่องมือทางวิศวกรรม ใหนิสิตไดฝกทําการทดลอง และลงมือ
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สรางช้ินงานจากความคิดและจินตนาการ ตลอดจนใชในการเรียน

การสอนวิชาฝกปฏิบัติทางวิศวกรรม ภายใตการไหลของกระบวน 

การที่มีประสิทธิภาพ ซ่ึงจะสงผลทําใหใชระยะทางและเวลาใน

การเขาปฏิบัติงานส้ันลงไปดวย ผูวิจัยจึงไดทําการออกแบบและ

จัดวางผังดวยการประยุกตใชหลักการวางผังโรงงานอยางมีระบบ 

(Systematic Layout Planning: SLP) และการวางผังโรงงาน

ตามกระบวนการผลิต (Process Layout: PL) รวมกับการจําลอง

สถานการณ (simulation) ดวยโปรแกรมคอมพิวเตอร แลว

เปรียบเทียบผลพบวาผังโรงประลองทางวิศวกรรมอยางมีระบบ

ใหระยะทางรวมของการเขาปฏิบัติงาน 565.84 เมตร/คน และ

เวลารวมในการเคล่ือนที ่ 609.64 นาที/คน ซ่ึงนอยกวาผังโรงงาน

ตามกระบวนการผลิตที่ระยะทางรวมของการเขาปฏิบัติงาน 

609.31 เมตร/คน และเวลารวมในการเคล่ือนที่ 646.25 นาที/

คน หรือคิดเปนรอยละ 7.13 ของระยะทางรวม และรอยละ 

5.66 ของเวลารวมในการเคล่ือนที ่

จากน้ันทําการเปรียบเทียบผังดวยวิธีการวิเคราะหองคประกอบ

รวมกับผูสอนและผูบริหารของสถานศึกษาตนแบบ พบวาผังโรง

ประลองทางวิศวกรรมอยางมีระบบไดคะแนนรวมมากกวาผังตาม

กระบวนการผลิตในองคประกอบของระยะทางของการเขา

ปฏิบัติงาน เวลาในการปฏิบัติงาน และการจัดวางเครื่องจักร/

อุปกรณ เน่ืองจากมีการจัดวางตําแหนงของเครื่องจักร/อุปกรณ

สําหรับการเขาปฏิบัติงานที่เหมาะสมมากกวา และเม่ือนําผังที่ได

ไปทําการจําลองสถานการณทําใหไดผลลัพธของระยะทางและ

เวลารวมที่ส้ันกวา จึงสงผลทําใหไดคะแนนรวมที่มากกวาผังตาม

กระบวนการผลิต จึงสามารถสรุปไดวาผังโรงประลองทาง

วิศวกรรมอยางมีระบบคือผังที่เหมาะสมที่สุดสําหรับการวางผัง

โรงประลองทางวิศวกรรมของสถานศึกษาตนแบบ 

 

6) ขอเสนอแนะ 

1) การออกแบบผังโรงประลองทางวิศวกรรมยังไมไดคําถึง

ขอจํากัดดานคาใชจายของ ระบบนํ้า ระบบไฟฟา ระบบการ

ระบายอากาศมาพิจารณาเปนทางเลือกในการตัดสินใจของการ

เลือกผังโรงประลอง ดังน้ันจึงควรนําขอจํากัดดังกลาวมาพิจารณา

เพิ่มเติมเพื่อประกอบการตัดสินใจ  

2) เน่ืองจากเปนการนําขอมูลของการเขาปฏิบัติงานของ

สถานศึกษาตนแบบเพียงบางสวนมาใชในการวิเคราะหและ

จําลองสถานการณ จึงทําใหผลลัพธที่ไดอาจเปล่ียนแปลงไปตาม

ปริมาณของขอมูล 

3) ดวยขอจํากัดในการเขาถึงขอมูลทําใหไมสามารถประมวล 

ผลไดอยางชัดเจน เพื่อใหไดผลลัพธที่ชัดเจนจึงจําเปนตองมีการ

เก็บขอมูลเพิ่มทั้งในสวนของขอมูลเชิงคุณภาพและขอมูลเชิง

ปริมาณ 

4) เน่ืองจากสถานการณของโรคระบาดในปจจุบันอาจสงผล

ตอการเขาปฏิบัติงานและขอมูลมีการเปล่ียนแปลง ซ่ึงอาจตองทํา

การเก็บขอมูลเพิ่มขึ้นหรือจัดทําขอมูลใหมในบางสวนสําหรับใช

ในการวิเคราะหเพิ่มเติมเพื่อใหเกิดประสิทธิภาพในการออกแบบ

ผังโรงประลองทางวิศวกรรมตอไป 
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บทคัดย่อ 
งานวิจัยนี้เสนอกรอบการจัดล าดับความส าคัญ ของแนวทางการเอาชนะอุปสรรคการน าระบบการจัดการเอกสารอิเล็กทรอนิกส์ 

(Electronic Document Management Systems: EDMS) มาใช้ในองค์กร โดยประยุกต์วิธีการการตัดสินใจแบบหลายหลักเกณฑ์ 
จากการทบทวนและสังเคราะห์วรรณกรรมที่เกี่ยวข้อง สามารถระบุปัจจัยอุปสรรคการน าระบบ EDMS ได้จ านวน 12 ปัจจัย และ 
แนวทางเอาชนะอุปสรรค ได้จ านวน 10 ปัจจัย งานวิจัยนี้ได้วิเคราะห์น ้าหนักของปัจจัยอุปสรรค ด้วยน ้าหนักประสม (combine 
weights) โดยผสมผสานระหว่างน ้าหนักอัตวิสัย (subjective weights) และ น ้าหนักภววิสัย (objective weights) การค านวณ
น ้าหนักอัตวิสัย ประยุกต์ใช้วิธีการ “Decision making trial and evaluation laboratory (DEMATEL)” ในขณะที่น ้าหนักภววิสัย 
ค านวณโดยการประยุกต์ใช้วิธี สัมประสิทธ์ความแปรผัน (Coefficient of Variation: COV) จากนั้นประยุกต์ใช้วิธี “Technique for 
Order of Preference by Similarity to Ideal Solution (TOPSIS)” ในการจัดอันดับแนวทางการเอาชนะอุปสรรค สุดท้ายทดสอบ
ความน่าเชื่อถือ (reliability) ของกรอบงานวิจัยที่เสนอโดยการวิเคราะห์ความไว (sensitivity analysis) งานวิจัยนี้ได้เก็บข้อมูลโดยใช้
กรณีศึกษาของ มหาวิทยาลัยในก ากับของรัฐแห่งหนึ่ง นอกจากนั้น องค์กรอื่น ๆ ท่ีมีแผนจะน าระบบ EDMS มาใช้ในองค์กร สามารถ
ประยุกต์ใช้กรอบงานวิจัยท่ีเสนอในการประเมินการจัดล าดับความส าคัญของแนวทางการเอาชนะอุปสรรค ได้เช่นกัน 
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Abstract 
This research proposes a framework for prioritizing overcoming organizational barriers in implementing electronic 

document management systems (EDMS) by applying multi-criteria decision-making approach. Twelve barriers and 
ten overcoming solutions are identified through extensive relevant literature review. In this study, the combination 
weights by integrating subjective weights and objective weights are used to calculate the importance weights of 
barriers factors. Subjective weights are computed by “Decision making trial and evaluation laboratory (DEMATEL)”, 
while objective weights are computed by “Coefficient of Variation (COV)”. “Technique for Order of Preference by 
Similarity to Ideal Solution (TOPSIS)” approach is utilized to prioritize the overcoming solutions. A sensitivity analysis 
is conducted to verify the reliability of the proposed framework. One of the autonomous universities is uses as a 
case study to collect the required data. Furthermore, others organizations that aim to implement EDMS system 
can similarly apply the propose framework in this study to prioritize their overcoming solutions. 

 

Keywords:  Barriers factors, Electronic Document Management Systems: EDMS, Multi-criteria decision making, 
Overcoming solutions 
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1) บทน า 
ในยุคดิจิทัลและยุคสารสนเทศ องค์กรต่าง ๆ ทั่วโลก ต้องเผชิญ

ความท้าทายอย่างหลีกเลี่ยงไม่ได้ในการเปลี่ยนผ่านกระบวนการ
ทางธุรกิจขององค์กรไปสู่ดิจิทัล เพื่อรักษาความสามารถในการ
แข่งขันไว้ ในด้านกระบวนการธุรกิจทั้งหมด ระบบการจัดการ
เอกสารเป็นหนึ่งในกระบวนการพื้นฐานที่จ าเป็นส าหรับองค์กรที่
ต้องเปลี่ยนผ่านไปสู่ดิจิทัล เนื่องจากองค์กรมีการสร้างและแลก 
เปลี่ยนเอกสารจ านวนมหาศาลในการท าธุรกรรมของธุรกิจ เช่น 
อีเมล แฟกซ์ จดหมายเวียน เอกสารสัญญา ฯลฯ แต่เกือบท้ังหมด
อยู่ในระบบที่เป็นกระดาษ ส่งผลให้เกิดปัญหาตามมาหลายประการ 
[1] เช่น ค่าใช้จ่ายสูง พื้นที่จัดเก็บไม่เพียงพอ ความเสี่ยงที่จะเกิด
ความเสียหาย ปัญหาด้านความปลอดภัยและความเป็นส่วนตัว 
ขาดการตรวจสอบย้อนกลับ เป็นต้น นอกจากนี้ ยังท าให้ไม่เกิด
ความเชื่อมโยงทางกระบวนการทางธุรกิจ ไม่สามารถจัดการการ
ไหลของเอกสารได้อย่างมีประสิทธิภาพ ซึ่งน าไปสู่การจ ากัดการ
สื่อสารและการท างานร่วมกันทั้งภายในและระหว่างองค์กร [2] 
แนวทางการจัดการกับปัญหาดังกล่าว องค์กรส่วนใหญ่ได้พยายาม
ที่จะเปลี่ยนผ่านจากระบบที่ใช้กระดาษไปสู่ระบบการจัดการ
เอกสารอิเล็กทรอนิกส์ (Electronic Document Management 
System: EDMS) งานวิจัยโดย Ahmad และคณะ ช้ีให้เห็นว่า 
ประโยชน์ของการน าระบบ EDMS มาช่วยการจัดการเอกสารใน
องค์กร ลดเวลาในการค้นหาเอกสาร ลดจ านวนเจ้าหน้าที่ในการ
ปฏิบัติการ อีกทั้งยังลดค่าใช้จ่ายในการจัดซื้อทรัพยากร ในการ
จัดการเอกสาร ลดจ านวนเจ้าหน้าที่ในการปฏิบัติการ มีความ
ปลอดภัยและก าหนดสิทธิในการจัดการได้และยังช่วยลดปริมาณ
ขยะ ลดการตัดต้นไม้ อันก่อให้เกิดภาวะโลกร้อนอีกด้วย [3] การ
น าระบบ EDMS มาใช้ในองค์กรถือเป็นหนึ่งในกลยุทธ์หลักที่ต้อง
พิจารณาในยุคดิจิทัล ถึงแม้ว่าระบบ EDMS จะมีประโยชน์
มากมาย แต่ทว่าที่ผ่านมาหลายองค์กรที่พยายามจะน าระบบ 
EDMS มาใช้กลับประสบความล้มเหลว เนื ่องจากต้องเผชิญ
อุปสรรคมากมาย ในแง่มุมของการวิจัยที่ผ่านมายังไม่มีงานวิจัยที่
ศึกษาประเด็นดังกล่าว ดังนั้นงานวิจัยมุ่งท่ีจะปิดช่องว่างงานวิจัย 
(bridge the gap) โดยได้เสนอกรอบการจัดล าดับความส าคัญ
ของแนวทางการเอาชนะอุปสรรคการน าระบบการจัดการเอกสาร
อิเล็กทรอนิกส์มาใช้ในองค์กร ซึ่งในงานวิจัยนี้ได้ประยุกต์วิธีการ
ตัดสินใจแบบหลายหลักเกณฑ์ (Multi-Criteria Decision Making: 
MCDM) โดยการบูรณาการเทคนิคเครื่องมือในศาสตร์นี้ ได้แก่  
DEMATEL (Decision Making Trial And Evaluation Laboratory), 

COV (Coefficient of Variation)  และ  TOPSIS (Technique 
for Order of Preference by Similarity to Ideal Solution) 
ในการแก้ปัญหาดังกล่าว โดย DEMATEL ประยุกต์ใช้ในการ
ค านวณน ้าหนักอัตวิสัย (subjective weights) ของปัจจัยอุปสรรค
ของการพัฒนาระบบ EDMS เหตุผลที่น า DEMATEL มาใช้ใน
งานวิจัยนี้เนื่องจากมีข้อได้เปรียบเครื่องมือ MCDM อื่น ๆ ที่ใช้
ค านวณน ้าหนักอัตวิสัย เช่น AHP (Analytical Hierarchy Process), 
SWARA ( Step- wise Weight Assessment Ratio Analysis) , 
Simple Multi-attribute Rating Technique (SMART)  และ 
CFPR (Consistent Fuzzy Preference Relation) เป็นต้น โดย
วิธีทั ้งหมดที่กล่าวมามีจุดอ่อนหลัก (major weak point) คือ 
ปัจจัย/ตัวแปรที่พิจารณาต้องมีความสัมพันธ์ที่เป็นอิสระต่อกัน 
(independent relation) ซึ่งในความจริงปัญหาส่วนใหญ่ในเชิง
วิศวกรรมหรือธุรกิจอุตสาหกรรม ปัจจัย/ตัวแปรที่พิจารณาอาจ
ไม่ได้เป็นอิสระต่อกัน ซึ่งในส่วนของเทคนิค DEMATEL พิจารณา
อิทธิพลและปฏิสัมพันธ์ (influence and interaction) ระหว่าง
ปัจจัย/ตัวแปรที่พิจารณา อีกทั้ง DEMATEL สามารถวิเคราะห์
แบ่งกลุ่ม ปัจจัย/ตัวแปรที่พิจารณา ออกเป็น กลุ่มของสาเหตุ 
(causal group) และ กลุ่มของผลที่ตามมา (effect group) ซึ่ง
จะท าให้ผู ้ที ่น าผลลัพธ์ไปใช้ สามารถเข้าใจความสัมพันธ์ของ 
ปัจจัย/ตัวแปร และน าไปสู่การจัดล าดับความส าคัญในการแก้  
ปัญหาได้ [4] 

ในส่วนของเครื ่องมือ COV งานวิจัยนี้ ประยุกต์ใช้ในการ
ค านวณน ้าหนักภววิสัย (objective weights) ของปัจจัยอุปสรรค
ของการพัฒนาระบบ EDMS ข้อได้เปรียบของการใช้วิธีนี ้เมื่อ
เทียบกับเครื่องมืออืน่ ๆ ที่ใช้ค านวณน ้าหนักภววิสัย เช่น Entropy 
weight, CRITIC (CRiteria Importance Through Inter-criteria 
Correlation) และ MEREC (MEthod based on the Removal 
Effects of Criteria) เป็นต้น ซึ่งวิธีดังกล่าวข้างต้น จะใช้วิธีการ
ค านวณตัวแบบทางคณิตศาสตร์ที่ซับซ้อน และเสียเวลาในการ
ค านวณมาก ซึ่งในส่วนของ COV มีการค านวณที่ง่ายโดยใช้ฟังก์ชัน
สถิติพื้นฐานไม่ต้องใช้ตัวแบบคณิตศาสตร์ที่ยุ่งยาก แต่ให้ผลลัพธ์
การค านวณน ้าหนักภววิสัย เป็นท่ีน่าพอใจ [5] 

ในส่วนของเครื่องมือ TOPSIS งานวิจัยนี้ ประยุกต์ใช้ในการ
ล าดับความส าคัญ (ranking) ของปัจจัย/ตัวแปรแนวทางการเอา 
ชนะอุปสรรคการน าระบบ EDMS มาใช้ในองค์กร ข้อได้เปรียบ
ของการใช้วิธีนี้เมื่อเทียบกับเครื่องมืออื่น ๆ ที่ใช้ในการ Ranking 
ปัจจัย/ตัวแปร เช่น AHP, ANP (Analytical Network Process), 
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PROMETHEE (the Preference Ranking Organisation Method 
for Enrichment Evaluation) เป็นต้น ซึ่งวิธีดังกล่าวข้างต้น จะ
ใช้การเปรียบเทียบปัจจัย/ตัวแปร เป็นคู่ ๆ (pairwise comparison) 
ซึ่งท าให้เกิดความยุ่งยากเสียเวลาในการค านวณเป็นอย่างมาก ไม่
เหมาะกับปัญหาที่มีจ านวนปัจจัย/ตัวแปรจ านวนมาก ข้อได้เปรียบ
ของการใช้ TOPSIS คือ การเปรียบเทียบระยะห่างระหว่างปัจจัย/
ตัวแปรในอุดมคติ (ideal solution) กับ ปัจจัย/ตัวแปรที่ศึกษา 
จึงไม่จ าเป็นต้องใช้กระบวนการ Pairwise comparison ท าให้ได้
ค าตอบที่รวดเร็วกว่า อีกทั้ง TOPSIS ยังเป็นวิธีที่เหมาะสมกับ
ปัญหาการตัดสินใจที่มีจ านวนปัจจัย/ตัวแปร เป็นจ านวนมาก [6] 

จากการวิจัยและทดสอบตามกรอบการศึกษาทั้งหมด ได้ใช้
มหาวิทยาลัยในก ากับของรัฐแห่งหนี่ง เป็นกรณีศึกษา กรอบ
งานวิจัยที่เสนอสามารถประยุกต์ใช้กับองค์กรอื่น ๆ ที่มีแผนจะ
น าเอาระบบ EDMS มาใช้สนับสนุนการบริหารงานเอกสารใน
อนาคตได้อีกด้วย 

 
2) วัตถุประสงค์ในงานวิจัย 

1. เพื่อระบุปัจจัยอุปสรรค และแนวทางการเอาชนะอุปสรรค
การน าระบบการจัดการเอกสารอิเล็กทรอนิกส์มาใช้ในองค์กร 

2. เพื่อจัดล าดับความส าคัญของแนวทางการเอาชนะอุปสรรค
การน าระบบการจัดการเอกสารอิเลก็ทรอนิกส์มาใช้ โดยประยุกต์
วิธีการตัดสินใจแบบหลายหลักเกณฑ์ โดยใช้มหาวิทยาลัยใน
ก ากับของรัฐแห่งหน่ีง เป็นกรณีศึกษา 

 
3) ทบทวนวรรณกรรมที่เกี่ยวข้องกับเครื่องมือท่ีใช้ 

งานวิจัยได้ทบทวนวรรณกรรมที่เกี่ยวข้องกับเครื่องมือที่ใช้ 
ได้แก่ DEMATEL, COV และ TOPSIS มีรายละเอียดดังต่อไปนี ้
3.1) เทคนิค DEMATEL  

DEMATEL ถูกพัฒนาขึ้นโดยสถาบัน “Battelle Memorial 
Institute of Geneva” ภายใต้โครงการวิจ ัยที ่เก ี ่ยวข้องกับ
มนุษยศาสตร์และวิทยาศาสตร์ เพื่อใช้ส าหรับการแก้ปัญหาการ
ตัดสินใจที่ซับซ้อน โดยมีรากฐานการพัฒนาเชิงคณิตศาสตรจ์าก 
ทฤษฎีกราฟ (graph theory) และ ทฤษฎีเมทริกซ์ (matrix 
theory) วิธีนีส้ามารถวิเคราะห์หาความสัมพันธ์เชิงสาเหตุและผล 
(casual relation) ระหว่างตัวแปรที่ศึกษา และสามารถแบ่งกลุม่
ของตัวแปรที่ศึกษาเป็น กลุ่มสาเหตุ (casual group) และ กลุ่ม
ผลที่ตามมา (effect group) รวมถึง สามารถหาน ้าหนักอัตวิสัย 
(subjective weights) ของตัวแปรที่ศึกษา ได้อีกด้วย DEMATEL 

เป็นเทคนิคที่ประยุกต์ใช้ในการแก้ปัญหาทางวิศวกรรมและทาง
ธุรกิจอุตสาหกรรมอย่างกว้างขวาง ตัวอย่าง เช่น การวิเคราะห์
ปัจจัยอุปสรรคของการพัฒนาโซ่อุปทานท่ียั่งยืน [7], การวิเคราะห์
ความเสี่ยงการด าเนินการจัดการสินค้าบรรทุกน ้ามัน [8], ปัจจัย
อุปสรรคการด าเนินงานของโซ่อุปทานหมุนเวียนในอุตสาหกรรม
อลูมิเนียม [9] เป็นต้น ขั ้นตอนการค านวณของ DEMATEL มี
ดังต่อไปนี้ [10] 

3.1.1) ขั้นตอนที่ 1: ค านวณหาเมทริกซ์เฉลี่ยรวม (Aggregate 
Matrix) 

เก็บรวบรวมข้อมูลความสัมพันธ์เชิงอิทธิพลระหว่างตัวแปรที่
ศึกษาจากผู้เชี่ยวชาญ โดยการเปรียบเทียบเป็นคู่ของตัวแปรที่
ศึกษา (pairwise comparison) โดยใช้ตารางที่ 1 ในการเก็บ
ข้อมูลจากผู้เชี่ยวชาญแต่ละท่าน ซึ่งจะน ามาสร้างเมทริกซ์ความ 
สัมพันธ์เริ่มต้น (initial matrix) ซึ่งก าหนด โดย 𝑍𝑘 = [𝑧𝑘

𝑖𝑗
]
𝑛×𝑛

 
ในสมการที่ (1) ต่อจากนั้น เมทริกซ์ความสัมพันธ์เริ่มต้นของผู้ 
เชี่ยวชาญแต่ละคนในข้ันตอนท่ี 1 จะถูกน ามาค านวณหาเมทริกซ์
เฉลี่ยรวม (aggregate matrix) ซึ่งก าหนดโดย X = [𝑥𝑖𝑗]𝑛×𝑛

 โดย
ใช้สมการที่ (2) 

𝑍𝑘 =  

[
 
 
 
 
 𝑧𝑘

11 …  𝑧𝑘
1𝑗

… 𝑧𝑘
1𝑛

⋮             ⋮             ⋮

𝑧𝑘
𝑖1 …  𝑧𝑘

𝑖𝑗
… 𝑧𝑘

𝑖𝑛

⋮             ⋮             ⋮

𝑧𝑘
𝑛1 …  𝑧𝑘

𝑛𝑗
… 𝑧𝑘

𝑛𝑛]
 
 
 
 
 

  (1) 

โดย 𝑧𝑘
𝑖𝑗 แสดงถึง ระดับความมีอิทธิพลของปัจจัยในแถวที่ 𝑖 

ต่อ ปัจจัยในสดมภ์ที่ 𝑗 ที่ประเมินโดยผู้เชี่ยวชาญคนที่ 𝑘 โดย 𝑖 
และ 𝑗 คือจ านวนตัวแปรที่ศึกษา (𝑖 = 1,2, … , 𝑛, 𝑗 = 1,2, … , 𝑛) 
และ 𝑘 คือผู ้เชี ่ยวชาญคนที ่ 𝑘𝑡ℎ (𝑘 = 1,2, … , 𝑙) และ 𝑙 คือ
จ านวนผู้เชี่ยวชาญ 

𝑋 =
∑ 𝑍𝑘

𝑙
𝑘=1

𝑙
    (2) 

โดย 𝑥𝑖𝑗 คือค่าเฉลี่ยของสมาชิกที่อยู่ในแถวที่  𝑖 สดมภ์ที่ 𝑗 
และ 𝑙 คือจ านวนผู้เช่ียวชาญ 

 
ตารางที่ 1 : ระดับอิทธิพลระหว่างตัวแปร 

ระดับอิทธิพล ค าย่อภาษาอังกฤษ คะแนน 

ไม่มีอิทธิพล NI 1 

มีอิทธิพลต ่ามาก VLI 2 

มีอิทธิพลต ่า LI 3 

มีอิทธิพลสูง HI 4 

มีอิทธิพลสูงมาก VHI 5 
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3.1.2) ขั้นตอนที่ 2: สร้างนอร์มอลไลซ์เมทริกซ์ (Construct 
Normalized Matrix)  

จากเมทริกซ์เฉลี่ยรวม (aggregate matrix) ในขั้นตอนที่ 1 
จะถูกนอร์มอลไลซ์ เพี่อจะท าให้ตัวแปรที่ศึกษาทั้งหมดไม่มีหน่วย 
(dimensionless) โดยใช้สมการ (3)-(4) ซึ ่งผลลัพธ์ที ่ได ้คือ 
นอร์มอลไลซ์เมทริกซ์ (normalized matrix) ซึ่งก าหนด โดย D 
= [𝑑𝑖𝑗]𝑛×𝑛

 

D = S *X    (3) 

S = min [ 1

𝑚𝑎𝑥
𝑖

∑ 𝑥𝑖𝑗
𝑛
𝑗=1

,
1

𝑚𝑎𝑥
𝑗

∑ 𝑥𝑖𝑗
𝑛
𝑖=1

 ]           (4) 

โดย 𝑚𝑎𝑥
𝑖

∑ 𝑥𝑖𝑗
𝑛
𝑗=1  คือ ค่าที่สูงที่สุดของผลรวมของสมาชิก

ในแถวที่ 𝑖 และ 𝑚𝑎𝑥
𝑗

∑ 𝑥𝑖𝑗
𝑛
𝑖=1  คือค่าที่สูงที่สุดของผลรวมของ

สมาชิกในสดมภ์ที่ 𝑗 ของเมทริกซ์เฉลี่ยรวม X และ S คือค่าต ่า
ที่สุดเมื่อเปรียบเทียบระหว่าง 𝑚𝑎𝑥

𝑖
∑ 𝑥𝑖𝑗

𝑛
𝑗=1  และ 𝑚𝑎𝑥

𝑗
∑ 𝑥𝑖𝑗

𝑛
𝑖=1  

3.1.3) ขั้นตอนที่ 3: สร้างเมทริกซ์ความสัมพันธ์รวม (Total 
Relation Matrix) 

จากนอร์มอลไลซ์เมทริกซ์ (normalized matrix) ในขั้นตอน
ที่ 2 น ามาสร้างเมทริกซ์ความสัมพันธ์รวม (total relation matrix) 
ซึ่งก าหนดโดย T = [𝑡𝑖𝑗]𝑛×𝑛

 โดยใช้สมการที่ (5)-(7) 
𝑇 = 𝑙𝑖𝑚

𝜑→∞
(𝐷 + 𝐷2 + ⋯+ 𝐷𝜑)          (5) 

   𝑇 = 𝐷(𝐼 − 𝐷)−1   (6) 

𝐼𝑛×𝑛 = ⌈
1 0 0
0 1 0
0 0 1

⌉

𝑛×𝑛

         (7) 

โดยที ่ 𝐷  คือนอร์มอลไลซ์เมทริกซ์ และ 𝐼  คือ เมทริกซ์
เอกลักษณ์ (identity matrix) ซึ่งมีมิติ 𝑛𝑥𝑛  (จ านวนแถวเท่ากับ
จ านวนสดมภ์) และ สมาชิกทุกตัวบนเส้นทแยงมุมมีค่าเท่ากับ 1 
ส่วนสมาชิกท่ีเหลือมีค่าเท่ากับ 0 ส่วนค่า  (𝐼 − 𝐷)−1  คือ อิน
เวอร์สเมทริกซ์ของ 𝐼 − 𝐷  และ 𝑙𝑖𝑚

𝜑→∞
(𝐷 + 𝐷2 + ⋯+ 𝐷𝜑)  คือ 

ค่าคูเ่ข้ามาหากัน (convergence) ของผลรวมยกก าลังของเมท
ริกซ์ 𝐷 

3.1.4) ขั้นตอนที่ 4: ค านวณหาน ้าหนักอัตวิสัย (Subjective 
Weight)  

จากเมทริกซ์ความสัมพันธ์รวมในขั้นตอนที่ 3 ค านวณหาค่า 
ผลรวมของทุกสมาชิกในแนวแถว (𝑟𝑖) และผลรวมของทุกสมาชิก
ในแนวสดมภ์ (𝑐𝑗) ของเมทริกซ์ความสัมพันธ์รวม (T) โดยใช้
สมการที่ (8) และสมการที่ (9) ตามล าดับ จากนั้นค านวณค่า
น ้าหนักอัตวิสัย (𝑤𝑗

𝑠) โดยใช้สมการที่ (10)-(11) 

𝑟𝑖 = ∑ 𝑡𝑖𝑗
𝑛
𝑗=1 , โดย (

𝑟𝑖1,
𝑟𝑖2,
⋮,

𝑟𝑖𝑛

)      (8) 

𝑐𝑗 = ∑ 𝑡𝑖𝑗
𝑛
𝑖=1 , โดย (𝑐𝑗1,𝑐𝑗2, … , 𝑐𝑗𝑛)          (9) 

โดย 𝑟𝑖 คือ ผลรวมของทุกเซลล์ในแนวแถว และ 𝑐𝑗 คือ ผลรวม
ของทุกเซลล์ในแนวสดมภ์ ของเมทริกซ์ความสัมพันธ์รวม (T) 

𝜗𝑗
𝑠 = [(𝑟𝑖 + 𝑐𝑗)

2
+ (𝑟𝑖 − 𝑐𝑗)

2
]
1

2⁄

          (10) 
โดย ϑj

s คือ น ้าหนักอัตวิสัยขั ้นต้นของตัวแปร 𝑗 ก่อนการ 
นอร์มอลไลซ์ 

𝑤𝑗
𝑠 =

𝜗𝑗
𝑠

∑ 𝜗𝑗
𝑠𝑛

𝑗=1
⁄                 (11) 

 
3.2) เทคนิค COV 

เทคนิค COV เป็นเครื ่องมือทางสถิติหนึ ่งที ่ใช้วัดค่าการ
กระจายของข้อมูล โดยในศาสตร์ของการตัดสินใจหลายหลักเกณฑ์ 
(Multi-Criteria Decision-Making: MCDM) น ามาประยุกต์ใช้
ในการหาน ้าหนักภววิสัย (Objective weights) ของเกณฑ์หรือ
ตัวแปรที่ศึกษา โดยงานวิจัยพบว่า การกระจายของข้อมูลมีสห-
สัมพันธ์เชิงบวกกับน ้าหนักความส าคัญของตัวแปร ซี่งข้อมูลที่มี
การกระจายตัวน้อยจะมีน ้าหนักต่อการตัดสินใจต ่า [11] ดังนั้น 
COV สามารถน ามาใช้ค านวณน ้าหนักภววิสัยของเกณฑ์หรือตัว
แปรที่ศึกษา ตัวอย่างการประยุกต์ใช้ COV ในการแก้ปัญหาทาง
วิศวกรรมและทางธุรกิจอุตสาหกรรม ได้แก่ การเลือกเทคโนโลยี
การจัดการขยะขวดพลาสติกที่ยั่งยืน [12] ขั้นตอนการค านวณ
ของ COV มีดังต่อไปนี้ [11] 

3.2.1) ขั้นตอนท่ี 1: ผนวกรวมชุดข้อมูลการประเมิน 
โดยใช้ตารางที่ 2 เพื่อสร้างเมทริกซ์การประเมิน โดยเมทริกซ์

ประกอบด้วยทางเลือกจ านวน 𝑚 ทางเลือก ที่อยู่ในเซ็ตจ ากัด 
𝐴𝑖 = {𝐴1,  𝐴2, … ,  𝐴𝑚} ท ี ่ อ ย ู ่ ใ นแนวแ ถวขอ ง เ ม ท ร ิ ก ซ์  
(𝑖 = 1,2, … ,𝑚) และ เกณฑ์การประเมินอยู่ในเซ็ตจ ากัด 𝐶𝑗 = 

{𝐶1, 𝐶1, … , 𝐶𝑛} ท ี ่อย ู ่ ในแนวสดมภ์ของเมทร ิกซ ์  (𝑗 = 1,2, 

… , 𝑛) ซึ่งก าหนดโดย 𝑋𝑘= [𝑥𝑖𝑗]𝑚×𝑛
 โดยใช้สมการที่ (12) และ

น ามาผนวกชุดข้อมูลการประมวลของผู้เชี่ยวชาญทั้งหมด ด้วย
สมการที่ (13) 
                                            𝐶1       𝐶2      …    𝐶𝑛 

𝑋𝑘   =    

𝐴1 
𝐴2

⋮
𝐴𝑚

[

𝑥11 𝑥12
… 𝑥1𝑛

𝑥21 𝑥22
… 𝑥2𝑛

⋮ ⋮ ⋱ ⋮
𝑥𝑚1 𝑥𝑚2 … 𝑥𝑚𝑛

]                (12) 
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โดยที่ 𝑋𝑘 คือ เมทริกซ์การประเมินโดยผู้เชี ่ยวชาญคนที่ 𝑘𝑡ℎ 

(𝑘 = 1,2, … , 𝑙) และ 𝑥𝑖𝑗 คือคะแนนการประเมินของ ทางเลือก
ที่ 𝑖 โดยใช้เกณฑ์การประเมินที่ 𝑗 

𝑋̅ =
∑ 𝑋𝑙

𝑘=1

𝑙
     (13) 

โดยที่ 𝑋̅ คือค่าเฉลี่ยของผนวกรวมชุดข้อมูลการประเมินของ
ทุกผู้เชี่ยวชาญ 

 
ตารางที่ 2 : คะแนนประเมินทางเลือก 

ระดับการประเมินแนวทางชนะ
อุปสรรค 

ค าย่อ
ภาษาอังกฤษ 

คะแนน 

น้อยมาก VL 1 

น้อย L 2 

ค่อนข้างน้อย ML 3 

ปานกลาง M 4 

ค่อนข้างมาก MH 5 

มาก H 6 

มากที่สุด VH 7 

 

3.2.2) ขั้นตอนที่ 2: ค านวณหาค่าส่วนเบี่ยงเบนมาตรฐาน 
(Standard Deviation) 

จากเมทริกซ์การประเมินในขั้นตอนที่ 1 น ามาค านวณหาค่า
ส่วนเบี่ยงเบนมาตรฐาน (standard deviation) ของเกณฑ์การ
ประเมินแต่ละเกณฑ์ โดยใช้สมการที่ (13) 

𝑆𝐷𝑗 = √
∑ (𝑥𝑖𝑗−𝜇𝑗)

2𝑚
𝑖=1

(𝑚−1)
          (13) 

โดยที ่ 𝑆𝐷𝑗 คือค่าส่วนเบี ่ยงเบนมาตรฐานของเกณฑ์การ
ประเมินที่ 𝑗 และ 𝜇𝑗 คือ ค่าเฉลี่ยเลขคณิตของของเกณฑ์การ
ประเมินท่ี 𝑗 และ 𝑥𝑖𝑗 คือคะแนนการประเมินของทางเลือกที่ 𝑖 ที่
ประเมินด้วยเกณฑ์ 𝑗 (i = 1,2,…,m  และ  j = 1,2,…,n )  

3.2.3) ขั้นตอนที่ 3: ค านวณหาค่าสัมประสิทธิ์ความแปรผัน 

(Coefficient of Variation: 𝐶𝑂𝑉𝑗) 
น าค่าส่วนเบี่ยงเบนมาตรฐานของเกณฑ์การประเมิน ในขั้นตอน

ที่ 2 มาค านวณหาค่าสัมประสิทธิ์ความแปรผัน (Coefficient of 
Variation: 𝐶𝑂𝑉𝑗) โดยใช้สมการที่ (14)  

𝐶𝑂𝑉𝑗 = 
𝑆𝐷𝑗

𝜇𝑗
          (14) 

โดย 𝐶𝑂𝑉𝑗 แสดงถึงระดับการกระจายของของมูลของเกณฑ์
การประเมินที่ 𝑗 

 
 

3.2.4) ขั้นตอนท่ี 4: ค านวณหาน ้าหนักภววิสัยของเกณฑ์การ
ประเมิน 

น าค่าสัมประสิทธิ์ความแปรผัน (Coefficient of Variation: 
 𝐶𝑂𝑉𝑗) ที ่ได ้จากขั ้นตอนที ่ 4 มาค านวณหาน ้าหนักภววิสัย 
(objective weight) ของเกณฑ์การประเมิน โดยใช้สมการที่ (15) 

  𝑤𝑗
𝑜 = 

𝐶𝑂𝑉𝑗

∑ 𝐶𝑂𝑉𝑗
𝑛
𝑗=1

                 (15) 

𝑤𝑗
𝑜 คือ น ้าหนักภววิสัยของเกณฑ์ประเมิน 𝑗 ซึ ่งจะเห็นว่า

เกณฑ์ใดที่มีค่าสัมประสิทธิ์ความแปรผันสูง (มีการกระจายข้อมูล
มาก) จะมีน ้าหนักความส าคัญภววิสัยที่สูง 

 
3.3) การค านวณน ้าหนักประสม (Combination Weight)  

ค่าน ้าหนักอัตวิสัย (𝑤𝑗
𝑠) ที่ได้จากกระบวนการ DEMATEL และ

น ้าหนักภววิสัย (𝑤𝑗
𝑜) ที่ได้จากกระบวนการ COV น ามาค านวณ

น ้าหนักประสม (combination weight) ของแต่ละเกณฑ์ประเมนิ 
โดยใช้สมการที่ (16)-(17) 

                    𝜔𝑗 =  𝛼 ∗ 𝑤𝑗
𝑠 + 𝛽 ∗ 𝑤𝑗

𝑜       (16) 
𝛼 + 𝛽 = 1        (17) 

โดยที่ 𝜔𝑗 คือ น ้าหนักประสมของเกณฑ์การประเมินที่ 𝑗 และ 
𝛼 และ 𝛽 คือสัมประสิทธิ์น ้าหนักความเชื่อมั่นที่ใช้ในการถ่วง
น ้าหนักระหว่าง น ้าหนักอัตวิสัย และภววิสัย 

 
3.4) เทคนิค TOPSIS 

TOPSIS เป็นเทคนิคจัดล าดับความส าคัญของทางเลือก 
พัฒนาขึ้น [13] โดยแนวคิดหลักของเทคนิคนี้ จะมีการก าหนด
เป้าหมายในอุดมคติไว้ (ideal point methods) และทางเลือก
ไหนมีระยะทางค่าเข้าใกล้เป้าหมายในอุดมคติมากที่สุด และ
ระยะทางไกลจากจุดอุดมคติเชิงลบมากที่สุด ถือเป็นทางเลือกที่ดี
ที่สุด [14] ตัวอย่างการประยุกต์ใช้ TOPSIS ในการแก้ปัญหาทาง
วิศวกรรมและทางเทคโนโลยีดิจิทัล ได้แก่ การเลือกการทดสอบที่
มีอิทธิพลต่อพารามิเตอร์ในการพัฒนาซอฟต์แวร์ [15], การ
ตัดสินใจการน าการผลิตอัจฉริยะมาใช้ [16] เป็นต้น ขั้นตอนการ
ค านวณของ TOPSIS มีดังต่อไปนี้ [14] 

3.4.1) ขั้นตอนที่ 1: สร้างเมทริกซ์นอร์มอลไลซ์ (Normalized 
Matrix) 

จากเมทริกซ์การประเมิน (ขั ้นตอนที่ 1 หัวข้อ 3.2) น ามา
สร้างเมทริกซ์นอร์มอลไลซ์ (normalized matrix) ก าหนดโดย 
𝑋𝑛𝑜𝑟 = [𝑥𝑖𝑗

𝑛𝑜𝑟]𝑚𝑥𝑛 , 𝑖= 1,2,…,m และ  j= 1,2,…,n  เพี่อจะท า
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ให้เกณฑ์การประเมินทั้งหมดไม่มีหน่วย (dimensionless) โดย
ใช้สมการ (16) 

𝑋𝑖𝑗
𝑛𝑜𝑟 = [𝑚𝑎𝑥 (𝑥𝑗) − 𝑥𝑖𝑗] [𝑚𝑎𝑥 (𝑥𝑗⁄ ) − 𝑚𝑖𝑛 (𝑥𝑗)]       (16) 

โดย 𝑚𝑎𝑥 (𝑥𝑗) คือ ค่าสูงสุดของเกณฑ์การประเมิน 𝑗 และ 
𝑚𝑖𝑛 (𝑥𝑗) คือ ค่าต ่าสุดของเกณฑ์การประเมิน 𝑗 และ 𝑥𝑖𝑗 ค่า
คะแนนของทางเลือก 𝑖 ที่ประเมินโดยเกณฑ์ 𝑗 

3.4.2) ขั้นตอนท่ี 2: สร้างเมทรกิซ์นอร์มอลไลซ์ถ่วงน ้าหนัก 
(Weighted Normalized Matrix)  

จากเมทริกซน์อร์มอลไลซ์ ในขั้นตอนที่ 1 น าน ้าหนักเกณฑ์มา
ถ่วงน ้าหนัก เพื่อสร้างเมทริกซ์นอร์มอลไลซ์ถ่วงน ้าหนัก ก าหนด
โดย 𝑉 = [𝑣𝑖𝑗]𝑚𝑥𝑛 , i = 1,2,…,m และ j = 1,2,… ,n โดยใช้
สมการที่ (17) 

𝑉 =  𝑋𝑛𝑜𝑟 × 𝜔𝑗   (17) 
โดย 𝑋𝑛𝑜𝑟 คือ เมทริกซ์นอร์มอลไลซ์ และ 𝜔𝑗 คือ น ้าหนัก

ความส าคัญของเกณฑ์การประเมิน 𝑗 
3.4.3) ขั้นตอนที่ 3: การก าหนดเป้าหมายในอุดมคติ (Ideal 

Point Methods) 
จากเมทริกซ์นอร์มอลไลซ์ถ่วงน ้าหนัก ในขั้นตอนที่ 2 สามารถ

ก าหนด เป้าหมายในอุดมคติทางบวก (Positive ideal solution: 
A+) และทางลบ (Negative ideal solution: A-) ได้ตามสมการที่ 
(18) และ สมการที่ (19) ตามล าดับ 

A+ = (v1
+, v2

+, … , vn
+), โดยที่ vj

+ = max
i
(vij)       (18)

 A− = (v1
−, v2

−, . . . , vn
−), โดยที ่ vj

− = min
i
(vij)      (19) 

vj
+  คือค่าสูงสุดของสมาชิกในแถว 𝑖  ที่ถูกประเมินโดยเกณฑ ์

𝑖  และ vj
−  คือค่าต ่าสุดของสมาชิกในแถว i  ที่ถูกประเมินโดย

เกณฑ์ i 
3.4.4) ขั้นตอนที่ 4: ค านวณระยะทางทางเลือกกับเป้าหมาย

ในอุดมคติ 
ค านวณหาระยะทางระหว่างทางเลือกกับเป้าหมายในอุดมคติ

เชิงบวก (A+) และระยะทางระหวา่งทางเลือกกับเป้าหมายในอุดม
คติเชิงลบ (A-) โดยใช้ สมการที่ (20) และสมการที่ (21) ตามล าดับ 

𝑆𝑖
+= √∑ (𝑣𝑖𝑗

𝑛
𝑗=1 − 𝑣𝑗

+) ,  𝑖= 1,2,…,m          (20) 

𝑆𝑖
−= √∑ (𝑣𝑖𝑗

𝑛
𝑗=1 − 𝑣𝑗

−) , 𝑖= 1,2,…,m           (21) 

โดย 𝑆𝑖
+ คือ ระยะทางระหว่างทางเลือก i กับ เป้าหมายใน

อุดมคติเชิงบวก และ 𝑆𝑖
− คือ ระยะทางระหว่างทางเลือก i กับ 

เป้าหมายในอุดมคติเชิงลบ 
3.4.5) ขั้นตอนที่ 5: ค านวณหาสัมประสิทธิ์ความใกล้ชิดสัมพัทธ์ 

ค านวณหาสัมประสิทธิ์ความใกล้ชิดสัมพัทธ์ของแต่ละทางเลือก  
โดยใช้สมการที่ (22)   

𝐶𝑖 =
𝑆𝑖

−

𝑆𝑖
++𝑆𝑖

−         (22) 

โดย 𝐶𝑖 คือสัมประสิทธ์ิความใกล้ชิดสัมพัทธ์ของทางเลือกที่ 𝑖 
3.4.6) ขั้นตอนท่ี 6: จัดล าดับความส าคัญ 
ล าดับความส าคัญของแต่ละทางเลือก พิจารณาโดยใช้ ค่า

สัมประสิทธิ ์ความใกล้ชิดสัมพัทธ์ (𝐶𝑖) ถ้าค่า 𝐶𝑖 สูงแสดงว่า 
ทางเลือกนั้นส าคัญมาก แต่ถ้าค่า 𝐶𝑖 ต ่าแสดงว่า ทางเลือกนั้น
ส าคัญน้อย 

 
4) กระบวนการวิจัย 

กระบวนการวิจัย แบ่งออกเป็น 8 ระยะการด าเนินงาน (phases) 
ดังแสดงในรูปที่ 1 โดยมีรายละเอียดสังเขป ดังนี้ 

Phase I: ระบุปัจจัยอุปสรรคและแนวทาง โดยงานวิจัยได้
ทบทวนวรรณกรรมที่เกี่ยวข้องกับอุปสรรค และ แนวทางการเอา 
ชนะอุปสรรค การน าระบบการจัดการเอกสารอิเล็กทรอนิกส์มา
ใช้ในองค์กร ทั้งจากวารสารในและต่างประเทศ  

Phase II: น าผลการทบทวนวรรณกรรมที่ไดจ้าก Phase I มา
พัฒนาแบบสอบถามเพื่อน าไปเก็บข้อมูลจากกลุ่มผู ้เชี ่ยวชาญ 
(panel of experts) ของกรณีศึกษามหาวิทยาลัย โดยแบบสอบ-
ถามแบ่งออกเป็น 2 ชุด คือ ชุดที่ 1 เพื่อหาน ้าหนักความส าคัญ
ของปัจจัยอุปสรรค และ ชุดที่ 2 เพื่อจัดล าดับความส าคัญของ
แนวทางการเอาชนะอุปสรรค 

Phase III: คัดเลือกผู้เชี่ยวชาญที่มีความรู้และประสบการณ์
ด้านระบบการจัดการเอกสารอิเล็กทรอนิกส์ อย่างน้อย 5 ปี จาก
มหาวิทยาลัย กรณีศึกษา โดยผู้เชี่ยวชาญทั้งหมดเคยผ่านการ
ท างาน “โครงการการพัฒนาระบบการจัดการเอกสารอิเล็กทรอนกิส”์ 
และ เป็นผู้ตอบแบบสอบถามในงานวิจัยนี้ 

Phase IV: ค านวณหาน ้าหนักอัตวิสัย โดยน าแบบสอบถาม
แบบสอบถามชุดที่ 1 ที่เก็บข้อมูลจากกลุ่มผู้เชี่ยวชาญใน Phase 
III มาประมวลผลข้อมูลด้วยเทคนิควิธี DEMATEL  

Phase V: ค านวณหาน ้าหนักภววิสัย โดยน าแบบสอบถามใน
ส่วนที ่ 2 ที ่เก็บข้อมูลจากกลุ ่มผู ้เชี ่ยวชาญใน Phase III มา
ประมวลผลข้อมูลด้วยเทคนิควิธี COV 

Phase VI: ค านวณหาน ้าหนักประสม โดยใช้ผลการค านวณหา
น ้าหนักอัตวิสัย (Phase IV) และน ้าหนักภววิสัย (Phase V) 

Phase VII: การจัดล าดับความส าคัญแนวทางชนะอุปสรรค 
โดยน าแบบสอบถามในชุดที่ 2 มาประมวลผลข้อมูลด้วยวิธี TOPSIS 
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รูปที่ 1 : กระบวนการวิจยั 
 

Phase VIII: การวิเคราะห์ความไวของการจัดอันดับแนว
ทางการเอาชนะอุปสรรค เพี่อทดสอบว่าเมื่อมีการเปลี่ยนแปลง
ของน ้าหนักประสมในช่วงต่าง ๆ จะท าให้อันดับแนวทางการ
เอาชนะอุปสรรคเปลี่ยนไปหรือไม่อย่างไร 

 
5) ผลงานวิจัย 

ผลงานวิจัยแสดงตามระยะการด าเนินงาน 8 Phases โดยมี
รายละเอียด ดังต่อไปนี ้

5.1) Phase I: การระบุปัจจัยอุปสรรคและแนวทางการเอาชนะ
อุปสรรคการพัฒนาระบบ EDMS 

จากการทบทวนวรรณกรรมที่เกี่ยวข้องทั้งในและต่างประเทศ 
เพื่อรวบรวมปัจจัยอุปสรรค (barriers) และแนวทางการเอาชนะ
อุปสรรค (solutions) ของการพัฒนาระบบ EDMS ซึ่งสามารถ
ระบุปัจจัยอุปสรรคที่ส าคัญ จ านวน 12 ปัจจัย และแนวทางการ
เอาชนะอุปสรรค จ านวน 10 แนวทาง ดังแสดงในตารางที่ 3 และ 
ตารางที ่4 ตามล าดับ 

ตารางที่ 3 : ปัจจัยอปุสรรคของการพัฒนาระบบ EDMS 

รหัสปัจจัย 
(Code) 

ปัจจัยอุปสรรค 
(Barriers) 

อ้างอิง 
(Reference) 

B1 กระบวนการท างานระบบสารบรรณอิเล็กทรอนิกส์ ปจัจุบันมกีารท างานแยกสว่น ขาดการบูรณาการ [17], [18] 

B2 บุคลากรขาดความรู้ความเข้าใจเกีย่วกับระบบสารบรรณอิเล็กทรอนิกส์ [17], [19] 

B3 ขาดมาตรฐานกระบวนการระบบสารบรรณอิเล็กทรอนิกส์ ท าให้การท างานของหน่วยงานตา่งๆ ไม่เป็นไปในทางเดียวกนั [2], [19] 

B4 การต่อต้านของพนักงานในการเปลีย่นผ่านเข้าสู่ระบบสารบรรณอิเล็กทรอนิกส์ใหม่ [17], [20] 

B5 ขาดนโยบายการขับเคลื่อนจากระบบสารบรรณอิเล็กทรอนิกส์ ทีมผู้บริหารองค์กรที่ชัดเจน และอย่างต่อเนื่อง [2], [3] 

B6 ขาดความสามารถในการบริหารโครงการการพัฒนาระบบสารบรรณอิเล็กทรอนิกส์ใหม่ [21] 

B7 ขาดวัฒนธรรมองค์กรด้านดิจิทัล [2], [19], [20] 

B8 ขาดการความร่วมมือระหวา่งหน่วยงานข้ามสายงาน [19], [22] 

B9 ขาดการมีส่วนรว่มของพนกังานที่เกี่ยวขอ้งทั้งหมดในการพัฒนาระบบสารบรรณอิเล็กทรอนิกส์ใหม่ [2], [17] 

B10 ขาดความมุ่งมั่นจากผู้บริหารที่เกีย่วขอ้งในการขับเคลื่อนโครงการ [19], [22] 

B11 ขาดการจัดสรรทรัพยากรในการขับเคลื่อนโครงการที่เพียงพอและเหมาะสม [3], [18], [22] 

B12 ขาดโครงสร้างพื้นฐานด้านระบบเทคโนโลยีที่สนับสนุน [2], [18] 

 

Phase IV: ค านวณหาน ้าหนักอัตวิสัย  Phase V: ค านวณหาน ้าหนักภววิสยั 

ทบทวนวรรณกรรม 
Phase I: ระบปุัจจัยอุปสรรค

และแนวทางเอาชนะ

อุปสรรค 

Phase II: พัฒนาแบบสอบถาม Phase III: การคัดเลือกกลุ่มผู้เชี่ยวชาญ 

Coefficient 

of Variation 
DEMATEL 

Phase VIII: การวิเคราะห์ความไวของการจัดอันดับแนวทางการเอาชนะอุปสรรค 

Phase VII: การจัดล าดับความส าคัญแนวทางชนะอุปสรรค 

Phase VI: ค านวณหาน ้าหนักประสม 

TOPSIS 
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ตารางที่ 4 : แนวทางการเอาชนะอุปสรรค 

รหัสปัจจัย 
(Code) 

แนวทางชนะอุปสรรค 
(Overcomes) 

อ้างอิง 
(Reference) 

S1 การสร้างช่องทางการสื่อสารเพื่อให้เกิดวิสัยทัศน์ร่วมกันในการเปลี่ยนผ่านไปสูก่ารพัฒนาระบบงานใหม่ [23], [24] 

S2 จัดโปรแกรมการฝึกอบรมพนกังานทุกคนและทุกระดับที่เกีย่วขอ้งกับกระบวนการเปลี่ยนแปลงสู่การพัฒนา
ระบบงานใหม ่

[23], [24] 

S3 จัดท าเป้าหมายระยะสั้น กลาง และยาว พร้อมทั้งก าหนดทรัพยากรที่จ าเป็นและจัดสรรตามล าดับความส าคัญ [3], [24] 

S4 ส่งเสริมการมีส่วนร่วมและเปิดอภิปรายโดยพนักงานทุกคน และทุกระดับที่เกี่ยวข้องกับกระบวนการเปลี่ยนแปลง
สู่การพัฒนาระบบงานใหม ่

[25] 

S5 ส่งเสริมวัฒนธรรมในการยอมรับนวัตกรรมและเทคโนโลยีใหม่ ๆ [25], [26] 

S6 การจัดตั้งโครงสร้างองค์กรแบบเมทริกซ์ในการบริหารโครงการการเปลี่ยนแปลงสู่การพัฒนาระบบงานใหม่ [25], [26] 

S7 การสรรหาผู้จัดการโครงการที่มีประสบการณ์และหวัหน้าทีมโครงการมืออาชพี [3], [24] 

S8 การจัดเตรียมแผนการบริหารความขัดแย้งการเปลี่ยนแปลงสู่การพัฒนาระบบงานใหม่ [21], [23], 
[25] 

S9 การจัดเตรียมแผนการบริหารความเส่ียงการเปลี่ยนแปลงสู่การพัฒนาระบบงานใหม่ [25], [27] 

S10 การให้พนักงานที่เกีย่วข้องมีส่วนร่วมในการพัฒนาระบบงานใหม่ [22], [24] 

 

5.2) Phase II:  การพ ัฒนาแบบสอบถาม  (Questionnaire 
Development) 

น าปัจจัยอุปสรรคและแนวทางการแก้ไข ที่ได้จาก Phase I 
มาพัฒนาแบบสอบถาม แล้วส่งให้ผู้เชี่ยวชาญด้าน EDMS ของ
มหาวิทยาลัยในก ากับของรัฐแห่งหนึ่ง เป็นกรณีศึกษา จ านวน 3 
คน เพื่อทวนสอบความถูกต้อง ก่อนส่งแบบสอบถามเพื่อเก็บข้อมูล 
ผู้วิจัยได้ส่งแบบสอบถามที่พัฒนาขึ้น เพื่อขออนุมัติจริยธรรมการ
วิจัยในคนจากคณะกรรมการจริยธรรมการวิจัยในคนชุดกลางของ 
มหาวิทยาลัยมหิดล (MU Central-IRB) นอกจากนั้นแบบสอบถาม
ยังระบุเป็นลายลักษณ์อักษรว่าข้อมูลส่วนบุคคลและค าตอบทั้งหมด

ของผู้ตอบจะถูกเก็บเป็นความลับและใช้เพื่อวัตถุประสงค์ทาง
วิชาการเท่านั้น รวมถึงข้อมูลจะสรุปและรายงานโดยรวม ซึ่งไม่
สามารถสอบกลับไปยังผู้ตอบแบบสอบถามได้ 
 
5.3) Phase III: การคัดเลือกผู้เชี่ยวชาญ (Experts) ที่ให้ข้อมูล
และตอบแบบสอบถามส าหรับงานวิจัย 

การคัดเลือกผู้เชี่ยวชาญในงานวิจัยนี้พิจารณาจากความรู้ 
ความเชี ่ยวชาญ และประสบการณ์ในการพัฒนาระบบ EDMS 
ของมหาวิทยาลัยในก ากับของรัฐแห่งหนึ ่ง กรณีศึกษา โดยมี
จ านวนผู้เชี่ยวชาญทั้งหมด 7 คน รายละเอียดดังตารางที่ 5 

 
ตารางที่ 5 : รายละเอียดผู้เชี่ยวชาญ 

รหัสผู้เชี่ยวชาญ 
(Code) 

ต าแหน่ง 
(Position) 

ประสบการณ์ (ปี) ความเชีย่วชาญ 

E1 ผู้ช่วยศาสตราจารย ์ 6 การบริหารโครงการการพัฒนาระบบ EDMS 

E2 หัวหน้างานบริหารเอกสาร (ผู้ช านาญการ) 28 ผู้ใช้งานระบบ EDMS 

E3 นักวิชาการสารสนเทศ (ผู้ช านาญการ) 21 ผู้ใช้งานระบบ EDMS 

E4 เจ้าหน้าที่บริหารงานทั่วไป (ผู้ช านาญการ) 27 ผู้ใช้งานระบบ EDMS 

E5 นักวิชาการคอมพวิเตอร์ 10 ผูพ้ัฒนาระบบ EDMS 

E6 นักวิชาการคอมพวิเตอร์ (ผู้ช านาญการ) 30 ผูพ้ัฒนาระบบ EDMS 

E7 เจ้าหน้าที่ระบบงานคอมพิวเตอร ์ 9 ผูพ้ัฒนาระบบ EDMS 
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5.4) Phase IV: ค านวณหาน ้าหนักอัตวิสัย (Subjective Weights) 
ของปัจจัยอุปสรรค 

ผู้เชี่ยวชาญทั้ง 7 คน ขอให้ตอบแบบสอบถามชุดที่ 1 เพื่อ
เปรียบเทียบความมีอิทธิพลระหว่างคู่ปัจจัยอุปสรรค (pairwise 
comparison) โดยใช้ระดับอิทธิพลระหว่างตัวแปรใน ตารางที่ 1
หัวข้อ 3.1 จากนั้นรวบรวมแบบสอบถามที่ตอบกลับมาทั้งหมด 
น ามาประมวลผลชุดข้อมูล เพื่อค านวณหาน ้าหนักอัตวิสัยของ
ปัจจัยอุปสรรคแต่ละปัจจัย (𝑤𝑗

𝑠) โดยใช้วิธีการ DEMATE ที่
แสดงไว้ในหัวข้อ 3.1  

5.4.1) ขั้นตอนที่ 1: ค านวณหาเมทริกซ์เฉลี่ยรวม (Aggregate 
Matrix) ข้อมูลการเปรียบเทียบความมีอิทธิพลระหว่างคู่ปัจจัย
อุปสรรคน ามาประมวลผลโดยใช้สมการที่ (1) และสมการที่ (2) 

และน ามาค านวณหาเมทริกซ์เฉลี่ยรวม (aggregate matrix) ดัง
แสดงในตารางที่ 6 

5.4.2) ขั้นตอนที่ 2: สร้างนอร์มอลไลซ์เมทริกซ์ (Construct 
Normalized Matrix) ของความสัมพันธ์ระหว่างปัจจัยอุปสรรค 
นอร์มอลไลซ์เมทริกซ์ (construct normalized matrix) ของ
ความสัมพันธ์ระหว่างปัจจัยอุปสรรค สามารถสร้างโดยการใช้
สมการที่ (3)-(4) ดังแสดงผลในตารางที่ 7 

5.4.3) ขั้นตอนที่ 3: สร้างเมทริกซ์ความสัมพันธ์รวม (Total 
Relation Matrix) เมทริกซ์ความสัมพันธ์รวม (total relation 
matrix) สามารถสร้างโดยการใช้สมการที่ (5)-(7) ดังแสดงผลใน
ตารางที่ 8  

 
ตารางที่ 6 : เมทริกซ์เฉลี่ยรวม (aggregate matrix)  

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 

B1 1.00 2.43 3.00 1.86 2.57 2.29 2.00 2.29 1.71 2.57 2.57 2.43 

B2 3.00 1.00 2.29 3.14 2.57 2.71 2.86 2.29 2.57 2.29 1.29 1.29 

B3 3.00 3.29 1.00 1.86 2.57 2.71 2.43 2.29 2.86 1.71 2.14 2.57 

… … … … … … … … … … … … … 

B10 2.43 2.29 2.57 2.14 3.86 3.00 2.71 2.14 2.29 0.86 3.00 3.14 

B11 2.00 1.86 2.14 1.71 2.14 2.43 2.00 1.57 1.86 2.29 1.00 3.57 

B12 1.71 1.71 2.43 1.71 2.43 2.57 2.14 1.86 2.14 2.29 3.14 1.00 

 
ตารางที่ 7 : นอร์มอลไลซ์เมทริกซ ์ 

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 

B1 0.03 0.07 0.08 0.05 0.07 0.06 0.06 0.06 0.05 0.07 0.07 0.07 

B2 0.08 0.03 0.06 0.09 0.07 0.07 0.08 0.06 0.07 0.06 0.04 0.04 

B3 0.08 0.09 0.03 0.05 0.07 0.07 0.07 0.06 0.08 0.05 0.06 0.07 

… … … … … … … … … … … … … 

B10 0.07 0.06 0.07 0.06 0.11 0.08 0.07 0.06 0.06 0.02 0.08 0.09 

B11 0.06 0.05 0.06 0.05 0.06 0.07 0.06 0.04 0.05 0.06 0.03 0.10 

B12 0.05 0.05 0.07 0.05 0.07 0.07 0.06 0.05 0.06 0.06 0.09 0.03 

 
ตารางที่ 8 : เมทริกซ์ความสัมพันธ์รวม (total relation matrix)  

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 

B1 0.27 0.30 0.33 0.27 0.32 0.32 0.29 0.29 0.29 0.30 0.30 0.31 

B2 0.33 0.27 0.32 0.31 0.33 0.34 0.32 0.30 0.32 0.30 0.27 0.28 

B3 0.34 0.34 0.30 0.28 0.33 0.34 0.31 0.30 0.33 0.29 0.30 0.32 

… … … … … … … … … … … … … 

B10 0.35 0.33 0.36 0.31 0.39 0.37 0.34 0.32 0.33 0.28 0.35 0.36 

B11 0.28 0.27 0.29 0.25 0.29 0.30 0.27 0.25 0.27 0.27 0.24 0.31 

B12 0.28 0.27 0.30 0.25 0.30 0.31 0.28 0.26 0.28 0.28 0.30 0.25 
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5.4.4) ขั้นตอนที่ 4: ค านวณหาน ้าหนักอัตวิสัย (Subjective 
Weight) โดยค านวณผลรวมของทุกสมาชิกในแนวแถว (𝑟𝑖) และ
ผลรวมของทุกสมาชิกในแนวสดมภ์ (𝑐𝑗) ของเมทริกซ์ความ 
สัมพันธ์รวม (T) โดยใช้สมการที่ (8) และสมการที่ (9) ต่อจากนั้น
ค านวณหาน ้าหนักอัตวิสัยของแต่ละปัจจัยอุปสรรค (Subjective 
weight: 𝑤𝑗

𝑠) โดยใช้สมการที่ (10)-(11) ผลการค านวณแสดงใน
ตารางที่ 9 

 
5.5) Phase V: ค านวณหาน ้าหนักภววิสัย (Objective Weights) 
ของปัจจัยอุปสรรค 

ผู้เชี่ยวชาญทั้ง 7 คน ตอบแบบสอบถามชุดที่ 2 เพื่อประเมิน 
แนวทางการชนะอุปสรรค (overcoming barriers) ในตารางที่ 4 
ตามแต่ละเกณฑ์ปัจจัยอุปสรรค โดยใช้ตารางคะแนนประเมิน
แนวทางชนะอุปสรรค ในตารางที่  2 (ในหัวข้อ 3.2) น ามา
ประมวลผลชุดข้อมูลเพื่อค านวณหาน ้าหนักภววิสัย ของปัจจัย
อุปสรรคแต่ละปัจจัย (𝑤𝑗

𝑜) โดยใช้วิธีการสัมประสิทธิ์ความแปรผัน 
(Coefficient of Variation: 𝐶𝑂𝑉𝑗) ดังมีขั้นตอนต่อไปนี้ [28] 

5.5.1) ขั้นตอนท่ี 1: ผนวกรวมชุดข้อมูลการประเมินแนวทาง
ชนะอุปสรรค ผู้เชี่ยวชาญแต่ละท่านประเมินแนวทางการชนะ
อุปสรรค โดยใช้ตารางที่ 2 หลังจากนั้น ข้อมูลของผู้เชี่ยวชาญ
ทั้งหมด 7 ชุดที่ได้จากแบบสอบถามทั้งหมด น ามาผนวกรวมให้
เป็น 1 ชุดข้อมูล โดยใช้สมการที่ (12)-(13) และผลลัพธ์แสดงดัง
ตารางที่ 10 

5.5.2) ขั้นตอนที่ 2: ค านวณหาค่าส่วนเบี่ยงเบนมาตรฐาน 
(Standard Deviation) ของปัจจัยอุปสรรค จากข้อมูลในตาราง
ที่ 10 น ามาค านวณหาค่าส่วนเบี่ยงเบนมาตรฐาน (𝑆𝐷𝑗) ของแต่
ละปัจจัยอุปสรรค โดยใช้สมการที่ (13) และ แสดงผลตามตาราง
ที่ 11 

5.5.3) ขั้นตอนที่ 3: ค านวณหาค่าสัมประสิทธิ์ความแปรผัน 
(Coefficient of Variation: 𝐶𝑂𝑉𝑗) ของปัจจัยอุปสรรค ค านวณ 
หาค่าสัมประสิทธิ์ความแปรผัน (𝐶𝑂𝑉j ) ของปัจจัยอุปสรรค โดย
ใช้สมการที่ (14) และผลลัพธ์แสดงดังตารางที่ 11 

 

 
ตารางที่ 9 : แสดงค่าน ้าหนกัอัตวิสยัของแต่ละปัจจัยอุปสรรค (Subjective weight: 𝑤𝑗

𝑠 ) 

 B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 
𝑟𝑖 3.58 3.69 3.79 4.03 4.79 3.88 3.98 4.13 3.60 4.08 3.28 3.37 

𝑐𝑗 3.98 3.84 4.10 3.54 4.05 4.11 3.75 3.68 3.87 3.68 3.75 3.86 

𝑟𝑖 + 𝑐𝑗 7.56 7.53 7.89 7.58 8.85 8.00 7.72 7.80 7.47 7.75 7.04 7.23 

𝑟𝑖 − 𝑐𝑗 -0.39 -0.15 -0.31 0.49 0.74 -0.23 0.23 0.45 -0.26 0.40 -0.47 -0.49 

𝜗𝑗
𝑠 7.32 7.28 7.64 7.34 8.59 7.74 7.47 7.56 7.23 7.54 6.81 7.00 

𝑤𝑗
𝑠 0.082 0.081 0.085 0.082 0.096 0.086 0.083 0.084 0.081 0.084 0.076 0.078 

 
ตารางที่ 10 : แสดงการผนวกรวมชุดข้อมูลการประเมินแนวทางชนะอุปสรรค 

แนวทางชนะอุปสรรค 
(Overcomes)  

ปัจจัยอุปสรรค (Barriers)  

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 

S1 5.00 4.14 4.86 4.71 4.29 3.43 4.57 5.00 5.29 4.71 4.43 4.86 

S2 5.00 5.43 4.71 5.71 3.29 4.00 5.14 4.71 4.57 3.57 3.29 3.43 

S3 4.43 5.00 5.29 4.86 5.29 4.86 4.71 5.14 4.57 4.57 5.86 5.14 

... ... ... ... ... ... ... ... ... ... ... ... ... 

S8 4.43 4.57 4.57 5.71 4.57 4.86 4.43 5.29 5.14 4.86 4.43 4.57 

S9 4.00 4.00 4.86 4.57 4.57 4.71 4.29 4.86 5.14 4.71 4.43 5.14 

S10 6.14 5.00 5.86 5.86 4.14 4.14 5.43 5.43 5.86 4.71 4.71 4.43 
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ตารางที่ 11 : น ้าหนกัภววิสยัของปัจจัยอุปสรรค 

 B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 
𝑆𝐷𝑗 0.63 0.66 0.48 0.53 0.59 0.68 0.51 0.29 0.54 0.48 0.72 0.64 
𝜇𝑗  4.79 4.87 5.14 5.33 4.26 4.49 4.70 5.14 5.20 4.43 4.56 4.53 

𝐶𝑂𝑉𝑗 0.13 0.14 0.09 0.10 0.14 0.15 0.11 0.06 0.10 0.11 0.16 0.14 
𝑤𝑗

𝑜  0.093 0.095 0.065 0.069 0.097 0.106 0.077 0.039 0.072 0.076 0.111 0.100 

 

5.5.4) ขั้นตอนที่ 4: ค านวณหาน ้าหนักภววิสัยของปัจจัย
อุปสรรค จากค่าสัมประสิทธิ์ความแปรผัน (𝐶𝑂𝑉j ) น ามาค านวณ 
หาน ้าหนักภววิสัยของปัจจัยอุปสรรค (𝑤𝑗

𝑜  ) โดยใช้ สมการที่ (15) 
และผลลัพธ์แสดงดังตารางที่ 11 
 
5.6) Phase VI: ค านวณหาน ้าหนักประสม (Combine Weights) 
ของปัจจัยอุปสรรค 

จากค่าน ้าหนักอัตวสิัย  (𝑤𝑗
𝑠)  และน ้าหนักภววิสัย  (𝑤𝑗

𝑜) 

น ามาค านวณค่าน ้าหนักประสม ของปัจจัยอุปสรรค โดยใช้
สมการที่ (16)-(17) โดยงานวิจัยนี้ก าหนดให้ α = 0.5  และ β =

0.5  โดยผลการค านวณน า้หนักประสม (𝜔𝑗 )  ของปัจจัยอุปสรรค 
แสดงผลลัพธ์ดังตารางที่ 12 

จากตารางที่ 12 พบว่าสามารถจัดอันดับความส าคัญของปัจจัย
อุปสรรคตามน ้าหนักความส าคัญประสม ได้ดังนี้ B5=B6>B11> 
B12>B2>B1>B7=B10>B4=B9>B3>B8 
 
5.7) Phase VII: การจัดล าดับความส าคัญแนวทางชนะอุปสรรค 

ส าหรับการจัดล าดับความส าคัญแนวทางชนะอุปสรรค (S1, 
S2,…,S10) งานวิจัยนี้ได้ประยุกต์วิธีการ TOPSIS ที่แสดงไว้ใน
หัวข้อ 3.4 ดังมีรายละเอียดดังต่อไปนี้ [28] 

5.7.1) ขั้นตอนที่ 1: สร้างเมทริกซ์นอร์มอลไลซ์ (Normalized 
Matrix) จากผนวกรวมชุดข้อมูลการประเมินแนวทางชนะอุปสรรค 
ที่แสดงในตารางที่ 10 น ามาสร้างเมทริกซ์นอร์มอลไลซ์ โดยใช้
สมการที ่(16) และผลลัพธ์แสดงดังตารางที่ 13 

 
 

ตารางที่ 12 : แสดงน ้าหนักประสมของปัจจัยอุปสรรค 

 B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 

𝒘𝒋
𝒔 0.082 0.081 0.085 0.082 0.096 0.086 0.083 0.084 0.081 0.084 0.076 0.078 

𝒘𝒋
𝒐 0.093 0.095 0.065 0.069 0.097 0.106 0.077 0.039 0.072 0.076 0.111 0.100 

𝝎𝒋 0.087 0.088 0.075 0.076 0.096 0.096 0.080 0.062 0.076 0.080 0.094 0.089 

อันดับ 5 4 8 7 1 1 6 9 7 6 2 3 

 
ตารางที่ 13 : แสดงเมทริกซน์อร์มอลไลซ์ (normalized matrix) 

แนวทางชนะ
อุปสรรค 

(Overcomes) 

ปัจจัยอุปสรรค (Barriers) 

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 

S1 0.53 0.94 0.80 0.91 0.50 1.00 0.70 0.67 0.58 0.11 0.56 0.17 

S2 0.53 0.38 0.90 0.27 1.00 0.76 0.30 1.00 1.00 1.00 1.00 1.00 

S3 0.80 0.56 0.50 0.82 0.00 0.41 0.60 0.50 1.00 0.22 0.00 0.00 

... ... ... ... ... ... ... ... ... ... ... ... ... 

S8 0.80 0.75 1.00 0.27 0.36 0.41 0.80 0.33 0.67 0.00 0.56 0.33 

S9 1.00 1.00 0.80 1.00 0.36 0.47 0.90 0.83 0.67 0.11 0.56 0.00 

S10 0.00 0.56 0.10 0.18 0.57 0.71 0.10 0.17 0.25 0.11 0.44 0.42 
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ตารางที่ 14 : แสดงค่าเมทริกซน์อร์มอลไลซ์ถ่วงน ้าหนัก 

แนวทางชนะ
อุปสรรค 

(Overcomes) 

ปัจจัยอุปสรรค (Barriers) 

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 

S1 0.05 0.08 0.06 0.07 0.05 0.10 0.06 0.04 0.04 0.01 0.05 0.01 

S2 0.05 0.03 0.07 0.02 0.10 0.07 0.02 0.06 0.08 0.08 0.09 0.09 

S3 0.07 0.05 0.04 0.06 0.00 0.04 0.05 0.03 0.08 0.02 0.00 0.00 

... ... ... ... ... ... ... ... ... ... ... ... ... 

S8 0.07 0.07 0.08 0.02 0.03 0.04 0.06 0.02 0.05 0.00 0.05 0.03 

S9 0.09 0.09 0.06 0.08 0.03 0.05 0.07 0.05 0.05 0.01 0.05 0.00 

S10 0.00 0.05 0.01 0.01 0.06 0.07 0.01 0.01 0.02 0.01 0.04 0.04 

 
5.7.2) ขั้นตอนที่ 2: สร้างเมทริกซ์นอร์มอลไลซ์ถ่วงน ้าหนัก 

(Weighted Normalized Matrix) จากนอร์มอลไลซ์เมทริกซ์ใน
ตารางที่ 13 น าน ้าหนักประสม (ωj) ที่ได้จากตารางที่ 12 ของแต่
ละปัจจัยอุปสรรคมาถ่วงน ้าหนักเพื่อสร้างเมทริกซ์นอร์มอลไลซ์
ถ่วงน ้าหนัก โดยใช้สมการที่ (17) ซึ่งผลลัพธ์แสดงดังตารางที่ 14 

5.7.3) ขั้นตอนที่ 3: ก าหนดแนวทางชนะอุปสรรคในอุดมคติ 
(Ideal Solutions) จากตารางที่ 14 สามารถก าหนดแนวทาง
ชนะอุปสรรคในอุดมคติทางบวก (positive ideal solution: A+) 
และทางลบ (negative ideal solution: A−) ได้ตามสมการที่ 
(18) และ สมการที ่(19) ตามล าดับ ผลลัพธ์แสดงดังตารางที่ 15 

5.7.4) ขั้นตอนที่ 4: ค านวณระยะทางระหว่างแนวทางชนะ
อุปสรรคกับแนวทางแก้ไขในอุดมคติ การหาระยะทางระหว่างแนว 
ทางชนะอุปสรรคกับแนวทางแก้ไขในอุดมคติเชิงบวก และแนวทาง
แก้ไขในอุดมคติเชิงลบ สามารถค านวณได้จากสมการที่ (20) และ
สมการที่ (21) ตามล าดับ ผลลัพธ์แสดงในตารางที่ 16-17 

5.7.5) ขั้นตอนท่ี 5: ค านวณสัมประสิทธ์ิความใกล้ชิดสัมพัทธ์ 
การค านวณหาสัมประสิทธิ ์ความใกล้ชิดสัมพัทธ์ของแต่ละ
แนวทางเอาชนะอุปสรรค สามารถค านวณได้จากสมการที่ (22) 
และผลลัพธ์แสดงดังตารางที่ 18 โดยพบว่าสามารถจัดอันดับแนว
ทางการชนะอุปสรรค ได้ดังนี้ S2>S6>S1>S9>S8>S4>S5>S7> 
S3>S10 

 
ตารางที่ 15 : แนวทางชนะอุปสรรคในอดุมคติทางบวกและทางลบ 

 B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 
 𝐴+ 0.087 0.088 0.075 0.076 0.096 0.096 0.080 0.062 0.076 0.080 0.094 0.089 
 𝐴− 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

ตารางที่ 16 : ระยะทางระหวา่งแนวทางชนะอุปสรรคกับแนวทางแก้ไขในอุดมคติเชิงบวก 

แนวทางชนะ 
อุปสรรค  

(Overcomes) 

ปัจจัยอุปสรรค (Barriers) 

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 

S1 0.002 0.000 0.000 0.000 0.002 0.000 0.001 0.000 0.001 0.005 0.002 0.005 

S2 0.002 0.003 0.000 0.003 0.000 0.001 0.003 0.000 0.000 0.000 0.000 0.000 

S3 0.000 0.001 0.001 0.000 0.009 0.003 0.001 0.001 0.000 0.004 0.009 0.008 

... ... ... ... ... ... ... ... ... ... ... ... ... 

S8 0.000 0.000 0.000 0.003 0.004 0.003 0.000 0.002 0.001 0.006 0.002 0.004 

S9 0.000 0.000 0.000 0.000 0.004 0.003 0.000 0.000 0.001 0.005 0.002 0.008 

S10 0.008 0.001 0.005 0.004 0.002 0.001 0.005 0.003 0.003 0.005 0.003 0.003 
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ตารางที่ 17 : ระยะทางระหวา่งแนวทางชนะอุปสรรคกับแนวทางแก้ไขในอุดมคติเชิงลบ 

แนวทางชนะ 
อุปสรรค 

(Overcomes) 

ปัจจัยอุปสรรค (Barriers) 

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B11 B12 

S1 0.002 0.007 0.004 0.005 0.002 0.009 0.003 0.002 0.002 0.000 0.003 0.000 

S2 0.002 0.001 0.005 0.000 0.009 0.005 0.001 0.004 0.006 0.006 0.009 0.008 

S3 0.005 0.002 0.001 0.004 0.000 0.002 0.002 0.001 0.006 0.000 0.000 0.000 

... ... ... ... ... ... ... ... ... ... ... ... ... 

S8 0.005 0.004 0.006 0.000 0.001 0.002 0.004 0.000 0.003 0.000 0.003 0.001 

S9 0.008 0.008 0.004 0.006 0.001 0.002 0.005 0.003 0.003 0.000 0.003 0.000 

S10 0.000 0.002 0.000 0.000 0.003 0.005 0.000 0.000 0.000 0.000 0.002 0.001 

ตารางที่ 18 : สัมประสิทธิ์ความใกล้ชิดสัมพัทธ์แต่ละแนวทางเอาชนะอุปสรรค 

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 

𝑆𝑖
+ 0.136 0.107 0.196 0.182 0.169 0.130 0.187 0.159 0.149 0.204 

𝑆𝑖
− 0.197 0.237 0.154 0.183 0.158 0.189 0.165 0.170 0.203 0.119 

𝑆𝑖
+ + 𝑆𝑖

− 0.333 0.344 0.350 0.365 0.327 0.320 0.352 0.328 0.352 0.323 
𝐶𝑖 0.591 0.689 0.439 0.501 0.484 0.593 0.470 0.517 0.577 0.368 

Rank 3 1 9 6 7 2 8 5 4 10 

5.8) Phase VIII: การวิเคราะห์ความไว (Sensitivity Analysis) 
ของการจัดอันดับแนวทางการเอาชนะอุปสรรค 

การวิเคราะห์ความไว เป็นการวิเคราะห์ว่าเมื่อน ้าหนักของปัจจัย
อุปสรรคเปลี่ยนไป การจัดอันดับของแนวทางการเอาชนะอุปสรรค
จะเปลี่ยนไปหรือไม่ กรณีที่มีการเปลี่ยนแปลงการจัดอันดับแบบ
มีนัยส าคัญ แสดงว่าแบบจ าลองที่เสนอมีความไวต่อน ้าหนักของ
ปัจจัยอุปสรรค แต่ถ้าการจัดอันดับไม่มีการเปลี่ยนแปลงมากนัก 
แสดงว่า แบบจ าลองที่เสนอมีความน่าเชื่อ (reliability) ต่อการ
น าไปใช้ ส าหรับงานวิจัยนี้ จะวิเคราะห์ความไว โดยเปลี่ยนแปลง
ค่า α และ  𝛽 ของน ้าหนักประสม  (𝜔𝑗) ซึ ่งสามารถจ าลอง
สถานการณ์ ได้ 9 สถานการณ์ และท าการค านวณการจัดอันดับ
ของแนวทางเอาชนะอุปสรรคใหม่ด้วยวิธี TOPSIS ใหม่ ซึ่งผลลัพธ์

แสดงในตารางที่ 19 และรูปที่ 2 จากผลลัพธ์จะเห็นได้ว่า “จัด
โปรแกรมการฝึกอบรมพนักงานทุกคนและทุกระดับที่เกี่ยวข้อง
กับกระบวนการเปลี่ยนแปลงสู่การพัฒนาระบบงานใหม่” (S2) ยัง
มีความส าคัญเป็นอันดับแรก ในส่วนอันดับสองและอันดับสาม
สลับกันระหว่าง “การสร้างช่องทางการสื่อสารเพื่อให้เกิดวิสัยทัศน์
ร่วมกัน ในการเปลี่ยนผ่านไปสู่การพัฒนาระบบงานใหม่” (S1) 
“การจัดตั้งโครงสร้างองค์กรแบบเมทริกซ์ในการบริหารโครงการ
การเปลี ่ยนแปลงสู่การพัฒนาระบบงานใหม่” (S6) และการ
เปลี่ยนแปลงอันดับของแนวทางเอาชนะอุปสรรคอื่น ๆ มีการ
เปลี่ยนแปลงไม่มากนัก ดังนั้นสามารถสรุปว่าโมเดลที่เสนอใน
งานวิจัยนี้มีความน่าเชื่อถือ 

ตารางที่ 19 : ผลการวิเคราะห์ความไวของการจัดอันดับแนวทางการเอาชนะอปุสรรค 
แนวทาง

ชนะ
อุปสรรค 

สถานการณ ์(Scenarios) 

1 2 3 4 5 6 7 8 9 
𝛼 𝛽 𝛼 𝛽 𝛼 𝛽 𝛼 𝛽 𝛼 𝛽 𝛼 𝛽 𝛼 𝛽 𝛼 𝛽 𝛼 𝛽 
0.1 0.9 0.2 0.8 0.3 0.7 0.4 0.6 0.5 0.5 0.6 0.4 0.7 0.3 0.8 0.2 0.9 0.1 

Ci Rank 𝐶𝑖 Rank 𝐶𝑖 Rank 𝐶𝑖 Rank 𝐶𝑖 Rank 𝐶𝑖 Rank 𝐶𝑖 Rank 𝐶𝑖 Rank 𝐶𝑖 Rank 

S1 0.587 3 0.588 3 0.589 3 0.589 3 0.591 3 0.591 2 0.593 2 0.594 2 0.595 2 

S2 0.692 1 0.691 1 0.691 1 0.690 1 0.698 1 0.689 1 0.689 1 0.688 1 0.688 1 

S3 0.422 9 0.426 9 0.431 9 0.435 9 0.439 9 0.444 8 0.448 9 0.452 9 0.457 9 
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ตารางที่ 19 : ผลการวิเคราะห์ความไวของการจัดอันดับแนวทางการเอาชนะอปุสรรค (ต่อ) 
แนวทาง

ชนะ
อุปสรรค 

สถานการณ ์(Scenarios) 

1 2 3 4 5 6 7 8 9 
𝛼 𝛽 𝛼 𝛽 𝛼 𝛽 𝛼 𝛽 𝛼 𝛽 𝛼 𝛽 𝛼 𝛽 𝛼 𝛽 𝛼 𝛽 
0.1 0.9 0.2 0.8 0.3 0.7 0.4 0.6 0.5 0.5 0.6 0.4 0.7 0.3 0.8 0.2 0.9 0.1 

Ci Rank 𝐶𝑖 Rank 𝐶𝑖 Rank 𝐶𝑖 Rank 𝐶𝑖 Rank 𝐶𝑖 Rank 𝐶𝑖 Rank 𝐶𝑖 Rank 𝐶𝑖 Rank 

S4 0.524 5 0.518 5 0.513 6 0.507 6 0.501 6 0.496 5 0.490 6 0.484 7 0.478 8 

S5 0.477 7 0.479 7 0.480 7 0.482 7 0.484 7 0.486 6 0.488 7 0.490 6 0.492 6 

S6 0.598 2 0.597 2 0.596 2 0.595 2 0.593 2 0.591 2 0.588 3 0.585 4 0.582 4 

S7 0.454 8 0.458 8 0.462 8 0.466 8 0.470 8 0.474 7 0.478 8 0.482 8 0.486 7 

S8 0.519 6 0.518 6 0.518 5 0.518 5 0.517 5 0.517 4 0.516 5 0.515 5 0.515 5 

S9 0.564 4 0.567 4 0.570 4 0.573 4 0.577 4 0.580 3 0.583 4 0.587 3 0.590 3 

S10 0.386 10 0.381 10 0.377 10 0.372 10 0.368 10 0.363 9 0.358 10 0.353 10 0.348 10 

 

 
 

รูปที่ 2 : การวิเคราะห์ความไวของการจดัอันดับแนวทางการเอาชนะอุปสรรค 

 
6) การเปรียบเทียบผลลัพธ์ของการจัดล าดับความส าคญั 

ด้วยวิธี MCDM อื่น ๆ 
งานวิจัยนี้ได้ท าการศึกษาเปรียบเทียบผลลัพธ์ของการจัดล าดับ

ความส าคัญของแนวทางการเอาชนะอุปสรรค ด้วยเทคนิค TOPSIS 
ที่ใช้ในงานวิจัยนี้ กับ MCDM สองกลุ่ม ได้แก่ 1) กลุ่มจัดล าดับ
ความส าคัญโดยใช้ระยะทาง (ซี่งจัดอยู่ในกลุ่มเดียวกับ TOPSIS) 
โดยเปรียบเทียบผลกับเทคนิค CODAS (Combinative Distance-
Based Assessment) และ 2) กลุ่มจัดล าดับความส าคัญโดยใช้
น ้าหนักความส าคัญของเกณฑ์ โดยเปรียบเทียบผลกับสองเทคนิค
ว ิธ ี  ได ้แก่  WASPAS (Weighted Aggregated Sum Product 
Assessment) และเทคนิค CoCoSo (A Combined Compromise 
Solution) โดยแสดงผลการจัดล าดับความส าคัญแนวทางการ
เอาชนะอุปสรรคในตารางที่ 20 และตารางที่ 21 โดยจากการ
เปรียบเทียบพบว่า เทคนิคทั้ง 4 วิธีให้ผลลัพธ์การจัดอันดับ S2 

(จัดโปรแกรมการฝึกอบรมพนักงานทุกคนและทุกระดับที่เกี่ยวข้อง
กับกระบวนการเปลี่ยนแปลงสู่การพัฒนาระบบงานใหม่) เป็น
แนวทางการเอาชนะอุปสรรคที่มีความส าคัญเป็นอันดับหนึ่ง
เหมือนกัน ในส่วนผลการจัดล าดับความส าคัญอันดับที่สอง และ 
อ ันด ับท ี ่สาม ว ิธ ี  TOPSIS, CODAS และ WASPAS ให ้ผลที่
เหมือนกัน คือ อันดับสอง ได้แก่ S6 (การจัดตั้งโครงสร้างองค์กร
แบบเมทริกซ์ในการบริหารโครงการการเปลี่ยนแปลงสู่การพัฒนา
ระบบงานใหม่) และ อันดับที ่สาม ได้แก่ S1 (การสร้างช่อง
ทางการสื่อสารเพื่อให้เกิดวิสัยทัศน์ร่วมกันในการเปลี่ยนผ่านไปสู่
การพัฒนาระบบงานใหม่) นอกจากนั้นงานวิจัยได้วัดสหสัมพันธ์
ของการจัดล าดับของเทคนิควิธีทั ้ง 4 โดยใช้วิธีค่าสัมประสิทธิ์
สหสัมพันธ์แบบเพียร์สัน ดังสมการที่  (23) โดยแสดงผลการวัด
สหสัมพันธ์ ไว้ใน ตารางที่ 21 โดยพบว่า การจัดล าดับด้วยเทคนคิ 
TOPSIS มีผลการจัดล าดับที่สัมพันธ์กับ เทคนิค CODAS (𝑅 =
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0.975) และเทคนิค WASPAS (𝑅 = 0.842) ในระดับสูงมาก 
ส าหรับเทคนิค CoCoSo (𝑅 = 0.793) ในระดับสูง โดยแปลผล
การวัดสหสัมพันธ์แบบเพียร์สัน ในตารางที่ 21 จึงสามารถสรุปได้
ว่าวิธีการที่เสนอในงานวิจัยนี้ให้ผลลัพธ์การจัดล าดับความส าคัญ

ของแนวทางการเอาชนะอุปสรรค มีความน่าเชื่อถือของผลลัพธ์ 
และ ให้ผลลัพธ์ที่สอดคล้องกับวิธี MCDM ที่เสนอมา  

𝑅 = 1 −
6∑𝐷2

𝑁(𝑁2−1)
    (23) 

 
 

 
ตารางที่ 20 : เปรียบเทียบผลการจัดล าดับความส าคัญแนวทางการเอาชนะอุปสรรคด้วยวิธี MCDM ต่าง ๆ 

แนวทางการเอาชนะอุปสรรค 
วิธีการจัดล าดบัความส าคัญ 

TOPSIS CODAS WASPAS CoCoSo 

S1 3 3 3 2 

S2 1 1 1 1 

S3 9 8 9 8 

S4 6 7 10 10 

S5 7 6 6 6 

S6 2 2 2 4 

S7 8 9 8 9 

S8 5 5 5 5 

S9 4 4 4 3 

S10 10 10 7 7 

 
ตารางที่ 21 : แสดงผลการวัดค่าสัมประสิทธิ์สหสัมพันธแ์บบเพียร์สันของวิธ ีMCDM ต่าง ๆ 

 TOPSIS CODAS WASPAS CoCoSo 

TOPSIS 1.00 0.975 0.842 0.793 

CODAS - 1.00 0.878 0.854 

WASPAS - - 1.00 0.951 

CoCoSo - - - 1.00 

 
ตารางที่ 22 : การแปรผลระดับความสมัพันธ์ค่าสัมประสิทธิ์สหสัมพันธแ์บบเพยีร์สัน 

ค่าสัมประสิทธิ์สหสัมพันธ์แบบเพียร์สนั ระดับความสัมพันธ ์
𝑅 < 0.2 อ่อนมาก 

0.2 ≤ 𝑅 < 0.4 อ่อน 
0.4 ≤ 𝑅 < 0.6 ปานกลาง 
0.6 ≤ 𝑅 < 0.8 แข็งแรง 

𝑅 ≥ 0.8 แข็งแรงมาก 

7) สรุปและอภิปรายผล 
งานวิจัยนี้เสนอกรอบแนวทางการเอาชนะอุปสรรคดังกล่าว 

โดยประยุกต์วิธีการการตัดสินใจแบบหลายหลักเกณฑ์ในการแก้ 
ปัญหา ซึ่งใช้มหาวิทยาลัยในก ากับของรัฐแห่งหน่ึงเป็นกรณีศึกษา 
จากการทบทวนวรรณกรรมที่เกี่ยวข้อง และทวนสอบยืนยันโดย
ผู้เชี่ยวชาญ สามารถระบุปัจจัยอุปสรรคไดจ้ านวน 12 ปัจจัย และ
แนวทางการเอาชนะอุปสรรคได้ 10 ปัจจัย โดยการประยุกต์

วิธีการ DEMATEL และวิธีการหาค่าสัมประสิทธ์ความแปรผัน 
สามารถหาน ้าหนักความส าคัญประสม (combination weights) 
ของปัจจัยอุปสรรคได้ โดยพบว่าปัจจัยอุปสรรค “ขาดนโยบาย
การขับเคลื่อนจากระบบสารบรรณอิเล็กทรอนิกส์ ทีมผู้บริหาร
องค์กรที ่ชัดเจน และอย่างต่อเนื ่อง” (B5) และ “ขาดความ 
สามารถในการบริหารโครงการการพัฒนาระบบสารบรรณ
อิเล็กทรอนิกส์ใหม่” (B6) มีน ้าหนักความส าคัญเป็นอันดับหนึ่ง 
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ส่วนอันดับสองและอันดับสาม ได้แก่ “ขาดการจัดสรรทรัพยากร
ในการขับเคลื่อนโครงการที่เพียงพอและเหมาะสม” (B11) และ 
“ขาดโครงสร้างพื้นฐานด้านระบบเทคโนโลยีที่สนับสนุน” (B12) 
ตามล าดับ ส่วนปัจจัยอุปสรรคสามอันดับท้ายที่มีความส าคัญ 
อันดับสาม ได้แก่ “การต่อต้านของพนักงานในการเปลี่ยนผ่าน
เข้าสู่ระบบสารบรรณอิเล็กทรอนิกส์ใหม่” (B4) และ“ขาดการมี
ส่วนร่วมของพนักงานที่เกี่ยวข้องทั้งหมดในการพัฒนาระบบสาร
บรรณอิเล็กทรอนิกส์ใหม่” (B9) ซึ่งมีความส าคัญเท่ากัน อันดับ
สอง ได้แก่ “ขาดมาตรฐานกระบวนการระบบสารบรรณอิเล็ก-
ทรอนิกส์ ท าให้การท างานของหน่วยงานต่าง ๆ ไม่เป็นไปในทาง
เดียวกัน” (B3) และอันดับแรก ได้แก่ ขาดการความร่วมมือ
ระหว่างหน่วยงานข้ามสายงาน (B8) ในส่วนของการจัดล าดับของ
แนวทางการเอาชนะอุปสรรค โดยวิธีการ TOPSIS พบว่า แนว
ทางการเอาชนะอุปสรรคที่ส าคัญที่สุด อันดับแรก ได้แก่ “จัด
โปรแกรมการฝึกอบรมพนักงานทุกคนและทุกระดับที่เกี่ยวข้อง
กับกระบวนการเปลี่ยนแปลงสู่การพัฒนาระบบงานใหม่” (S2) 
ซึ่งผลที่ได้นี้สอดคล้องกับงานวิจัยที่ผ่านมาของ [21] ที่กล่าวว่า 
ความรู้ความเข้าใจของพนักงานที่เกี่ยวข้องในทุกระดับเป็นปัจจัย
แห่งความส าเร็จที่ส าคัญต่อการน า ระบบ EDMS มาใช้ในองค์กร 
เนื่องจากจะลดแรงต่อต้านของพนักงานในการเปลี่ยนผ่านไปสู่
ระบบใหม่ นอกจากนั้นงานวิจัยนี้มีข้อเสนอแนะเพิ่มเติมว่า การ
ฝึกอบรมควรมีการท าให้สม ่าเสมอให้สอดคล้องกับการเปลี่ยน 
แปลงของเทคโนโลยีด้านระบบ EDMS ในส่วนของอันดับที่สอง 
ได้แก่ “การจัดตั้งโครงสร้างองค์กรแบบเมทริกซ์ในการบริหาร
โครงการการเปลี ่ยนแปลงสู ่การพัฒนาระบบงานใหม่” (S6) 
ประเด็นดังกล่าวสอดคล้องกับงานวิจัยที่ผ่านมาของ [29] ซึ่งเน้น
ว่า โครงสร้างองค์กรแบบเมทริกซ์จะช่วยให้การบริหารโครงการ 
ICT ที่มีความซับซ้อนและมีสเกลขนาดใหญ่ ควรต้องดึงพนักงาน
ที่เกี่ยวข้องออกจากงานประจ าเพื่อมาท างานโครงการโดยเฉพาะ 
เพื่อให้พนักงานสามารถมีเวลาและให้ความสนใจต่อการพัฒนา
โครงการ ICT ได้อย่างเต็มที่ ส าหรับงานวิจัยให้ข้อคิดเห็นเพิ่มเตมิ
ว่า ส าหรับหน่วยงานในลักษณะมหาวิทยาลัย ส่วนใหญ่จะมี
โครงสร้างองค์กรที่ตายตัวและไม่ยืดหยุ่น ขาดมาตรฐานการ
ประเมินผลงานของพนักงานที่มาท างานเต็มเวลากับโครงการที่
ชัดเจน อีกทั้งหน่วยงานต้นสังกัดก็ไม่อยากเสียพนักงานที่ท างาน
ประจ าไปเพราะจะเป็นภาระของพนักงานคนอื ่น  ๆ ท าให้
โครงสร้างองค์กรแบบเมทริกซ์ส าหรับการพัฒนา ICT เกิดขึ้นยาก 
หรือเกิดขึ้นได้ แต่ส่วนใหญ่มักจะขาดเอกภาพและประสิทธิภาพ

ในการด าเนินโครงการ ในส่วนของอันดับที่สาม ได้แก่ “การสร้าง
ช่องทางการสื่อสารเพื่อให้เกิดวิสัยทัศน์ร่วมกันในการเปลี่ยนผ่าน
ไปสู่การพัฒนาระบบงานใหม่” (S1) ซึ่งสอดคล้องและสนับสนุน
จากกงานวิจัยที่ผ่านมาโดย [30] ที่เน้นถึงความส าคัญของการ
สื่อสารจะท าให้พนักงานทุกระดับขององค์กร มีความเข้าใจถึง
ความส าคัญของการเปลี่ยนผ่านไปสู่ระบบ ICT ใหม่ ท าให้เกิด
การด าเนินงานไปในทิศทางเดียวกัน งานวิจัยนี ้มีข้อคิดเห็น
เพิ่มเติมในประเด็นนี้ว่า นอกจากจะสร้างช่องทางในการสื่อสาร
แล้วควรมีการช่องทางการรับข้อมูลย้อนกลับ (feedback) จาก
พนักงานมาปรับปรุงการด าเนินงานของระบบ EDMS อีกด้วย 
ส าหรับผลของการวิเคราะห์ความไว (sensitivity analysis) 
พบว่า การเปลี่ยนแปลงของน ้าหนักประสมของปัจจัยอุปสรรคไม่
มีนัยส าคัญมากต่อการจัดอันดับของแนวทางการชนะอุปสรรค 
และจากการเปร ียบเท ียบก ับว ิธ ีการต ัดส ินใจแบบหลาย
หลักเกณฑ์อื่น ๆ ให้ผลการจัดล าดับที่สอดคล้องกันยังมีนัยส าคัญ 
จึงสรุปว่าโมเดลตัวแบบท่ีเสนอนี้มีความน่าเชื่อถือ  
 

8) ประโยชน์ของงานวิจัย 
สามารถแบ่งประโยชน์ของงานวิจัยได้เป็น ประโยชน์เชิงวิชาการ 

(academic contributions) และ ประโยชน์ในการน าไปใช้ใน 
ทางปฏิบัติ (practical contributions) ดังนี ้
8.1) ประโยชน์เชิงวิชาการ (Academic Contributions) 

1. งานวิจัยนีร้วบรวมปัจจัยอุปสรรค และแนวทางการเอาชนะ
อุปสรรค ของการน าระบบ EDMS มาใช้ในองค์กร โดยการสังเคราะห์
จากการทบทวนวรรณกรรมอย่างเป็นระบบ 

2. งานวิจัยนี้ได้พัฒนากรอบการจัดล าดับความส าคัญของ
แนวทางการเอาชนะอุปสรรคการน าระบบ EDMS มาใช้ในองค์กร 
โดยประยุกต์วิธีการตัดสินใจแบบหลายหลักเกณฑ์ ซึ่งงานวิจัยที่
ผ่านมายังไม่มีการศึกษามาก่อน 

3. งานวิจ ัยนี ้ใช้น ้าหนักประสมระหว่างน ้าหนักอัตวิสัย 
(subjective weight) และน ้าหนักภววิสัย (objective weights) 
ในการค านวณหาน ้าหนักความส าคัญของปัจจัยอุปสรรค ซึ่งท าให้
น ้าหนักที่ได้มีความเที่ยงตรง (accuracy) มากกว่าการใช้น ้าหนัก
ประเภทใดประเภทหนึ่ง 
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8.2) ประโยชน์ในการน าไปใช้ในทางปฏิบัติ (Practical Contri-
butions) 

1. มหาวิทยาลัยในก ากับของรัฐแห่งหนึ่ง กรณีศึกษา สามารถ
น าผลการวิจัยนีไ้ปใช้ในการจัดล าดับความส าคัญของแนวทางการ
เอาชนะอุปสรรคการน าระบบ EDMS มาใช้ในองค์กร 

2. องค์กรอื่น ๆ ที่มีแผนการน าระบบ EDMS มาใช้ สามารถ
ประยุกต์ใช้กรอบงานวิจัยนี้ ไปประเมินองค์กรของตนเองได้ใน
ลักษณะเดียวกัน 
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Abstract 
This paper presents the sensitivity analysis using standardized regression coefficients (SRC) to enumerate an 

important factor of each suspension parameter on the critical velocity of a bogie. Due to uncertain parameters, 
the semi-global sensitivity analysis benefits both designers and maintenance engineers in controlling the risk levels 
of the screened components. The bogie represents a two-axle railway truck of the State Railway of Thailand (SRT). 
Six-degree-of-freedom motion equations describe its dynamic behaviors traveling on a tangent track. In a stochastic 
model, the stiffness and damping coefficients of suspension components are considered random variables with 
presumed Gaussian distribution. A probability distribution obtained, where the SRCs were derived, shows that the 
speed strongly correlates with the longitudinal yaw stiffness value of the primary suspension system. The secondary 
suspension system’s lateral and longitudinal yaw damping coefficients appear equally influential on the critical 
speed. 
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I. INTRODUCTION 
Recently, the railway industry has faced the challenges 

of reducing manufacturing costs while maintaining 
marginal engineering safety. Operators first provide 
conceptual requirements to engineering teams to 
design the vehicles with constructed infrastructures 
expected to be in service for predefined service life 
against relevant damage mechanisms. After the vehicle 
is fabricated, it must pass safety requirements according 
to applicable railway safety standards. However, critical 
items deteriorate at different rates, and the defects that 
occur further degrade operating performance. Monitoring 
the key performance indicators can help maintenance 
engineers identify the parts to be inspected and keep 
the damage within a safe range. This defect-tolerance 
design strategy partly leaves the safety issues to 
maintenance departments to inspect based on time or 
risk measurements. In either method, knowledge 
management along the engineering design process on 
the sensitive parts is inevitable. To ensure safe 
operation, railway engineers must understand the rank 
of the influential parameters of the railway vehicles on 
the critical speed to set railway operating windows of 
the vehicles. Overlooking the life-critical components 
may lead to a severe accident that could cost human 
lives. 

A railway system’s safe and economic operation 
depends on the railway vehicles’ running performance 
in service. The acceptable conditions of the vehicles 
are described in EN14363 [1] and UIC 518 [2]. One of 
the safety issues is the safety against derailment as 
quantified by a limiting ratio of the lateral to vertical 
forces at a flange contact due to lateral oscillation 
motion. The hunting motion, arising from non-
conservative forces, causes vehicle instability beyond a 
critical velocity. The further the operation speed, the 
more violent the oscillation and eventually causes 
severe flange wear, wheel climbing, and derailment.  

Since stability is essential to the safe operation of 
railway vehicles, the oscillation motion on tangent 
tracks has been the subject of intense investigations 
using four, six, or ten degrees of freedom models. 
Wheelsets’ lateral displacement and yaw angle are the 
state variables in 4-DOF systems [3]-[7]. When the 
bogie’s lateral displacement and yaw angle are 
considered, the 6-DOF models were investigated in 
different aspects [8]–[13]. Up to 10 DOF systems 
consider more on each wheelset’s vertical and roll 
angle [14], [15]. The works relied on linearizing a system 
of governing differential equations to study the bogie’s 
dynamic behaviors traveling on a straight track. In 
particular, the suspension parameters and wheel 
conicity are two categories of parameters in consideration. 
Wickens [6] showed that a model required at least 6-
DOF for realistic stability analysis. Flexibility between 
the wheelset and the frame and wheel/rail profile 
should be considered in the design of high-speed 
railway vehicles. More flexible damped or stiffer 
suspension is preferable [10], [11]. The effect of nonlinear 
yaw dampers on the behavior was studied by Mehdi 
and Shaopu [10] using the Bogoliubov averaging 
method. A local sensitivity, as a result, suggests the 
influence of the secondary suspension parameters. Due 
to existing nonlinear creep forces at the interface, two-
axle trucks indicate subcritical Hopf bifurcation dynamic 
behaviors [3], [5], [8], [16], [17]. They found that the 
critical velocity on a tangent track strongly depended 
on characteristics of the wheel/rail interface expressed 
as conicity.  

A central point of the present study is to determine 
the critical velocity and the sensitivity of each 
parameter on the velocity of a railway bogie of SRT. 
The physical parameters of primary and secondary 
suspension, including conicity, are provided with a 
predetermined probability distribution. The sensitivity 
analysis method is a hybrid local-global scheme on the 
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linearized model. The Monte Carlo method [18] is 
implemented to generate the parameters as random 
variables to be distributed normally about their specific 
operative means with a standard deviation of 10% of 
the means. The condition for critical velocity data 
acquirement is when the real part of each root of the 
characteristic equation derived from the six-DOF bogie 
truck system is recognized as positive at which the 
bifurcation points are located. The distribution of the 
obtained critical velocity is assessed as an influence 
measure by the normalized factor’s standard deviation 
compared to those influenced by other parameters. 
Classification of these parameters benefits designers 
and service engineers in discriminating between critical 
and less critical parameters. Delaying damage 
mechanisms that compromise the elements relevant 
to the vital parameters will then prolong the safe 
operating lifetime of the system. Keeping the part fitted 
in service with a risk-based maintenance strategy needs 
a quick calculation of the sensitivity of the parameters. 
Less distributed measurements of the parameter can 
mitigate risk. The standardized regression coefficients 
(SRC) conducted is the method that includes both the 
effect of physical behavior and the uncertainty of the 
measured parameters. 

 
 
 

II. METHODOLOGY 
A. Equations of Motion of a Wheelset on a Tangent 
Track 

A wheelset is a crucial component that governs the 
dynamic behaviors of railway vehicles. This study employs 
wheelset motion equations based on an equilibrium 
track coordinate system to specify a bogie mathematical 
model [10], [14]. The wheelset dynamic equation 
describes the system when the bogie travels on a 
tangent track at a constant speed. Figure 1 illustrates 
the free-body diagram of the wheelset in which 𝐹𝑖𝑥 and 
𝐹𝑖𝑦  are creep forces in the longitudinal and lateral 
direction on the left (𝑖 = 𝐿) and right (𝑖 = 𝑅) wheel/rail 
contact points. 𝑀𝑖𝑧  is the creep moments about the 
vertical direction Equations for lateral and vertical 
motions in the equilibrium axes derived from Newton’s 
law are: 

𝑚𝑦̈ = 𝐹𝐿𝑦 + 𝐹𝑅𝑦 + 𝑁𝑅𝑦 + 𝑁𝐿𝑦 + 𝐹𝑠𝑦 − 𝐹𝑇 (1) 
  

𝑚𝑧̈ = 𝐹𝐿𝑧 + 𝐹𝑅𝑧 + 𝑁𝑅𝑧 + 𝑁𝐿𝑧 + 𝐹𝑠𝑧 − 𝑊𝐴 (2) 
  

𝐼𝑥̈ − (𝐼𝑦 − 𝐼𝑧)𝜃̇̇ = 𝑅𝑅𝑦(𝐹𝑅𝑧 + 𝑁𝑅𝑧) 
                                         −𝑅𝑅𝑧(𝐹𝑅𝑦 + 𝑁𝑅𝑦) + 𝑅𝐿𝑦(𝐹𝐿𝑧 + 𝑁𝐿𝑧) 

                                       −𝑅𝐿𝑧(𝐹𝐿𝑦 + 𝑁𝐿𝑦) 
(3) 

  

𝐼𝑧̈− (𝐼𝑤𝑥 − 𝐼𝑤𝑦)̇ 𝜃̇ = 𝑅𝑅𝑥(𝐹𝑅𝑦 + 𝑁𝑅𝑦) − 𝑅𝑅𝑦𝐹𝑅𝑥  

                                         + 𝑅𝐿𝑥(𝐹𝐿𝑦 + 𝑁𝐿𝑦) − 𝑅𝐿𝑦𝐹𝐿𝑥 
                                         +𝑀𝐿𝑧 + 𝑀𝑅𝑧 + 𝑀𝑠𝑧 

(4) 

in which 𝑁⃑⃑ 𝐿 = 𝑁𝐿𝑐𝑜𝑠(𝛿𝐿 + )𝑖̂ + 𝑁𝐿𝑠𝑖𝑛(𝛿𝐿 + )𝑗̂,  𝑁⃑⃑ 𝑅 =

𝑁𝑅𝑐𝑜𝑠(𝛿𝑅 − )𝑖̂ − 𝑁𝑅𝑠𝑖𝑛(𝛿𝑅 − )𝑗̂ . 𝑁𝑖  is the normal 
contact force and 𝛿𝑖 is contact angle.  and  are roll 
angle and yaw angle, respectively. 

 

 
 

Figure 1: The free-body diagram of a wheelset 
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For small perturbation from the wheelset’s equilibrium 
position, the magnitude of normal contact forces are  

𝑁𝐿𝑐𝑜𝑠(𝛿𝐿 + ) ≈
1

2
(𝑊𝐴 − 𝐹𝑠𝑧) 

                                 −(2𝑎)−1(𝑟𝑅𝐹𝑅𝑦 + 𝑟𝐿𝐹𝐿𝑦) 
(5) 

  

𝑁𝑅𝑐𝑜𝑠(𝛿𝑅 − ) ≈
1

2
(𝑊𝐴 − 𝐹𝑠𝑧) 

                                                 +(2𝑎)−1(𝑟𝑅𝐹𝑅𝑦 + 𝑟𝐿𝐹𝐿𝑦) 
(6) 

According to Kalker’s linear creep theory, creep 
forces as functions of creepages are: 
Longitudinal creep force: 

𝐹𝑥 = −𝑓33𝑥
 (7) 

Lateral creep force: 
𝐹𝑦 = −𝑓11𝑦

− 𝑓12𝑠𝑝
 (8) 

Spin creep moment: 
𝑀𝑧 = 𝑓12𝑦

− 𝑓22𝑠𝑝
 (9) 

in which 
𝑥
, 

𝑦
, 

𝑠𝑝
 are longitudinal, lateral, and spin 

creepages in Table 1 [14]. 𝑓𝑥, 𝑓𝑦, 𝑓𝑠𝑝 are creep coefficients 
as provided in [10]. 

The determination of the lateral suspension forces 
and the vertical suspension moment are presented in 
Eq. (10). Moreover, Eq. (11) applied to the 6-DOF model 
(Figure 2) in terms of lateral and longitudinal stiffness 
(𝐾𝑤) and damp coefficient (𝐶𝑤).  
Longitudinal creep force:  

𝐹𝑠,𝑦 = −2𝐾𝑤𝑦𝑦 − 2𝐶𝑤𝑦𝑦̇ (10) 
Vertical suspension moment: 

𝑀𝑠,𝑧 = −2𝐾𝑤𝑥𝑏1
2 − 2𝐶𝑤𝑥𝑏2

2 (11) 
 

Table 1: Creepage at the Left/Right Wheel/Rail Contact Points [14] 

Left Wheel/Rail Contact Point 


𝑥𝐿

= 
1

𝑉
(𝑉 −

𝑟𝐿
𝑟𝑜

− 𝑎̇) 


𝑦𝐿

=
1

𝑉
(𝑦̇ + 𝑟𝐿̇− 𝑉)𝑐𝑜𝑠(𝛿𝐿 + ) 


𝑠𝑝𝐿

=
1

𝑉
{̇ 𝑐𝑜𝑠(𝛿𝐿 + ) − 𝑠𝑖𝑛(𝛿𝐿)} 

Right Wheel/Rail Contact Point 


𝑥𝑅

= 
1

𝑉
(𝑉 −

𝑟𝑅
𝑟𝑜

+ 𝑎̇) 


𝑦𝑅

=
1

𝑉
(𝑦̇ + 𝑟𝑅̇− 𝑉)𝑐𝑜𝑠(𝛿𝐿 − ) 


𝑠𝑝𝑅

=
1

𝑉
{̇ 𝑐𝑜𝑠(𝛿𝑅 − ) + 𝑠𝑖𝑛(𝛿𝑅)} 

 
 

Figure 2: Two-axle bogie configuration 
 

To prevent derailment of the vehicle operating at a 
velocity higher than a critical speed, a nonlinear flange 
contact force is 

𝐹𝑇 = {
𝐾𝑟(𝑦 − 𝛿)

0
𝐾𝑟(𝑦 + 𝛿)

    

𝑦 > 𝛿
−𝛿 ≤ 𝑦 ≤ 𝛿

𝑦 < −𝛿
 (12) 

in which 𝐾𝑟 is the wheel/rail contact lateral stiffness. 𝛿 
is the flange clearance determined when the first 
abrupt change of rolling radius difference values occurs, 
as indicated in Figure 3, using the semi-analytical 
method [1]. The wheelset is shifted laterally to create 
a contact locus to determine a yaw-angle that satisfies 
the criteria of an equi-vertical distance between each 
pair of left/right wheel and rail profiles. The wheel 
profile is Vidura provided by SRT, while the 54E1 rail 
profile refers to EN13674-1 [2]. 
 

 
 

Figure 3: Determination of flange clearance 
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By substituting Eq. (5) and (6) into Eq. (1) and Eq. (4) 
for normal contact force, the motion equations of the 
wheelset become Eq. (13) and Eq. (14), respectively, 
when further using Eq. (15) and neglecting high-order 
terms.  

𝑚𝑤𝑦̈ +
2𝑓11

𝑉
(𝑦̇ +

𝑟𝐿+𝑟𝑅

2
̇ − 𝑉) + 2𝑓33 (1 −

𝑟𝐿+𝑟𝑅

2𝑅𝑜
) + 2𝑓12 (

̇

𝑉
−

𝛿𝐿−𝛿𝑅

2𝑅𝑜
) + 𝑚𝑤𝑔 (

𝛿𝐿−𝛿𝑅

2
+ ) =

𝐹𝑠,𝑦 − 𝐹𝑇 
(13) 

  

𝐼𝑤𝑧̈ + (𝐼𝑤𝑦 − 𝐼𝑤𝑥)
𝑉

𝑅𝑜
̇ +

2𝑎𝑓33

𝑅𝑜

𝑟𝐿−𝑟𝑅

2
−

2𝑓12

𝑉
(𝑦̇ +

𝑟𝐿+𝑟𝑅

2
̇ − 𝑉) +

2𝑎2𝑓33

𝑉
̇− 2𝑓22

𝛿𝐿−𝛿𝑅

2𝑅𝑜
−

𝑎𝑚𝑤𝑔
𝛿𝐿+𝛿𝑅

2
+

2𝑓22

𝑉
̇ = 𝑀𝑠,𝑧 

(14) 

  

𝛿𝐿 = 𝛿𝑅 = ,
1

2
(𝑟𝐿 − 𝑟𝑅) = 𝑦,

1

2
(𝑟𝐿 + 𝑟𝑅) = 𝑟0, = 

𝑦

𝑑
  (15) 

The linearized differential equations of wheelsets 
when 𝑖 = 1  represents the front axle and 𝑖 = 2   
represents the rear axle are Eq. (16) and (17). 

𝑚𝑤𝑦̈𝑖 +
2𝑓11

𝑉
[(1 + 𝑟𝑜



𝑑
) 𝑦̇𝑖 − 𝑉

𝑖] +
2𝑓12

𝑉
̇

𝑖
+ 𝑊𝐴



𝑑
𝑦𝑖 

 = 𝐹𝑠,𝑦𝑖 − 𝐹𝑇𝑖  
(16) 

−
2𝑓12

𝑉
[(1 + 𝑟𝑜



𝑎
) 𝑦̇𝑖 − 𝑉

𝑖
] +

2𝑑2𝑓33

𝑉
̇

𝑖
− 𝑎𝑊𝐴𝑖

 

+
2𝑓12

𝑉
̇

𝑖
= 𝑀𝑠,𝑧𝑖  

(17) 

The governing differential equations of the motion 
of the bogie frame for lateral and yaw movement are 
𝑚𝑡𝑦̈𝑡 = −𝐹𝑠𝑦1 − 𝐹𝑠𝑦2 − 2𝐾𝑡𝑦𝑦𝑡 − 2𝐶𝑡𝑦𝑦̇𝑡 (18) 

 

𝐼𝑤𝑧̈𝑡
= −2𝐾𝑤𝑦[𝑦1 − 𝑦𝑡 + 𝑙1𝑡

]𝑙1 

                +2𝐾𝑤𝑦[𝑦2 − 𝑦𝑡 − 𝑙1𝑡
]𝑙1 

                −2𝐶𝑤𝑦[𝑦̇1 − 𝑦̇𝑡 + 𝑙2̇𝑡
]𝑙2 

                +2𝐶𝑤𝑦[𝑦̇2 − 𝑦̇𝑡 − 𝑙2̇𝑡
]𝑙2 

                −2𝐾𝑡𝑥𝑏3
2

𝑡
− 2𝐶𝑡𝑥𝑏4

2̇
𝑡
 

                +2𝐾𝑤𝑥𝑏1
2(

1
+ 

2
− 2

𝑡
) 

                +2𝐶𝑤𝑥𝑏2
2(

1
+ 

2
− 2̇

𝑡
) 

(19) 

Eq. (16)-(19) complete the 6-DOF system of motion for 
the two-axle bogie on a straight track considered in this 
paper. Table 2 provides the nomenclatures and operative 
values of system parameters. 

 

Table 2: Nomenclature and system parameters used for numerical analysis [10] 
Parameter Symbol [10] SRT Unit 

Half of the track gauge 𝑎 0.7176 0.5000 𝑚 
Lateral rail stiffness 𝐾𝑟  1.617E7 1.617E7 𝑁/𝑚 

Flange clearance 𝛿 0.00923 0.00740 𝑚 

Wheel radius 𝑟𝑜  0.5330 0.4255 𝑚 

Wheel conicity  0.0500 0.0536 - 

Wheelset mass 𝑚𝑤  1800 1542 𝑘𝑔 

Moment of inertia of the wheelset – roll component 𝐼𝑤𝑥  625.7 272.2 𝑘𝑔 ∙ 𝑚2 
Moment of inertia of the wheelset – pitch component 𝐼𝑤𝑦 133.90 73.15 𝑘𝑔 ∙ 𝑚2 
Moment of inertia of the wheelset – yaw component  𝐼𝑤𝑧 625.7 272.2 𝑘𝑔 ∙ 𝑚2 
Total bogie mass 𝑚 - 5500 𝑘𝑔 

Axle load 𝑊𝐴 38492 42620 𝑁 

Mass of bogie frame 𝑚𝑡  4255.6 2439.0 𝑘𝑔 

Moment of inertia of bogie frame in yaw 𝐼𝑡𝑧 10314 1998 𝑘𝑔 ∙ 𝑚2 
Primary suspension - Lateral stiffness 𝐾𝑤𝑦  8.67E4 1.87E5 𝑁/𝑚 

Primary suspension - Lateral damping coefficient 𝐶𝑤𝑦 2.10E4 - 𝑁 ∙ 𝑠/𝑚 

Primary suspension – Longitudinal yaw spring stiffness 𝐾𝑤𝑥  8.67E4 1.87E5 𝑁/𝑚 

Primary suspension - Longitudinal yaw damping coefficient 𝐶𝑤𝑥  1.92E4 - 𝑁 ∙ 𝑠/𝑚 

Secondary suspension - Lateral stiffness  𝐾𝑡𝑦 1.532E5 8.0E5 𝑁/𝑚 

Secondary suspension - Lateral damping coefficient 𝐶𝑡𝑦 5.254E4 2.5E4 𝑁 ∙ 𝑠/𝑚 

Secondary suspension - Longitudinal yaw spring stiffness 𝐾𝑡𝑥  2.189E5 8.0E5 𝑁/𝑚 

Secondary suspension - Longitudinal yaw damping coefficient 𝐶𝑡𝑥 6.129E5 2.5E5 𝑁 ∙ 𝑠/𝑚 

Half of the primary longitudinal yaw spring arm 𝑏1 1.0000 0.7875 𝑚 

Half of the primary longitudinal yaw damper arm 𝑏2 1.2700 0.7875 𝑚 

Half of the secondary longitudinal yaw spring arm 𝑏3 0.7940 0.7875 𝑚 

Half of the secondary longitudinal yaw damper arm 𝑏4 0.889 1.095 𝑚 

Half of the longitudinal distance of the lateral secondary spring 𝑙1 1.295 1.15 𝑚 

Half of the longitudinal distance of the lateral secondary dampers 𝑙2 1.295 1.15 𝑚 
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B. Sensitivity Analysis Using Standardized Regression 
Coefficient (SRC) [3] 

Sensitivity analysis is typically implemented to 
assess model input factor’s relative importance. To the 
first intuition, sensitivity can be evaluated by computing 
partial derivatives of an output variable concerning 
other dependent parameters. A parameter giving a 
higher value of the derivative shows more the extent 
of output change per unit change of the input when 
other variables are constant. The principle represents 
local sensitivity that is independent of the factor’s 
uncertainty. The sensitivity analysis can be performed 
in a deterministic or probabilistic way. A type of 
sensitivity analysis performed in the context of 
stochastic analysis provides information regarding the 
distribution of random variables. A better measure for 
such an analysis is considering the factor’s standard 
deviation according to Eq. (20). Due to the calculation, 
assumptions must be made about the range of 
variation of the element; thus, Eq. (20) is a hybrid local-
global measure. 

𝑆𝑥
𝑦

=
𝜎𝑥

𝜎𝑦

𝜕𝑦

𝜕𝑥
 (20) 

where 𝑆𝑥
𝑦  is the sensitivity of output 𝑦 to the factor 

parameter 𝑥 , 𝜎𝑗  is the standard deviation of the 
parameter. The suspension parameters of interest are 
those mentioned in the last sections. To express their 
sensitivity to critical velocity, we assume a normal 
distribution of each parameter with a standard 
deviation of 10% of its operating design value. Also, to 
consider the influence of uncertainty, the standard 
deviation of 𝐾𝑤𝑥 varies at 5%, 10% and 20%. Normally, 
Eq. (20) is commonly not used for sensitivity analysis 
because the coefficients, 𝜕𝑦

𝜕𝑥
, are dimensioned. As a 

result, the practice is to compute the standardized 
regression coefficients, SRC (𝛽𝑥), defined in a regression 
model as: 

𝑦̃ =
𝑦 − 𝑦̅

𝜎𝑦

= 𝛽𝑥

𝑥 − 𝑥̅

𝜎𝑥

; (21) 

in which 𝑦̃ is the vector of regression model prediction. 
Eq. (21) insinuates that 𝛽𝑥 = 𝑆𝑥

𝑦 under the linear model 
assumption. 
 

III. RESULTS AND DISCUSSION 
A. Numerical Analysis of the Critical Speed of the Two-
axle Bogie 

We solved the eigenvalue problems numerically to 
determine the critical velocity of the bogie. The state- 
space equations of the motion are transformed in the 
form of Eq. (22)–(23) below 

𝑋̇ = 𝐴(𝑉)𝑋 + 𝐹(𝑋) (22) 

in which 𝐴(𝑉)𝑋 represents the linear term and 𝐹(𝑋) 
represent the nonlinear term. 𝑋(𝑡)  is a 12-column 
matrix of state variables describing the lateral and yaw 
motion of the wheelsets and bogie frame. 

𝑋 = {𝑦1, 𝑦̇1,1
, ̇

1
, 𝑦2, 𝑦̇2,2

, ̇
2
, 𝑦𝑡, 𝑦̇𝑡,𝑡

, ̇
𝑡
}
𝑡 (23) 

At different velocities, an eigenvalue and eigenvector 
problem of 𝐴(𝑉) is solved repeatedly. The system 
becomes unstable when at least one resolved 
eigenvalue is a positive real number. However, it is 
undetermined when a pair of the eigenvalues is 
imaginary. Consequently, the critical velocity (𝑉𝑐) is the 
highest velocity at which all the eigenvalues associated 
with the matrix are negative real numbers. The 
numerical method results in Figure 4, in which the dot 
marker represents the critical velocity at 43.3 m/s with 
the contact conicity of 0.0536. The conicity was 
calculated from the contact pair profile configuration 
of the Vidura wheel profile and 54E1 rail profile. When 
using the same parameters presented by Mehdi and 
Shaopu [4], we obtain the same critical velocity of the 
bogie is 32.8 m/s at a conicity of 0.05.  

For demonstrating the hunting phenomena of the 
vehicle, Eq. (16)–(19) are solved numerically using the 
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4th order Runge-Kutta integration scheme [5]. Lateral 
displacements of each wheelset (𝑦1, 𝑦2 ) and of the 
truck (𝑦𝑡) oscillating with time are presented in Figure 5a) 
at the velocity of 40 m/s located in undamped regime 
and in Figure 5b) at the velocity of 45 m/s located on 
the other side. Initial lateral displacement of the front 
wheelset (𝑦1) is set to be 5 mm, while all other initial 
values are zeros. 
 

 
 

Figure 4: Numerical calculation of  𝑉𝑐 versus  
 

At velocities less than 𝑉𝑐 , the amplitudes of lateral 
displacements asymptotically vanish in the absence of 
track irregularity. The dynamic behavior is an underdamped 
system where the magnitude of the negative real part 
of system eigenvalues specifies the decay rate. Upon 
increasing the velocities above 𝑉𝑐 , the vehicle vibrates 
as an undamped system but is limited by the wheel 
flange constraint with the rail. The amplitude of 
wheelset displacement is greater than 7.4 mm possessing 
a risk of a flange climb. Preventing a flange climb that 
leads to derailment is paramount for safe operations. 
Consequently, a derailment ratio is denoted as 𝑌/𝑄 in 
which 𝑌 and 𝑄 are the lateral and vertical forces in the 
flange contact, respectively. According to Nadal’s 
theory in UIC 518 regulation, 𝑌/𝑄 is limited to 0.8 when 
the flange angle is 65o when using the coefficient of 
friction of 0.5. 

 
 

Figure 5: Time response of lateral displacement  
a) 40 m/s b) 45 m/s 

 

B. The Relationship of Each Suspension System Parameter 
on the Critical Velocity 

Suspension systems of the two-axle bogie usually 
consist of two-stage primary and secondary suspension. 
The main components are springs and dampers arranged 
to secure a stable running behavior and safety. Springs 
and dampers between the bogie frame and the 
wheelset are of primary suspension. The lateral motion 
of the wheelset is controlled by two pairs of springs 
and dampers on both sides. The other two pairs, 
oriented in a longitudinal direction, assist in securing 
the yaw motion of the wheelset. The car body is 
connected to the bogie via the secondary suspension 
system, in which two pairs of springs and dampers 
orient in the lateral and longitudinal directions. 

Figure 6 exhibits stability diagrams for spring stiffness 
and the damping coefficient of springs and dampers in 
the primary suspension. Two regions separated by the 
resulting curves are typically recognized. When operating 
in the left region of the curve, the vehicle is in subcritical 
bifurcation phenomena with vanishing displacement 
amplitude with time. However, when operating in the 
right area, the vehicle exhibits supercritical Hopf 
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bifurcation and oscillates till constrained by flange 
contact forces. 𝐾𝑤𝑦   and 𝐾𝑤𝑥   increase with the critical 
velocity about the operating stiffness. If the spring 
stiffness is greater than 4.5E5 N/m, the critical velocity 
decreases with increasing 𝐾𝑤𝑦. It should be noted that 
our range of consideration may be unrealistically wide 
but just for an intuitive point. For comparison, each 
figure has a filled dot representing the operating physical 
parameter (Table 2) and its corresponding critical velocity.  

Figure 7 demonstrates the monotonic relationship 
of the secondary suspension parameters with critical 
velocity. Increasing 𝐾𝑡𝑦 , 𝐶𝑡𝑦, 𝐾𝑡𝑥 , 𝐶𝑡𝑥 increases the critical 
velocity. However, the correlations become obscure in 
the comparative aspects of the parameters.  

 

 
 

Figure 6: The effect of primary suspension parameters on 
limited speed 

 

 
 

Figure 7: The effect of secondary suspension parameters on 
limited speed 

C. Sensitivity Analysis of Two-axle Bogie’s Stability 
To classify the relative importance, we perform a 

Monte Carlo experiment on the model for sensitivity 
analysis to create scatter plots of the normalized 
critical velocity versus normalized physical parameters 
of each component in Figure 8–Figure 10. The model 
parameters are generated in a column matrix for 10000 
data sets according to their distribution before being 
substituted into the mathematical model to compute 
critical velocity. The number of data sets is large enough 
to provide meaningful statistical results without too 
much loading on our computational resources. The 
normal distribution of calculated critical velocity 
obtained after substituting the random parameter 
matrix into the dynamic model is shown in Figure 11. 
Averaged critical velocity is 43.44 m/s with a standard 
deviation of 2.28. 

𝐾𝑤𝑥  is recognized immediately in Figure 8a as the 
most influential factor when compared to 𝐾𝑤𝑦  in Figure 
8b and 𝐾𝑡𝑦 , 𝐶̃𝑡𝑦, 𝐾𝑡𝑥 , 𝐶̃𝑡𝑥 in Figure 9. The aggregated data 
in circular-like bounded shapes on the x-y plane 
characterize weak correlations in contrast to the case 
in which the scattered data are bound in the tilted 
band. Nevertheless, the local dependency of 𝐾𝑤𝑦  in 
Figure 6b and 𝐾𝑡𝑦 , 𝐶𝑡𝑦 , 𝐾𝑡𝑥, 𝐶𝑡𝑥 in Figure 7 are smeared 
out due to the variation of the measured data. The 
other strong influence similar to 𝐾𝑤𝑥  is also observed 
for the conicity in Figure 10, but in negative correlation, 
i.e., the increase of the conicity reduces the critical 
velocity. This qualitative recognition is invaluable for 
understanding the system but hard to be implemented 
as an input to commercial probability safety 
assessment programs if numeric values are required. 
When the quantitative sense is necessary, the stiffness 
value should be paid to control vehicle safety and 
performance. The important factor of both primary and 
secondary suspension elements, including conicity, are 
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determined quantitatively using the linear regression 
method of the distributed data according to Eq. (20).  

 

 
 

Figure 8: Scatter plot of 𝑦̃ versus 𝑉̃𝑐 using 𝜎𝑥 = 10% 
 

 
 

Figure 9: Scatter plot of 𝑦̃ versus 𝑉̃𝑐 using 𝜎𝑥 = 10% 
 

 
 

Figure 10: Scatter plots for ̃ versus 𝑉̃𝑐 using 𝜎𝑥 = 10% 

 
 

Figure 11: Output distribution from a Monte Carlo simulation of 
10000 experiments, employing nine input parameters with 

individual 𝜎𝑥 = 10% 
 

Error! Reference source not found. 3 summarizes 
the results from the SRC sensitivity analysis method. 
The sign in front of the SRC indicates each element 
positive or negative influences. According to the table, 
primary suspension – longitudinal yaw stiffness (𝐾𝑤𝑥 ) 
appears to have the most substantial on increasing the 
critical speed. Bigoni et al. [6] indicated the same result, 
while Gao et al. [7] suggested the importance of the 
secondary lateral damper of a Chinese railway bogie. 
Global sensitivity analysis showed that the rear 
wheelset’s stiffness is more significant than that of the 
front wheelset. Unfortunately, the primary suspension 
parameters are not considered variables in the work of 
Mehdi and Shaopu (1998) [4]. Of primary suspension 
parameters are 𝐾𝑤𝑥 that have more impact than 𝐾𝑤𝑦 . 
 

Table 3: SRC of each suspension parameter and conicity 

Parameter 𝑲𝒘𝒚 𝑲𝒘𝒙 𝑲𝒕𝒚 𝑪𝒕𝒚 

SRC (𝛽𝑥) 0.06311 0.60140 0.01177 0.06703 

Parameter  𝐾𝑡𝑥 𝐶𝑡𝑥 

SRC (𝛽𝑥) - 0.76400 0.03967 0.21501 
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The variation of 𝐾𝑡𝑥  in the secondary suspension is 
insignificant to the system’s dynamic behaviors. We 
found a strong influence of longitudinal dampers over 
the lateral damper in the secondary suspension system. 
The impact is also recognized by Mehdi and Shaopu [4]. 
The knowledge that the yaw dampers stabilize the 
vehicles is common to railway engineers. We enlist 
them as our significant parameters. However, the 
parameter is not considered essential [8] due to the 
selected probability distribution. The uncertainty is 
significant to both hybrid-global and global analysis. At 
different standard deviation values of 5%, 10%, and 20% 
on 𝐾𝑤𝑥  alone, the calculated SRC increases with 
uncertainty. The SRC values of 𝐾𝑤𝑥  are 0.3219, 0.60140, 
and 0.8213, respectively. More precise measurements 
can dramatically change the result. This concept allows 
maintenance engineers to mitigate the sensitive 
components’ risk values by measuring their parameters 
more precisely and accurately. 

In addition to the above analysis, we examine SRC 
of the equivalent conicity. Its highest value substantiates 
railway engineers’ recognition of the limited value of 
the conicity when considering safety issues. 

 
IV. CONCLUSION 

This study presents the effect of suspension 
parameters and conicity on the critical velocity for a 
linearized model of a two-axle bogie. The numerical 
method in solving the derived eigenvalue problem 
indicates that the velocity locates at the bifurcation 
point, beyond which lateral displacement of the 
vehicle rigorously oscillates until limited by flange 
contact forces. The hybrid-global sensitivity analysis 
using SRC is implemented to screen for the essential 
parameters. Specifying the significance of the parameter 
will assist involved engineers in improving the hunting 
behaviors of the vehicle. Longitudinal yaw stiffness of 

the primary suspension is critical to preventing 
excessive flange contact on a tangent track leading to 
flange wear and derailment. Other less important 
parameters are 𝐾𝑤𝑦 of primary suspension and 𝐾𝑡𝑦, 𝐶𝑡𝑦, 
𝐾𝑡𝑥 , 𝐶𝑡𝑥  of secondary suspension. In addition to 
suspension parameters, we found the most decisive 
influence of conicity on the value of critical velocity. 
These findings guided us to design suspension systems 
and rail systems better when the right-most attention 
was paid only to the essential parameters that matter 
to safety and maintenance issues. 
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บทคัดย่อ 
ในงานวิจัยนีไ้ด้ศึกษาศักยภาพในการผลิตน ้าร้อนของปั๊มความร้อนแบบอัดไอท างานร่วมกับโมดูลโฟโตวอลเทอิก/ความร้อน (พีวี/ที) 

โดยปั๊มความร้อนมีความสามารถในการท าความรอ้นสูงสุดที่ 3,000 วัตต์ ท าหน้าที่ดึงความร้อนจากโมดูลพีวี/ที โดยแต่ละโมดูลสามารถ
ผลิตก าลังไฟฟ้าสูงสุด 200 วัตต์ และมีพื้นที่รับรังสี 1.326 ม2 การศึกษาจะพิจารณาขนาดของโมดูลพีวี/ที และขนาดของถังน ้าเย็น  
ที่เหมาะสมในการผลิตน ้าร้อนปริมาณ 350, 500 และ 700 ลิตร ให้มีอุณหภูมิน ้าแต่ละวัน 60 °C และพิจารณาปริมาณพลังงาน 
ความร้อน และไฟฟ้าที่ผลิตได้ เมื่อมีการเปลี่ยนแปลงจ านวนโมดูล และขนาดถังน ้าเย็น รวมถึงพลังงานไฟฟ้าจากระบบจ าหน่ายที่
สามารถประหยัดได้เทียบกับระบบท าน ้าร้อนที่ใช้ลวดไฟฟ้า ภายใต้สภาวะอากาศของจังหวัดเชียงใหม่ ขอนแก่น กรุงเทพฯ และสงขลา 
ผลการศึกษาพบว่าการผลิตน ้าร้อนปริมาณดังกล่าว ระบบสามารถประหยัดพลังงานไฟฟ้าจากระบบจ าหน่ายได้มากกว่าร้อยละ 90, 90 
และ 70 ตามล าดับ และเมื่อพิจารณาผลการวิเคราะห์ทางเศรษฐศาสตร์ พบว่าจ านวนโมดูลพีวี/ทีที่เหมาะสมจะอยู่ที่ 8, 8 และ 10 
โมดูล ตามล าดับ โดยมีขนาดถังน ้าเย็นที ่300, 300 และ 50 ลิตร ตามล าดับ ทั้งนีร้ะยะเวลาคืนทุนเฉลี่ยอยู่ท่ี 5.70, 3.95 และ 4.83 ปี 
ตามล าดับ 
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Abstract 
The research aims to investigate the potential for hot water production of vapor compression heat pump 

together with photovoltaic/thermal (PV/T). The heat pump with a maximum heating capacity of 3,000 W extracted 
heat from each PV/T module of 1.326 m2 in parallel connection that generated a maximum heating capacity of 
200 Wp. This study was considered the suitable sizes of PV/T module and cool water tank for hot water production 
volumes of 350, 500, and 700 liters at 60 °C every day. The amount of heat and electrical energy generated with 
various PV/T modules, and cool water sizing including the saving of electrical energy from transmission line 
compare with that from electrical coil for hot water production were investigated under Chiang Mai, Khon Kaen, 
Bangkok, and Songkhla climates. The result showed that the presented unit could save electrical energy over 90, 
90, 70% of the transmission line, respectively. In term of economic analysis, the suitable numbers of PV/T modules 
with 300, 300, 50 L of cool water tank, respectively, were found and the payback periods were 5.70, 3.95, 4.83 
years, respectively. 
 

Keywords:  Energy saving, Heat pump, Photovoltaic/thermal module, Solar hot water 
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1) บทน า 
โมดูลโฟโตวอลเทอิก (พีวี) จะเป็นอุปกรณ์ท าหน้าที่เปลี่ยน

พลังงานแสงอาทิตย์ไปเป็นไฟฟ้าโดยตรง สมรรถนะในการผลิต
พลังงานไฟฟ้าจะลดลงเมื่ออุณหภูมิโมดูลสูงขึ้นตามความเข้มรังสี
อาทิตย์และอุณหภูมิอากาศแวดล้อม [1] จึงมีการหาวิธีการในการ
ระบายความร้อนจากโมดูล โดยใช้อากาศหรือน ้าในการระบาย
ความร้อน Lungkadee และ Asanakham [2] ได้ติดตั ้งครีบที่
ด้านหลังของโมดูล และมีการเป่าอากาศผ่านพื้นที่ผิวดังกล่าว 
ช่วยในการลดอุณหภูมิของโมดูล Wilson [3] ได้ท าการฝังท่อดา้น 
หลังโมดูล โดยมีน ้าช่วยในการระบายความร้อน ทั้งนี้อากาศหรือ
น ้าร้อนที่ได้ ถ้าน ามาใช้ประโยชน์ในกระบวนการทางความร้อน 
จะท าให้ประสิทธิภาพโดยรวมสูงขึ้น เมื่อเทียบกับการผลิตพลังงาน
ไฟฟ้าเพียงอย่างเดียว ในลักษณะการท างานเช่นนี้ อุปกรณ์จะเรียก 
ว่าโมดูลโฟโตวอลเทอิก/ความร้อน (พีวี/ที) ในกรณีที่ท าการผลิต
ไฟฟ้า และน ้าร้อนไปใช้ประโยชน์ จะมีการเช่ือมต่อโมดูลพีวี/ทีกับ
ถังเก็บน ้าร้อน ในช่วงแรกของการท างานเมื่ออุณหภูมิน ้าร้อนยังมี
ค่าต ่า น ้าจะช่วยระบายความร้อนจากโมดูลท าให้ประสิทธิภาพใน
การผลิตไฟฟ้ามีค่าสูง แต่เมื่ออุณหภูมิน ้าร้อนขึ้นประสิทธิภาพใน
การผลิตไฟฟ้าจะลดลง แนวทางหนึ่งในการลดอุณหภูมิของโมดูล
พีวี/ที และสามารถผลิตน ้าร้อนอย่างมีประสิทธิผล คือ การใช้ปั๊ม
ความร้อนแบบอัดไอดึงความร้อนจากโมดูลพีวี/ที และความรอ้น
ดังกล่าวจะถูกเพิ่มคุณภาพความร้อนไปผลิตน ้าร้อนที่คอนเดนเซอร์
ของระบบอัดไอ เช่นเดียวกับระบบปั๊มความร้อนท างานเสริมกับ
ตัวเก็บรังสีอาทิตย์ในการผลิตน ้าร้อน [4] อุณหภูมิของโมดูลจะ
ลดลงท าให้ผลิตไฟฟ้าได้มากขึ้น ในขณะเดียวกันจะได้น ้าร้อนที่
อุณหภูมิสูง และก าลังไฟฟ้าที่ได้จากโมดูลพีวี/ที จะถูกน ามาใช้ 
ในการเดินเครื่องปั๊มความร้อน Obalanlege และคณะ [5] ได้
วิเคราะห์ผลของอุณหภูมิของน ้าที่ไหลในโมดูลพีวี/ที ความเข้ม
รังสีอาทิตย์ ขนาดของถังเก็บน ้าร้อน และอัตราการไหลของน ้าใน
โมดูลที่มีต่อประสิทธิภาพในการผลิตไฟฟ้า และประสิทธิภาพรวม
ในการผลิตไฟฟ้าและน ้าร้อน พบว่าเมื่อความเข้มรังสีอาทิตย์
เพิ่มขึ้น จะส่งผลให้อุณหภูมิน ้าในโมดูลพีวี/ทีเพิ่มขึ้นด้วย ท าให้
ประสิทธิภาพทางไฟฟ้าของโมดูลพีวี/ทีลดลง และขณะเดียวกัน
ค่าสัมประสิทธ์ิสมรรถนะ (Coefficient of Performance: COP) 
ของระบบป๊ัมความร้อนเพิ่มขึ้น นอกจากน้ีการเพิ่มปริมาตรถังน ้า
ร้อนให้มีค่าสูงขึ้นจะท าให้อุณหภูมิโมดูลพีวี/ทีลดลงด้วย ซึ่งจะ
ช่วยเพิ่มประสิทธิภาพในการผลิตไฟฟ้า และประสิทธิภาพรวม
ของโมดูลพีวี/ที นอกจากนี้เมื่ออัตราการไหลของน ้าในโมดูลพีวี/

ทีจากการไหลแบบราบเรียบไปเป็นการไหลแบบปั่นป่วน ส่งผลให้
ประสิทธิภาพการผลิตไฟฟ้า ประสิทธิภาพทางความร้อน และ
ประสิทธิภาพรวมของโมดูลพีวี/ทีสูงขึ้นอีก Vaishak และ Bhale 
[6] ได้แนะน าให้ใช้ R134a และ R410A เป็นสารท างานในปั๊ม
ความร้อน เนื่องจากมีเสถียรภาพทางเคมี และค่าความร้อนแฝง
สูง รวมถึงความเป็นมิตรกับสิ่งแวดล้อม Kosan และคณะ [7] ได้
วิเคราะห์สมรรถนะของโมดูลพีวี/ทีท างานร่วมกับปั๊มความร้อน
เพื่อใช้ในการอบแห้งใบมินต์ โมดูลพีวี/ทีจ่ายก าลังไฟฟ้าให้กับ
คอมเพรสเซอร์ของปั๊มความร้อน และมีโมดูลพีวีจ่ายไฟฟ้าให้กับ
พัดลม และหลอดไฟเพื่ออบแห้งใบมินต์ ผลการวิจัยพบว่ามี
ประสิทธิภาพด้านไฟฟ้าต ่าส ุด 11.9% และสูงสุด 14.02% 
ประสิทธิภาพความร้อนมีค่าต ่าสุด 38.51% และสูงสุด 70.56% 
ขึ้นอยู่กับความเข้มรังสีอาทิตย์ โมดูลพีวี/ทีร่วมกับปั๊มความร้อน
ส าหรับการอบแห้งนี้มีค่า COP เฉลี่ยเท่ากับ 4.18 และมีระยะ 
เวลาคืนทุน 2.32 ปี Evangelos และคณะ [8] ได้ท าการประเมิน
ระบบที่ประกอบด้วยโมดูลพีวี/ทรี่วมกับปั๊มความร้อน พบว่าพลังงาน
ไฟฟ้าที่ผลิตได้สามารถลดการใช้ไฟฟ้าจากระบบจ าหน่ายตลอด
ทั้งปีได้ถึง 67% และราคาค่าไฟฟ้ามีอิทธิพลอย่างมากต่อความ
คุ้มค่าด้านเศรษฐศาสตร์ ซึ่งในประเทศที่มีค่าใช้จ่ายไฟฟ้าสูง จะ
ยิ่งเหมาะกับการน าโมดูลพีวี/ทรี่วมกับปั๊มความร้อนมาใช้ประโยชน์ 
Bai และคณะ [9] ได้ท าการวิเคราะห์สมรรถนะของโมดูลพีวี/ที
ท างานร่วมกับปั๊มความร้อนเพื่อผลิตน ้าร้อนใช้ในศูนย์กีฬาขนาด
ใหญ่ โดยใช้ข้อมูลอุตุนิยมวิทยาท่ี ฮ่องกง ปารีส ลียง และนีซ พบ
ว่านีซสามารถประหยัดพลังงานไฟฟ้าได้สูงที ่สุด  75.63% เมื่อ
เทียบกับระบบท าน ้าร้อนแบบขดลวดไฟฟ้า เนื่องจากมีความเข้ม
รังสีอาทิตย์สูง ส่งผลให้พลังงานไฟฟ้าที่ผลิตได้มีค่าสูง และระยะ 
เวลาคืนทุนสั้นที่สุดที ่8.40 ปี 

จากการศึกษางานวิจัยที่เกี่ยวข้องพบว่าการท างานร่วมกัน
ของโมดูลพีวี/ที และปั๊มความร้อนช่วยเพิ่มประสิทธิภาพในการ
ผลิตไฟฟ้าของโมดูลพีวี/ที และเพิ่มสมรรถนะในการผลิตความ
ร้อนของปั๊มความร้อน อย่างไรก็ตามการเลือกขนาดถังเก็บน ้าเย็น 
การควบคุมอุณหภูมิของโมดูลพีวี/ที และจ านวนโมดูลพีวี/ทีที่
เหมาะสม สอดคล้องกับขนาดของปั๊มความร้อนเพื่อให้สามารถ
ผลิตไฟฟ้า และภาระความร้อนได้ตามที่ต้องการ ยังไม่มีการศึกษา
อย่างจริงจัง โดยเฉพาะในประเทศไทยจึงเป็นที่มาของงานวิจัยนี้  

ส าหรับงานวิจัยนี้จะใช้ปั๊มความร้อนขนาดความสามารถใน
การท าความร้อนสูงสุด 3,000 วัตต์ ที่ใช้สารท างาน R134a เป็น
สารท างาน เพื่อผลิตน ้าร้อนในเวลากลางวัน น ้าร้อนที่ได้จะถูก
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น าไปใช้ทั้งหมดในเวลากลางคืน โดยโมดูลพีวี/ทีเป็นแหล่งจ่าย
ไฟฟ้าที่ผลิตได้ให้กับคอมเพรสเซอร์ของปั๊มความร้อน และลวด 
ความร้อนในการควบคุมอุณหภูมิน ้าที่ถังอีวาปอเรเตอร์ไม่ให้ต ่า
กว่า 25 °C ตลอดการท างานในตอนกลางวัน เพื่อไม่ให้อุณหภูมิ
ของโมดูลพีวี/ทีต ่าเกินไปจนเกิดการควบแน่นของไอน ้า ซึ่งอาจ
ก่อให้เกิดความเสียหายต่อเซลล์แสงอาทิตย์ อีกทั้งยังท าให้ค่า 
COP ของปั๊มความร้อนมีค่าต ่าลง เนื ่องจากอุณหภูมิแตกต่าง
ระหว่างคอนเดนเซอร์ และอีวาปอเรเตอร์ที่สูงขึ้น ส าหรับอุณหภูมิ
น ้าท่ีถังคอนเดนเซอร์ จะถูกควบคุมไม่ให้ต ่ากว่า 60 °C เมื่อสิ้นสดุ
การท างานในตอนเย็นของแต่ละวัน ดังแสดงในรูปที่ 1 ทั้งนี้จะมี
ก าลังไฟฟ้าจากระบบจ าหน่ายร่วมจ่ายให้กับระบบท้ังหมดในกรณี
ที่ความเข้มรังสีอาทิตย์ไม่เพียงพอ ข้อมูลรังสีอาทิตย์ และอุณหภูมิ
อากาศโดยรอบจะใช้ข้อมูลของจังหวัดเชียงใหม่ ขอนแก่น กรุงเทพฯ 
และสงขลา ซึ่งเป็นตัวแทนของพื้นที่ในแต่ละภูมิภาค ซึ่งค่าความ
เข้มรังสีอาทิตย์ และอุณหภูมิอากาศแวดล้อมแต่ละจังหวัดมีค่าที่
แตกต่างกัน ดังแสดงในรูปที่ 2 ซึ่งจะส่งผลต่อสมรรถนะการผลิต
ไฟฟ้า โดยค่าความเข้มรังสีอาทิตย์ที่สูงจะผลิตพลังงานไฟฟ้าได้  
มากขึ้น ขณะเดียวกันอุณหภูมิโมดูลท่ีสูงขึ้นจะท าให้ความสามารถ
ในการผลิตพลังงานไฟฟ้าลดลง ท าให้มีผลต่อการเลือกขนาดของ
โมดูลพีวี/ทีที่เหมาะสม ในการศึกษาจะพิจารณาจ านวนโมดูลพวี/ี

ทีที ่มีความสามารถในการจ่ายพลังงานไฟฟ้าสูงสุด ที่สภาวะ
มาตรฐาน 200 วัตต์ และโมดูลพีวี/ทีจะต่อขนานกันทางความ
ร้อน และพิจารณาขนาดของถังน ้าเย็นที่อีวาปอเรเตอร์ของปั๊ม
ความร้อนที่เหมาะสมในการผลิตน ้าร้อนปริมาณ 350, 500, 700 
ลิตร ในแต่ละวัน จากการวิเคราะห์ทางเศรษฐศาสตร์ 

รูปที่ 1 : ระบบผลิตน ้าร้อนพีวี/ทีรว่มกบัปั๊มความร้อน

รูปที่ 2 : ข้อมูลความเข้มรังสีอาทิตย์ (It) และอุณหภูมิอากาศแวดล้อม (Ta) ในแต่ละจังหวัด [10] 

2) ระบบท าน ้าร้อนแบบปั๊มความรอ้นเสริมพีวี/ที
จากรูปที่ 1 ชุดโมดูลพีวี/ที ขนาดความสามารถสูงสุดในการ

ผลิตไฟฟ้า 200 วัตต์ ก าหนดให้หันไปทางทิศใต้ โดยมีมุมเอียง
เท่ากับมุมละติจูดของจังหวัดที่ติดตั้ง โมดูลพีวี/ทีจะเชื่อมต่อเข้า
กับระบบปั๊มความร้อนขนาดความสามารถในการท าความร้อน
สูงสุด 3 กิโลวัตต์ ซึ่งใช้สารท าความเย็น R134a โดยมีถังน ้าเย็นท่ี
อีวาปอเรเตอร์ของปั๊มความร้อน โดยมีลวดความร้อน 2 กิโลวัตต์

ควบคุมอุณหภูมิไม่ให้ต ่ากว่า 25 °C ขณะที่ปั๊มความร้อนท างาน 
โดยมีอัตราการไหลของน ้าในโมดูลพีวี/ท ีและถังน ้าเย็นอีวาปอเร-
เตอร์ 6 ลิตรต่อนาที ที่คอนเดนเซอร์ของปั๊มความร้อนจะมีการ
ปลดปล่อยความร้อน โดยมีอัตราการไหลของน ้าที่คอนเดนเซอร์ 
3 ลิตรต่อนาที มารับความร้อนท่ีคอนเดนเซอร์ไปจ่ายที่ถังน ้าร้อน 
โดยจะมีการให้ความร้อนเสริมด้วยลวดไฟฟ้าในกรณีที่อุณหภูมิ
สูงสุดของน ้าไม่ถึง 60 °C เมื่อสิ้นสุดการท างานในตอนเย็นของแต่
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ละวัน ทั้งนี้จะไม่มีการน าน ้าร้อนไปใช้งานในตอนกลางวัน และ
น ้าร้อนท่ีได้จะถูกน าไปใช้หมดในเวลากลางคืน 
2.1) โมดูลโฟโตวอลเทอิก/ความร้อน  

โมดูลพีวี/ที ท าหน้าที่เปลี่ยนรังสีอาทิตย์เป็นพลังงานความ
ร้อนในรูปน ้าร้อน และพลังงานไฟฟ้า ในกรณีการผลิตน ้าร้อน
โมดูลพีวี/ที ท าหน้าที่เช่นเดียวกับตัวเก็บรังสีอาทิตย์ ซึ่งอัตรา
ความร้อน [11] จะค านวณจาก 

 𝑄 ̇𝑃𝑉/𝑇 =  𝐹𝑅(𝛼)𝐼𝑡𝐴𝐶 − 𝐹𝑅𝑈𝐿𝐴𝐶(𝑇𝑓𝑖 − 𝑇𝑎) (1) 
 

ก าลังไฟฟ้าสูงสุด [11] จะค านวณจาก 
𝑃𝑚 = 𝑃𝑚,𝑠𝑡𝑐 . (1 − 𝛾(𝑇𝑃𝑉 − 25)) · (

𝐼𝑇

1000
) (2) 

อุณหภูมโิมดลู สามารถค านวณจาก 

𝑇𝑃𝑉 = 𝑇𝑎 + (𝑁𝑂𝐶𝑇 − 20) (
𝐼𝑇

800
)  (3) 

เมื่อ  𝑁𝑂𝐶𝑇 = 800𝐹𝑅 ·
𝑇𝑓𝑖−𝑇𝑎

𝐼𝑇
+

(𝛼)

𝑈𝐿
 · (1 − 𝐹𝑅)800 + 20   (4) 

โมดูลพีวี/ทีที่ใช้ในการศึกษามีลักษณะเช่นเดียวกับ S. Vat 
และคณะ [11] โดยข้อมูลอุปกรณ์วัด และข้อมูลทางเทคนิคแสดง
ในตารางที ่1 และ 2 ตามล าดับ 

ตารางที่ 1 : ข้อมูลอุปกรณ์วัดของโมดูลพีวี/ท ี

Sensor Characteristics and Measured Range Accuracy 

K-type thermocouple Measures PV module temperature, inlet/outlet 
temperature, and ambient temperature Range: −270 to 
1260 °C 

±0.5 °C 

Pyranometer MS-602 with data logger 
Hukseflux LI19 

Measures solar irradiation. 
Range: 0–2000 W/m2 

±1.5% 

Range: 0–2000 W/m2 0–60 V 
0.01–12 A 

±1% 
±1% 

Rotameter Measures water flow rate Range: 1- 10 LPM ±4% 

 
ตารางที่ 2 : ข้อมูลทางเทคนิคของโมดูลพีวี/ที [11] 

Cell type Mono-crystalline 

Dimensions 
828 mm x 1601 mm x 
90 mm 

Aperture area 1.326m2 

Maximum power, Pm 200 Wp 

Electrical efficiency of module, 𝜂stc 15.08% 

Temperature coefficients of Pm, 𝛾 0.45%/◦C 

ṁPVT 6 LPM 

FRUL 10.16 

FR() 0.46 

 
 

2.2) ป๊ัมความร้อน พร้อมถังน ้าร้อนและถังน ้าเย็น 

ปั๊มความร้อนท่ีใช้ในการศึกษา จะเป็นปั๊มความร้อนขนาดเล็ก
ของ Utama [12] ซึ่งได้มีการทดสอบในการน ามาผลิตน ้าร้อน 
โดยข้อมูลอุปกรณ์วัดแสดงในตารางที ่ 3 และสัมประสิทธิ์
สมรรถนะ (Coefficient of Performance: COP) และก าลัง 

ไฟฟ้าที่จ่ายให้คอมเพรสเซอร์ของปั๊มความร้อน , Ẇ𝑐𝑜𝑚𝑝 ที่มี
ความสัมพันธ์กับอุณหภูมิแตกต่างระหว่างอุณหภูมิน ้าร้อนในถัง
น ้าร้อน และอุณหภูมิน ้าเย็นในถังน ้าเย็นที่คอนเดนเซอร์ และอีวา
ปอเรเตอร์ของปั๊มความร้อน, (𝑇𝑐𝑖 − 𝑇𝑠) ตามล าดับ แสดงใน
รูปที่ 3 

𝐶𝑂𝑃 =
𝑄 ̇𝑐𝑜𝑛𝑑

Ẇ𝑐𝑜𝑚𝑝
    (5) 

 
ตารางที่ 3 : ข้อมูลอุปกรณ์วัดของปั๊มความร้อน 

Sensor Characteristics and measured range Accuracy 

K-type thermocouple Measures water temperature and ambient temperature Range: −270 to 1260 °C ±0.5 °C 

Rotameter Measures water flow rate Range: 1- 10 LPM ±4% 

Power meter with clamp sensor Measures compressor power consumption Range: 10-600 ACV, 0.2-1200 ACA ±1% 
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รูปที่ 3 : 𝐶𝑂𝑃 และ Ẇ𝑐𝑜𝑚𝑝 ที่แปรผันตามอุณหภูมแิตกต่างของน ้าร้อนใน

ถังน ้าร้อนและน ้าเย็นในถังน ้าเย็น 
 

ส าหรับปั๊มความร้อนที่ใช้ในงานนี้ จะมีก าลังความสามารถใน
การท าความร้อนสูงสุดที่ 3 กิโลวัตต์ โดย ค่า 𝐶𝑂𝑃 และก าลัง 
ไฟฟ้าที่คอมเพรสเซอร์ (สมมุติมีค่าเท่ากับก าลังงานที่คอมเพรสเซอร์) 
จะมีความสัมพันธ์กับอุณหภูมิแตกต่างของน ้าในถังน ้าเย็น และถัง
น ้าร้อน ดังรูปที่ 3 โดย 

𝐶𝑂𝑃 = 3.3055 − 0.0519(𝑇𝑐𝑖 − 𝑇𝑠)     (6) 
 Ẇ𝑐𝑜𝑚𝑝 = 0.8311 + 0.0085(𝑇𝑐𝑖 − 𝑇𝑠)       (7) 

อุณหภูมิของน ้าร้อนในถังน ้าร้อน และอุณหภูมิน ้าเย็นในถังน ้า
เย็น เมื่อเวลาผ่านไป 𝛥𝑡, 𝑇𝑐𝑖

𝑡+𝛥𝑡 และ 𝑇𝑆
𝑡+𝛥𝑡ตามล าดับ ในกรณีที่

สมมตุิว่าถังหุ้มฉนวนอย่างดี สามารถค านวณจาก  

𝑇𝑐𝑖
𝑡+𝛥𝑡 = (

𝑄̇𝑐𝑜𝑛𝑑

𝑀𝑤𝐶𝑃
) . 𝛥𝑡 + 𝑇𝑐𝑖

𝑡  

                        = (
𝐶𝑂𝑃

𝑀𝑤𝐶𝑃
) Ẇ𝑐𝑜𝑚𝑝 . 𝛥𝑡 + 𝑇𝑐𝑖

𝑡  

= (
3.3055−0.0519(𝑇

𝑐𝑖
−𝑇

𝑆
)

𝑀𝑤𝐶𝑃
) [0.8311 + 0.0085(𝑇𝑐𝑖 − 𝑇𝑆)]  𝛥𝑡 + 𝑇𝑐𝑖

𝑡   (8) 

𝑇𝑆
𝑡+𝛥𝑡 = (

𝑄̇𝑃𝑉/𝑇−𝑄̇𝑒𝑣𝑎𝑝+𝑄̇𝑎𝑢𝑥,𝑐

𝑀𝑠𝐶𝑝
) . 𝛥𝑡 + 𝑇𝑆

𝑡       (9) 
จากสมการข้างต้น เมื่อก าหนดอัตราความร้อนที่คอนเดนเซอร์ 

อุณหภูมิน ้าในถังน ้าร้อน และถังน ้าเย็น ในสภาวะเริ ่มต้น จะ
สามารถค านวณอุณหภูมิน ้าในถังน ้าร้อน และในถังน ้าเย็นเมื่อ
เวลาผ่านไป 𝛥𝑡 ได้ 

 
3) ผลการวิจัย 

รูปที่ 4 แสดงข้อมูลรายชั่วโมงในเดือนเมษายนของการผลิต
น ้าร้อน 350 ลิตร โดยใช้โมดูลพีวี/ทีจ านวน 6 โมดูล และขนาด
ถังน ้าเย็น 100 ลิตร ที่จังหวัดเชียงใหม่ พบว่าในช่วงเช้าความเข้ม

รังสีอาทิตย์มีค่าต ่าส่งผลให้อุณหภูมิน ้าในถังน ้าเย็น (Ts) ต ่ากว่า 
25 ˚C ดังนั ้นจึงมีการใช้ไฟฟ้าจากระบบจ าหน่าย (Grid) จ่าย
ก าลังไฟฟ้าให้กับลวดความร้อนเพื่อควบคุมอุณหภูมิน ้าเย็นในถัง
ไม่ให้ต ่ากว่า 25 ˚C และหลังจากราว 11:30 น.รังสีอาทิตย์อยู่ใน
ระดับที่สูงพอ จะไม่มีการใช้ไฟฟ้าจากระบบจ าหน่าย และที่เวลา
ประมาณ 14:45 น. อุณหภูมิน ้าในถังน ้าร้อน (Tci) มีอุณหภูมิ 60 
˚C ระบบจึงหยุดท างาน อย่างไรก็ตามเมื่อสิ้นสุดวันในตอนเย็น
จะมีการให้ความร้อนด้วยลวดไฟฟ้าในถังน ้าร้อน ในกรณีที่
อุณหภูมิน ้าในถังไม่ถึง 60 oC 
 

 
 

รูปที่ 4 : ข้อมูลรายชั่วโมงในเมษายนที่จงัหวัดเชียงใหม่ โดยใช้โมดูลพวีี/ที 6 
โมดูล ถังน ้าเย็น 100 ลิตร และถังน ้าร้อน 350 ลิตร 

 

รูปที่ 5 แสดงข้อมูลรายเดือนของการผลิตน ้าร้อน 350 ลิตร 
โดยใช้โมดูลพีวี/ทีจ านวน 6 โมดูล และขนาดถังน ้าเย็น 100 ลิตร 
ที่จังหวัดเชียงใหม่ พบว่าในช่วงฤดูร้อน และฤดูหนาว (ตุลาคม-
พฤษภาคม) พลังงานไฟฟ้าที่ผลิตได้จากโมดูลพีวี/ที (EPV/T) จะ
มากกว่าความต้องการพลังงานไฟฟ้าจากระบบจ าหน่าย (Grid) 
แต่ในช่วงฤดูฝน (เดือนมิถุนายน-สิงหาคม) ความต้องการพลังงาน
ไฟฟ้าจากระบบจ าหน่ายค่อนข้างสูง เนื่องจากมีความเข้มรังสี
อาทิตย์ต ่า และยังพบว่าในแต่ละเดือน ค่าพลังงานความร้อนที่ปั๊ม
ความร้อนผลิตได้ (Qcond) ค่อนข้างคงที่เนื่องจากก่อนสิ้นสุดวัน
ในตอนเย็นระบบสามารถผลิตน ้าในถังน ้าร้อนให้มีอุณหภูมิไม่ต ่า
กว่า 60 ˚C 
 

 
 

รูปที่ 5 : ข้อมูลรายเดือน ที่จังหวัดเชียงใหม่ โดยใช้โมดูลพวีี/ที 6 โมดูล  
ถังน ้าเย็น 100 ลิตร และถังน ้าร้อน 350 ลิตร 
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รูปที่ 6 : ข้อมูลแสดงค่าพลังงานต่าง ๆ ใน 1 ปี ของการผลิตน ้าร้อนปริมาณ 350 ลิตรต่อวัน แต่ละจังหวัด 
 

รูปที่ 6 แสดงผลการผลิตน ้าร้อนปรมิาณ 350 ลิตรต่อวัน เมื่อ
มีการเปลี่ยนแปลงจ านวนโมดูล 6-10 โมดูล และถังน ้าเย็นที่อวีา
ปอเรเตอร์ 100-300 ลิตร (T100-T300) ใช้ข้อมูลอุตุนิยมวิทยา
ของจังหวัดเชียงใหม่ ขอนแก่น กรุงเทพฯ และสงขลา พบว่า
พลังงานไฟฟ้าที่โมดูลพีวี/ทีผลิตได้ (EPV/T) มีค่าเพิ่มขึ้น และ
พลังงานไฟฟ้าที่ต้องการจากระบบจ าหน่าย (Grid) จะลดลงตาม
จ านวนโมดูลที่เพิ ่มขึ ้น เมื ่อจ านวนโมดูลมากกว่า 8 สามารถ
ประหยัดพลังงานไฟฟ้าจากระบบจ าหน่ายมากกว่าร้อยละ 90 เทียบ
กับพลังงานไฟฟ้าของระบบท าน ้าร้อนที่ใช้ลวดไฟฟ้า (Eheater) 
และเมื่อขนาดถังน ้าเย็นเพิ่มขึ้น พลังงานไฟฟ้าท่ีผลิตได้จากโมดูล
จะสูงขึ้น และความต้องการพลังงานไฟฟ้าจากระบบจ าหน่ายจะ
ลดลง เนื่องจากขนาดของถังน ้าเย็นที่เพิ่มขึ้น จะสามารถรักษา
อุณหภูมิน ้าในถังน ้าเย็นไม่ให้ต ่ากว่า 25 oC ได้ดีกว่า จึงลดการให้
ความร้อนเสริมที่ถังดังกล่าว ส าหรับพลังงานความร้อนที่ได้จาก
คอนเดนเซอร์ของปั๊มความร้อน (Qcond) ค่อนข้างคงที่ ผลที่
เกิดขึ้นในแต่ละจังหวัด มีลักษณะใกล้เคียงกัน โดยเชียงใหม่ และ
ขอนแก่น สามาถผลิตพลังงานไฟฟ้าได้สูงกว่าระบบที่สงขลา 

เนื่องจากมีความเข้มรังสีอาทิตย์ที่สูงกว่า (ผลรวมของความเข้ม
รังสีแสงอาทิตย์ที่โมดูลพีวี/ทีได้รับใน 1 ปี 2011.04, 2001.57 
kWh/m2 ตามล าดับ) และยังพบว่าสามารถผลิตพลังงานไฟฟ้าได้
สูงกว่ากรุงเทพฯ แม้กรุงเทพฯจะมีความเข้มรังสีอาทิตย์สูงที ่สุด 
(ผลรวมของความเข้มรังสีแสงอาทิตย์ที่โมดูลพีวี/ทีได้รับใน 1 ปี 
2120.9 kWh/m2) เนื่องจากกรุงเทพฯ มีอุณหภูมิอากาศสูง ท า
ให้อุณหภูมิโมดูลมีค่าสูง ส่งผลต่อการผลิตพลังงานไฟฟ้ามีค่า
ต ่าลง 

รูปที่ 7 แสดงอัตราส่วนความร้อนต่อพลังงานไฟฟ้าที่ผลิตได้
จากโมดูล (H/P) ของการผลิตน ้าร้อน 350 ลิตร โดยใช้ข้อมูล
อุตุนิยมวิทยาของจังหวัดเชียงใหม่ ขอนแก่น กรุงเทพฯ และ
สงขลา ซึ่งมีค่าลดลงตามจ านวนโมดูลพีวี/ทีที่เพิ่มขึ้น เนื่องจาก
ค่าความร้อนที ่ปั ๊มความร้อนผลิตได้ค่อนข้างคงที ่ ในขณะที่
พลังงานไฟฟ้าที่ผลิตได้มีค่าเพิ่มขึ้น และเช่นเดียวกันผลที่เกิดขึ้น
ใน 4 จังหวัด มีลักษณะคล้ายคลึงกัน และเมื่อขนาดถังน ้าเย็น
เพิ่มขึ้นความสามารถในการผลิตไฟฟ้าสูงขึ้น ท าให้อัตราความ
ร้อนต่อพลังงานไฟฟ้าท่ีผลิตได้ลดลงไปอีกเล็กน้อย 
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รูปที่ 7 : อัตราความร้อนต่อพลังงานไฟฟ้าที่ผลิตได้ (H/P) ของขนาดถังน ้าร้อน 350 ลิตร ในแต่ละจังหวัด 
 

 
 

รูปที่ 8 : พลังงานไฟฟ้าที่ประหยัดได้ต่อปี (ES) ของถังน ้าร้อน 350 ลิตร ในแต่ละจังหวัด 
 

รูปที่ 8 แสดงค่าพลังงานไฟฟ้าจากระบบจ าหน่ายที่สามารถ
ประหยัดได้ใน 1 ปี (ES) เทียบกับระบบท าน ้าร้อนที่ใช้ลวดไฟฟ้า 
และใช้พลังงานจากระบบจ าหน่าย โดยใช้ข้อมูลอุตุนิยมวิทยาของ
จังหวัดเชียงใหม่ ขอนแก่น กรุงเทพฯ และสงขลา โดยปริมาณน ้า
ร้อนที ่ผลิตได้ในแต่ละวัน 350 ลิตร จะเห็นได้ว่าพลังงานจะ
ประหยัดได้เพิ่มขึ้นตามจ านวนโมดูลพีวี/ที และขนาดถังน ้าเย็นท่ี
เพิ่มขึ้น แต่มีผลน้อยลงเมื่อจ านวนโมดูลเพิ่มขึ้น ส าหรับจังหวัด
เชียงใหม่ และสงขลา การประหยัดพลังงานไฟฟ้าจากระบบ
จ าหน่ายมีค่าใกล้เคียงกัน และส าหรับจังหวัดขอนแก่น และ
กรุงเทพฯ มีค่าประหยัดพลังงานไฟฟ้าใกล้เคียงกัน และเมื่อท า
การวิเคราะห์หาระยะเวลาคืนทุน โดยใช้ข้อมูลตามตารางที่ 4  

โดยที่ก าหนดให้พีวี/ทีมีอายุการใช้งาน 20 ปี และปั๊มความ
ร้อนมีอายุการใช้งาน 10 ปี มูลค่าซากก าหนดให้เป็น 10% ของ
เงินลงทุนทั ้งหมด นอกจากนั ้นค่าด าเนินการและซ่อมบ ารุง
ก าหนดให้เป็น 15% และ 5% ของเงินลงทุนตามล าดับ พบว่า
การผลิตน ้าร้อนขนาดถัง 350 ลิตร ที่จังหวัดเชียงใหม่ ขอนแก่น 
กรุงเทพฯ สงขลา ที่จ านวน 8 โมดูล และขนาดถังน ้าเย็น 300 
ลิตร มีระยะเวลาคืนสั้นที่สุด โดยทั้ง 4 จังหวัด มีระยะเวลาคืน
ทุน 5.75, 5.52, 5.57 และ 5.69 ปี ตามล าดับ ดังรูปที่ 9 

ตารางที่ 4 : ข้อมูลต้นทุนและค่าใช้จ่ายต่าง ๆ 
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พีวี/ท ี 10,595 
ปั๊มความร้อน 26,740 

PV/T DC-AC MPPT inverter 20,000 
อุปกรณ์เสริมต่อ 1 โมดูลพีวี/ท ี 1,000 

ปั๊มน ้า 2,000 
ขนาดถังน ้า 50 ลิตร 300 
ขนาดถังน ้า 100 ลิตร 600 
ขนาดถังน ้า 200 ลิตร 1,200 
ขนาดถังน ้า 300 ลิตร 1,300 
ขนาดถังน ้า 350 ลิตร 1,400 
ขนาดถังน ้า 400 ลิตร 1,600 
ขนาดถังน ้า 500 ลิตร 2,000 
ขนาดถังน ้า 700 ลิตร 2,400 
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รูปที่ 9 : ระยะเวลาคืนทุนของขนาดถังน ้าร้อน 350 ลิตร ในแต่ละจังหวัด 
 

เมื่อเพิ่มปริมาณน ้าร้อนที่ต้องการจาก 350 ลิตร เป็น 500 
ลิตร โดยมีผลแสดงในรูปที่ 10 จะเห็นได้ว่าที ่จ านวน 6 โมดูล 
พลังงานความร้อนที่ได้จากคอนเดนเซอร์ต ่ากว่าพลังงานไฟฟ้า
ของระบบท าน ้าร้อนที่ใช้ลวดไฟฟ้า ดังนั ้นจ านวนโมดูลพีวี/ที
จะต้องมีค่าตั้งแต่ 8 โมดูลขึ้นไป ปริมาณพลังานความร้อนจากปัม๊
ความร้อน จึงจะเพียงพอที่จะผลิตน ้าร้อนให้ได้อุณหภูมิสุดท้ายได้
ถึง 60 oC จากรูปจะเห็นได้ว่าพลังงานความร้อน และพลังงาน
ไฟฟ้าที่ระบบผลิตได้จะมากกว่ากรณีการผลิตน ้าร้อนปริมาณ 
350 ลิตร เนื่องจากในกรณีผลิตน ้าร้อนขนาด 350 ลิตร ระบบ
สามารถผลิตน ้าร้อนได้ตามที่ต้องการได้รวดเร็วกว่ากรณีปริมาณ 

500 ลิตร ท าให้ระบบหยุดการท างานก่อน ลักษณะของพลังงาน
ไฟฟ้าจากระบบจ าหน่ายที่สามารถประหยัดได้ จะมีลักษณะ
เช่นเดียวกับที่กล่าวมาแล้วข้างต้น เมื่อจ านวนโมดูลมากกว่า 8 
ระบบสามารถประหยัดพลังงานไฟฟ้าจากระบบจ าหน่ายในการ
ด าเนินการมากกว่าร้อยละ 90 เช่นเดียวกันค่าอัตราความร้อนต่อ
พลังงานไฟฟ้าที่ผลิตได้ มีค่าลดลงตามจ านวนโมดูล ดังแสดงผล
ในรูปที่ 11 การเพิ่มขึ้นของขนาดถังน ้าเย็นมีผลน้อยลงมากต่อ
ความต้องการพลังงานไฟฟ้าจากระบบจ าหน่าย และก าลังไฟฟ้าท่ี
ผลิตได้ เนื่องจากอุณหภูมิของน ้าในถังเย็นแต่ละขนาดไม่แตกต่าง
กันมากนัก ลักษณะเช่นนี้จะคล้ายคลึงกันท้ัง 4 จังหวัด 

 

 

 
 

รูปที่ 10 : ข้อมูลแสดงค่าพลังงานต่างๆใน 1 ปี ของการผลิตน ้าร้อนปริมาณ 500 ลิตรต่อวัน แต่ละจังหวัด 
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รูปที่ 11 : อัตราความร้อนต่อพลังงานไฟฟ้าที่ผลิตได้ (H/P) ของขนาดถังน ้าร้อน 500 ลิตร ในแต่ละจังหวัด 

รูปที่ 12 แสดงค่าพลังงานไฟฟ้าจากระบบจ าหน่ายที่สามารถ
ประหยัดได้ใน 1 ปี (ES) เทียบกับระบบท าน ้าร้อนที่ใช้ลวดไฟฟ้า
ของแต่ละจังหวัด และปริมาณน ้าร้อนที่ผลิตได้ในแต่ละวัน 500 
ลิตร จะเห็นได้ว่าพลังงานไฟฟ้าจะประหยัดได้เพิ่มขึ้นตามจ านวน
โมดูลพีวี/ทีที่เพิ่มขึ้น แต่เมื่อจ านวนโมดูลมากกว่า 8 พลังงานที่
ประหยัดได้เพิ่มขึ้นไม่มากนัก การเพิ่มขึ้นของขนาดถังน ้าเย็นช่วย
ประหยัดพลังงานไฟฟ้าได้มากขึ้น และขนาดถังน ้าเย็น 200 ลิตร
ขึ้นไป ส่งผลน้อยมากต่อการประหยัดพลังงานไฟฟ้า โดยที่จังหวัด

เชียงใหม่ และสงขลา มีค่าประหยัดพลังงานใกล้เคียงกัน และ
พลังงานที่ประหยัดได้ต ่าที่สุด จังหวัดขอนแก่น และกรุงเทพฯ มี
ค่าประหยัดพลังงานใกล้เคียงกัน และพลังงานที่ประหยัดได้สูง
ที่สุด เมื่อท าการวิเคราะห์หาระยะเวลาคืนทุน พบว่าการผลิตน ้า
ร้อนขนาดถังน ้าร้อน 500 ลิตร พบว่าท่ีจังหวัดเชียงใหม่ ขอนแก่น 
กรุงเทพฯ สงขลา ที่จ านวน 8 โมดูล และขนาดถังน ้าเย็น 300
ลิตร มีระยะเวลาคืนทุนสั้นที่สดุ โดยทั้ง 4 จังหวัด มีระยะเวลาคนื
ทุน 3.97, 3.80, 3.82, 3.98 ปี ตามล าดับ ดังรูปที่ 13 

รูปที่ 12 : พลังงานไฟฟ้าที่ประหยัดได้ต่อปี (ES) ของถังน ้าร้อน 500 ลิตร ในแตล่ะจังหวัด 

รูปที่ 13 : ระยะเวลาคืนทุนเทียบของขนาดถังน ้าร้อน 500 ลิตร ในแต่ละจังหวดั 
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เมื่อเพิ่มการผลิตน ้าร้อนเป็น 700 ลิตร จะมีการเปลี่ยนแปลง
จ านวนโมดูลพีวี/ที 8-12 โมดูล และขนาดถังน ้าเย็น 50–200 ลิตร 
(T50-T200) แสดงผลในรูปที่ 14 จะสังเกตได้ว่าพลังงานไฟฟา้ที่
ได้จากโมดูลพีวี/ทีมีค่าเพิ่มขึ้น และพลังงานไฟฟ้าที่ต้องการจาก
ระบบจ าหน่ายจะลดลงตามจ านวนโมดูลที่ เพิ ่มขึ ้น และเมื่อ
จ านวนโมดูลพีวี/ทีมากกว่า 8 ระบบสามารถประหยัดพลังงาน
ไฟฟ้าจากระบบจ าหน่ายในการด าเนินการมากกว่าร้อยละ 70 

อีกทั้งยังพบว่าพลังงานความร้อนที่ได้จากคอนเดนเซอร์ของปั๊ม
ความร้อนเพิ ่มขึ ้นเล็กน้อย ซึ ่งท าให้อัตราส่วนความร้อนต่อ
พลังงานไฟฟ้าที่ผลิตได้จากโมดูลมีค่าลดลงตามจ านวนโมดูล 
แสดงผลในรูปที่ 15 แต่พลังงานความร้อนที่ได้จากคอนเดนเซอร์
น้อยกว่าพลังงานไฟฟ้าของระบบท าน ้าร้อนที่ใช้ลวดไฟฟ้า ซึ่ง
แสดงให้ว่าปั๊มความร้อนที่ใช้งานไม่สามารถผลิตน ้าร้อนขนาด 
700 ลิตร ให้มีอุณหภูมิ 60 ˚C ก่อนสิ้นสุดวัน  

 

 

 
 

รูปที่ 14 : ข้อมูลแสดงค่าพลังงานต่าง ๆ ใน 1 ปี ของการผลิตน ้าร้อนปริมาณ 700 ลิตรต่อวัน แต่ละจังหวัด 
 

 
 

รูปที่ 15 :  อัตราความร้อนต่อพลังงานไฟฟ้าที่ผลิตได้ (H/P) ของขนาดถังน ้าร้อน 700 ลิตร แต่ละจังหวัด 
 

รูปที่ 16 แสดงพลังงานไฟฟ้าจากระบบจ าหน่ายที่สามารถ
ประหยัดได้ใน 1 ปี (ES) ของจังหวัดต่าง ๆ เทียบกับระบบท าน ้า
ร้อนที่ใช้ลวดไฟฟ้าส าหรับการผลิตน ้าร้อนในแต่ละวัน 700 ลิตร 
จะเห็นได้ว่าพลังงานจะประหยัดได้สูงขึ้นตามจ านวนโมดูลพีวี/ที

ที่เพิ่มขึ้น แต่การเพิ่มขึ้นของขนาดถังน ้าเย็นส่งผลให้ประหยัด
พลังงานไฟฟ้าได้ลดลง เนื่องจากอุณหภูมิสุดท้ายในถังน ้าร้อนเมื่อ
สิ้นสุดวันมีค่าต ่าลง จึงใช้พลังงานไฟฟ้าจากระบบจ าหน่ายเพิ่มขึน้
ให้กับลวดความร้อน 
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รูปที่ 16 : พลังงานไฟฟ้าที่ประหยัดได้ต่อปี (ES) ของถังน ้าร้อน 700 ลิตร แต่ละจังหวัด 

รูปที่ 17 : ระยะเวลาคืนทุนของขนาดถงัน ้าร้อน 700 ลิตร ในแต่ละจังหวัด 

เมื่อท าการวิเคราะห์ระยะเวลาคืนทุน พบว่าการผลิตน ้าร้อน
ขนาด 700 ลิตร ทั้ง 4 จังหวัด ที่จ านวน 10 โมดูล และขนาดถัง
น ้าเย็น 50 ลิตร มีระยะเวลาคืนทุนเหมาะสมที่สุด โดยมีระยะ 
เวลาคืนทุน 5.05, 4.62, 4.60, 5.03 ปี ตามล าดับ ดังรูปที่ 17 

จากรูป 9, 13, 17 จะเห็นได้ว่ากรุงเทพฯ และขอนแก่น มี
ระยะเวลาคืนทุนสั้นที่สุด เนื่องจากมีความเข้มรังสีอาทิตย์สูง ซึ่ง
ผลของความเข้มรังสีอาทิตย์ต่อระยะเวลาคืนทุนดังกล่าว มีลักษณะ
เช่นเดียวกันกับงานวิจัยของ Y. Bai [9] และคณะ และถึงแม้ว่า
เชียงใหม่จะมีความเข้มรังสีอาทิตย์ใกล้เคียงกับขอนแก่น แต่มีค่า
อุณหภูมิแวดล้อมต ่า ซึ่งเป็นผลให้ปริมาณการใช้ความร้อนเสริม
สูง ดังนั้นจึงมีระยะเวลาคืนทุนท่ีนาน 

4) สรุปและอภิปรายผล
การพิจารณาจ านวนโมดูลพีวี/ที และขนาดของถังน ้าเย็นที่

เหมาะสมกับปั๊มความร้อนแบบอัดไอ ความสามารถในการท า
ความร้อนสูงสุดที่ 3,000 วัตต์ ท าหน้าที่ดึงความร้อนจากโมดูลพี
วี/ที ที่แต่ละโมดูลสามารถผลิตก าลังไฟฟ้าสูงสุด 200 วัตต์ และมี
พื้นที่รับรังสี 1.326 ม2 โดยมีการต่อขนานกันเพื่อผลิตน ้าร้อน
ขนาดถัง 350, 500, 700 ลิตร ให้มีอุณหภูมิน ้าสูงสุดในตอนเย็น
ของแต่ละวันไม่ต ่ากว่า 60 oC หากสิ้นสุดวันอุณหภูมิน ้าต า่กว่าจะ

ใช้ลวดไฟฟ้าเสริมเพื่อเพิ่มอุณหภูมิน ้าในถังน ้าร้อน และสมมุตวิ่า
มีการใช้น ้าร้อนทั ้งหมดในตอนกลางคืน ผลการศึกษาโดยใช้
ข้อมูลสภาวะอากาศของจังหวัดเชียงใหม่ ขอนแก่น กรุงเทพฯ 
และสงขลา พบว่า 

1. การผลิตน ้าร้อนขนาดถังน ้าร้อน 350 ลิตร ค่าอัตราส่วน
ความร้อนต่อพลังงานไฟฟ้าที่ระบบผลิตได้จะลดลงตามจ านวน
โมดูล และขนาดถังน ้าเย็นที่เพ่ิมขึ้น โดยมีค่าประมาณ 3.33–2.05 
และเมื่อเทียบกับระบบท าน ้าร้อนจากลวดไฟฟ้าที่จ านวนโมดูลพี
วี/ทีมากกว่า 8 โมดูล สามารถประหยัดพลังงานไฟฟ้าได้มากกว่า
ร้อยละ 90 และเมื่อวิเคราะห์ระยะเวลาคืนทุนที่จังหวัดเชียงใหม่ 
ขอนแก่น กรุงเทพฯ และสงขลา ที่จ านวน 8 โมดูล และขนาดถัง
น ้าเย็น 300 ลิตร มีระยะเวลาคืนสั้นที่สุด โดยทั้ง 4 จังหวัด มี
ระยะเวลาคืนทุน 5.75, 5.52, 5.57 และ 5.69 ปี ตามล าดับ ซึ่งมี
ระยะเวลาคืนทุนค่อนข้างนาน เนื่องจากการผลิตน ้าร้อนขนาด 
350 ลิตร ไม่เหมาะกับปั๊มความร้อนที่ใช้งาน ควรเลือกปั๊มความ
ร้อนท่ีมีขนาดเล็กลง  

2. เมื ่อเพิ ่มขนาดความต้องการน ้าร้อนเป็น 500 ลิตร ค่า
อัตราส่วนความร้อนต่อพลังงานไฟฟ้าท่ีระบบผลิตได้จะลดลงตาม
จ านวนโมดูลพีวี/ที และขนาดถังน ้าเย็นที ่เพิ ่มขึ ้น โดยมีค่า 
ประมาณ 3.43–2.17 และเมื่อเทียบกับระบบท าน ้าร้อนจากลวด
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ไฟฟ้า ระบบพีวี/ทีร่วมกับปั๊มความร้อนท่ีจ านวนโมดูลมากกว่า 8 
โมดูล สามารถประหยัดพลังงานไฟฟ้าได้มากกว่าร้อยละ 90 และ
เมื ่อวิเคราะห์ระยะเวลาคืนทุนที ่จังหวัดเชียงใหม่ ขอนแก่น 
กรุงเทพฯ และสงขลา ที่จ านวน 8 โมดูล และขนาดถังน ้าเย็น 
300 ลิตร เหมาะสมที่สุด โดยมีระยะเวลาคืนทุน 3.97, 3.80, 
3.82 และ 3.98 ปี ตามล าดับ 

3. เมื่อเพิ่มปริมาณการผลิตน ้าร้อนเป็น 700 ลิตร มีค่าอัตรา
ส่วนความร้อนต่อพลังงานไฟฟ้าท่ีจะลดลงเหลือ 2.96–2.01 และ
เมื่อเทียบกับระบบท าน ้าร้อนจากลวดไฟฟ้าที่จ านวนโมดูลพีวี/ที
มากกว่า 8 โมดูล สามารถประหยัดพลังงานไฟฟ้าได้มากกว่าร้อย
ละ 70 เมื่อขนาดถังน ้าเย็นเพิ่มขึ้นไม่ส่งผลต่อพลังงานไฟฟ้าที่
ผลิตได้ แต่ส ่งผลให้ความต้องการพลังงานไฟฟ้าจากระบบ
จ าหน่ายเพิ่มขึ ้น และเมื่อวิเคราะห์ระยะเวลาคืนทุนพบว่าที่
จังหวัดเชียงใหม่ ขอนแก่น กรุงเทพฯ และสงขลา ที่จ านวน 10 
โมดูล และขนาดถังน ้าเย็น 50 ลิตร มีระยะเวลาคืนทุนสั้นที่สุด 
โดยมีระยะเวลาคืนทุน 5.05, 4.62, 4.60 และ 5.03 ปี ตามล าดบั 
ซึ่งมีระยะเวลาคืนทุนค่อนข้างนาน เนื่องจากระบบการผลิตน ้า
ร้อนขนาด 700 ลิตร ไม่เหมาะกับปั๊มความร้อนที่ใช้งาน ควร
เลือกปั๊มความร้อนที่มีขนาดใหญ่ขึ้น 
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บทคัดย่อ 
งานวิจัยนี้มีวัตถุประสงค์เพื่อศึกษาความหนาของสารเคลือบผิวช้ินงานท่ีส่งผลต่อการตรวจสอบด้วยวิธีอนุภาคแม่เหล็ก ตัวแปรหลัก

ที่ท าการศึกษา คือ ความหนาของสารเคลือบ โดยการศึกษากับสารเคลือบผิวชิ้นงาน 3 ประเภท คือ สารเคลือบสีขาว สารเคลือบสี และ 
สารเคลือบแลคเกอร์ ท าการทดสอบกับชิ้นงานมาตรฐานที่จ าลองรอยบากร่องขนาดความกว้าง ความยาวและความลึกเป็น 0.0060, 
0.0625, และ 0.0200 นิ้ว ตามล าดับ การทดลองด าเนินการทดสอบหารอยบ่งช้ีที่ชิ้นทดสอบที่ไม่ได้เคลือบผิว และชิ้นทดสอบที่ผ่านการ
เคลือบผิวที่มีระดับความหนาน้อยถึงระดับความหนาที่ไม่สามารถแสดงผลของรอยบ่งชี้ที่ชัดเจน ใช้โย้กเหนี่ยวน าท าให้ชิ้นทดสอบเป็น
แม่เหล็ก ขณะเดียวกันฉีดพ่นผงแม่เหล็กแบบเรืองแสงลงต าแหน่งทีต่้องการตรวจสอบ จากนั้นท าการบันทึกภาพด้วยกล้องไมโครสโครปที่
ก าลังขยาย 30 เท่า ภายใต้แสง UV – A ในห้องมืด ท าการวัดผลจากความยาวของรอยบ่งช้ีที่ปรากฏของแต่ละประเภทของสารเคลือบ 

จากผลการทดลอง พบว่า ความหนาของสารเคลือบทั้ง 3 ประเภท มีผลต่อปริมาณความหนาแน่นของสนามแม่เหล็กท่ีเกิดขึ้นที่รอย
บากร่องของช้ินทดสอบทีร่ะดับความหนาแตกต่างกัน ความหนาของสารเคลือบที่ส่งผลต่อความหนาแน่นของสนามแม่เหล็กมากท่ีสุดไป
ถึงน้อยสุด คือ สารเคลือบสีขาว แลคเกอร์และสารเคลือบสี โดยมีค่าของความหนาที่ส่งผลต่อความหนาแน่นสนามแม่เหล็กเป็นค่า 
61.19, 73.63 และ 83.56 ไมโครเมตร ตามล าดับ โดยพิจารณาจากขนาดความของรอยบ่งช้ีที่ลดลงมีค่าเป็นครึ่งหนึ่งของรอยบกพร่อง
ที่ยอมได้ตามเกณฑ์ตามมาตรฐานของ ASME Section V 

ค ำส ำคัญ :  ความหนาช้ันเคลือบผิว  ชนิดของสารเคลือบผิว  รอยบ่งช้ี  การทดสอบด้วยวิธีอนุภาคแม่เหล็ก
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Abstract 
This research aims to study the coating thicknesses on specimen effecting to the magnetic particle testing. The 

main studies variables are the coating thickness which study the three coating types, 1. White contrast coating, 2. 
Color coating, and 3. Lacquer coating. The research testes with the NA – 16 notch defect test bar of the wide size, 
the length size and the depth size 0.0060-inch, 0.0625-inch, and 0.0200-inch respectively. The experiment was 
conducted for indications on both uncoated test specimen and coated test specimen. The experiment tests the 
coated test specimen that has a low thickness until the thickness where a clear indication cannot be displayed. 
This research uses a ac – yoke for magnetizing the coated test specimen while spraying the fluorescent magnetic 
powder on the desired location to inspect. The images are recorded via a microscope at 30X magnification under 
UV – A light in a dark room.  

The experimental results found that the thickness of the 3 types of coatings affected the amount of magnetic 
field intensity generated on the specimens of different coating thicknesses. The thickness of the coating that has 
the greatest and the least effect on the magnetic field strength are the white coating., the lacquer and the color 
coating respectively. The values of three coated types thickness affect the magnetic field strength are 61.19 µm, 
73.63 µm, and 83.56 µm respectively. The coating thickness is acceptable when the length of the indication on 
the coated surface is at least 50% of the length of the corresponding indication prior to coating according to the 
Section V of ASME Code. 

Keywords: Coating thickness, Coating types, Indication, Magnetic particle testing 
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1) บทน า
อุตสาหกรรมในประเทศไทยได้พัฒนาและเตบิโตอย่างรวดเรว็ 

เช่น อุตสาหกรรมปิโตรเคมี อุตสาหกรรมโครงสร้างขนาดใหญ่ 
อุตสาหกรรมการผลิต อุตสาหกรรมระบบราง และอุตสาหกรรม
การบิน เป็นต้น เมื่อมีการใช้งานวัสดุไปเป็นระยะหนึ่งแล้ว วัสดุ
เหล่านั้นจะเกิดความเค้น ความเครียดที่ชิ้นงานมากน้อยแล้วแต่
ภาระแรงที่มากระท าต่อชิ้นงาน และเมื่อชิ้นงานได้รับแรงกระท า
ซ ้า ๆ จนชิ้นงานไม่สามารถต้านทานแรงที่มากระท าจึงก่อให้เกิด
ความเสียหายแก่ชิ ้นงาน อาจส่งผลต่อทรัพย์สินและชีวิตของ
บุคคลได้ เช่น กรณีเรือ ไททานิก สะพานทาโคมาแนโรส์ และเดอ
ฮาวิลแลนด์โคเมท เป็นต้น [1] ดังนั้น ถ้าไม่ต้องการให้เกิดความ
เสียหายต่อชิ้นงาน จ าเป็นต้องมีการตรวจสอบชิ้นงานตามรอบ
เวลา เพื่อประเมินคุณภาพของชิ้นงานว่ายังสามารถใช้งานต่อได้
หรือไม่ ถ้าประเมินแล้วไม่สามารถใช้งานได้ต้องท าการเปลี่ยน
หรือท าการซ่อมแซมให้สามารถใช้งานได้อย่างปลอดภัย เพื่อ
ป้องกันไม่ให้ช้ินงานเกิดความเสียหาย [2] 

การตรวจสอบคุณภาพของช้ินงานและรอยเช่ือมมีทั้งตรวจสอบ
เป็นแบบท าลายสภาพและไม่ท าลายสภาพ ซึ่งการตรวจสอบแบบ
ไม่ท าลายสภาพบางวิธีอาศัยหลักการของสนามแม่เหล็กในการ
ตรวจหารอยบกพร่อง (defect) ซึ่งการตรวจสอบด้วยวิธีอนุภาค
แม่เหล็กบ่อยครั้งพบปัญหาจากสารเคลือบ [3] เนื่องจากชิ้นงาน
ในอุตสาหกรรมของประเทศไทยส่วนมากที่ผ่านการขึ้นรูปด้วย
กระบวนการเช่ือม ผิวของช้ินงานจะถูกเคลือบด้วยสารเคลือบ เช่น 
สี แลคเกอร์ และการชุบกัลวาไนซ์ เป็นต้น การเคลือบผิวชิ้นงาน
เป็นการป้องกันไม่ให้ผิวหน้าของชิ้นงานถูกท าลายจากสภาพ 
แวดล้อมที่มีความเป็นกรด – ด่าง แต่การตรวจหารอยบกพร่อง
ของชิ้นงานที่ผ่านการเคลือบผิวหน้า ความหนาของชั้นสารเคลือบ
มีผลต่อความหนาแน่นของสนามแม่เหล็กที่ส่งผ่านไปยังชิ้นงานท่ี
ตรวจสอบ [4] 

ในการปฏิบัติ ก่อนการตรวจสอบด้วยวิธีอนุภาคแม่เหล็ก
จ าเป็นต้องลอกผิวของสารเคลือบออกก่อน ส่งผลให้การตรวจสอบ
กระท าได้ล่าช้า และมีค่าใช้จ่ายของการลอกผิวเคลือบออกและ
ค่าใช้จ่ายจากการท าผิวเคลือบใหม่ด้วย ดังนั ้น เพื ่อลดปัญหา
ดังกล่าว งานวิจัยนี้จึงมีความสนใจที่จะศึกษาความหนาของผิว
เคลือบที่ระดับความหนาแตกต่างกัน ส่งผลต่อการตรวจสอบด้วย
วิธีอนุภาคแม่เหล็กอย่างไร โดยผลของการทดสอบจะวัดจากขนาด
ของรอยบ่งช้ีที่ปรากฏ [5] ช้ินงานท่ีผ่านการเคลือบผิวที่ไม่ใช่วัสดุ
เฟร์โรแมกเนติก (non – ferromagnetic) ที่ความหนาไม่เกิน 50 

µm สามารถตรวจสอบด้วยวิธีอนุภาคแม่เหล็กได้ แต่ความหนาที่
มีค่ามากกว่า 50 µm ขึ้นไปความสามารถในการตรวจสอบลดลง 
[6] 
1.1) การทดสอบชิ้นงานเชื่อมที่ผ่านการเคลือบผิวด้วยวิธอีนภุาค
แม่เหล็ก  

การทดสอบเป็นการศึกษาผลกระทบของความหนาของผิว
เคลือบและชนิดของสารเคลือบด้วยเทคนิคโย้ก ท าการวัดพลังงาน
ของโย้กจากการยกแท่งมาตรฐานที่ผ่านการเคลือบด้วยชั้นความ
หนาของสารเคลือบจากน้อยไปหามาก และวัดผลของแรงดึงดูด
ของสนามแม่เหล็กด้วยเครื่องไดนาโมมิเตอร์ (dynamometer) 
การทดสอบนี้เมื่อทดสอบซ ้า ๆ ผลของการทดสอบแสดงให้เห็น
ว่าท่ีความหนาของสารเคลือบลดลงส่งผลต่อความสามารถในการ
ตรวจสอบแรงดึงแรงดึงดูดของสนามแม่เหล็ก 

1.2) ผลการทดสอบที่เกิดจากความหนาสารเคลือบ 
การทดลองในขั้นต้นท าการบันทึกผลรอยบ่งชี้ที่ปรากฏก่อน

ท าการเคลือบผิวชิ้นทดสอบ จากนั้นท าการเคลือบผิวด้วยสาร
เคลือบอีนาเมล (enamel) สารอินทรีย์ (inorganic zinc) ชุบ
ส ังกะสี (zinc chromate) และเรซินสังเคราะห์ (phenolic 
epoxy) เมื่อสารเคลือบแห้งท าการวัดค่าความหนาและท าการ
ทดสอบด้วยวิธีอนุภาคแม่เหล็กเทคนิคโย้ก บันทึกผลรอยบ่งชี้ที่
ปรากฏ ผลการทดสอบท าการเปรียบเทียบกับค่าที่ได้ก่อนท าการ
เคลือบผิว ค่าความหนาของสารเคลือบแต่ละชนิดที่มีค่ามากกว่า 
80 µm (3 milli-in.) แสดงให้เห็นถึงพฤติกรรมความสามารถใน
การตรวจสอบลดลง 

ความหนาของสารเคลือบที่ถูกกั้นขวางบนผิวช้ินงานส่งผลต่อ
สนามแม่เหล็กที่เหนี่ยวน าด้วยเทคนิคโย้กกระแสสลับ ดังนั้น ผล
ของความหนาสารเคลือบขึ ้นอยู่กับชนิดของสารเคลือบ และ
ความหนา [3] ดังรูปที่ 1 

รูปที่ 1 : ความสัมพันธ์ของแรงดึงดูดของสนามแม่เหล็กกับความหนา 
สารเคลือบ [3] 
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2) วิธีการด าเนินงานวิจัย
2.1) อุปกรณ์และการสอบเทียบอุปกรณ์ก่อนการทดสอบ 

ก่อนการตรวจสอบต้องท าความสะอาดชิ้นงานด้วยน ้ายาท า
ความสะอาด (cleaner or remover) ยี ่ห ้อ Magnaflux Part 
Number 008A100 ชิ้นงานที่ใช้ในการตรวจสอบเป็นชิ้นงาน
มาตรฐาน NA-16 Notch Defect Test Bar ท าจากเหล็กกล้า
ผสมต ่า (low alloy metal steel) มีขนาดความกว้าง ความยาว
และความหนา 10, 3, และ 3/8 นิ้ว ที่จ าลองรอยบากร่องมีขนาด
ความกว้าง ความยาว และความลึกเป็น 0.0060, 0.0625, และ 
0.0200 นิ้ว ตามล าดับ รอยบากร่องต าแหน่งที่ 1 และ 2 วางท า
มุม 90 และ 0 องศา กับความยาวช้ินงาน [7] ดังรูปที ่2 เบื้องต้น
ตรวจสอบชิ้นงานที่ยังไม่ผ่านการเคลือบผิวและวัดขนาดของรอย
บ่งชี้เพื่อใช้เปรียบเทียบกับความยาวของรอยบ่งชี้ของชิ้นงานที่
ผ่านการเคลือบผิว  

รูปที่ 2 : ชิ้นงานทดสอบ 

ซึ่งในงานวิจัยได้ใช้เลือกใช้วัสดุสารเคลือบ 3 ชนิด คือ 
1) สารเคลือบชนิด A เป็นสารเคลือบรองพื้น (white contrast)

ที่ใช้จ าแนกให้เห็นความแตกต่างของพื้นผิวชิ้นงานทดสอบได้ดี
และช่วยในการมองเห็นรอยบ่งชี้ในพื้นที่มืด สารเคลือบชนิดนี้มี
ความไว (sensitivity) ในขณะท าการตรวจสอบด้วยอนุภาค
แม่เหล็ก และสามารถใช้ได้กับอนุภาคแม่เหล็กแบบย้อมสีได้ทุก
ชนิด ใช้ได้ทั้งอนุภาคแม่เหล็กแบบเปียกและแบบแห้ง คุณสมบัติ
ทั่วไปของสารเคลือบชนิด A เป็นสารเคลือบสีขาว สว่าง ทึบแสงดี 
ค่าความเปรียบต่างดี แห้งเร็ว การยึดเกาะที่ผิวของสารเคลือบดี
และไม่เป็นอันตราย มีซัลเฟอร์ (Sulphur) และฮาโลเจน (Halogens) 

ต ่า และไม่มีส่วนผสมของคลอรีน ไฮโดรคาร์บอน (Chlorinated 
Hydrocarbons) [8] 

2) สารเคลือบชนิด B เป็นสีพ่นอุตสาหกรรม สามารถใช้
เคลือบผิวช้ินงานได้ทั้งภายในและภายนอก สารเคลือบชนิดนี้ผ่าน
กระบวนการผลิตจากวัสดุไนโตรเซลลูโลสูเรซิน (Nitrocellulose 
Resin) และผงสีชนิดพิเศษท าให้ฟิล์มสีคงทน สีสันสดใส เคลือบ
พื้นผิวได้ดีและไม่ซีดจางง่าย เมื่อฉีดพ่นสารเคลือบบนผิวงานท า
ให้เกิดฟิล์มสีได้รวดเร็วและประหยัดเวลาท างาน ซึ่งสามารถใช้ได้
กับเหล็ก พลาสติก คอนกรีต และไม้ คุณสมบัติทั ่วไปของสาร
เคลือบชนิด B เป็นสารเคลือบที่ยึดเกาะผิวได้ดี ทนทานต่อการ
ลอกและรอยขีดข่วน แห้งเร็ว เช็ดล้างท าความสะอาดง่าย สูตร
ความเข้มข้นสูง มีเนื ้อสีเข้ม ปราศจากสารปรอทและตะกั่ว 
ปลอดภัยต่อผู้ใช้และสิ่งแวดล้อม [9] 

3) สารเคลือบชนิด C เป็นแลคเกอร์ สามารถใช้เคลือบผิวงาน
ตกแต่งอเนกประสงค์ สารเคลือบชนิดนี้ผ่านกระบวนการผลิต
จากวัสดุไนโตรเซลลูโลส และอะคริลกิ แลกเกอร์ เรซิ่น คุณสมบตัิ
ทั่วไป เป็นสารเคลือบที่สามารถปกป้องการขูดขีด ความช้ืน คราบ
ด าคราบสนิม เป็นต้น สารเคลือบชนิด C สามารถใช้พ่นเคลือบ
พลาสติก โลหะและไม้ เป็นต้น นอกจากนี้ สารเคลือบแห้งเร็ว 
ประหยัดเวลาการท างาน มคีวามเงางามเป็นประกายให้กับช้ินงาน 
ปลอดภัยยิ่งขึ้น ปราศจากสารปรอทและสารตะกั่ว และสามารถ
ใช้งานได้หลากหลายพื้นผิว [10] 

การตรวจสอบด้วยวิธีอนุภาคแม่เหล็กจ าเป็นต้องใช้สารเคลือบ 
White Contrast เป็นพื้นหลังสีขาวเพื่อเพิ่มการมองเห็นได้บน
พื ้นผิวชิ ้นทดสอบ ส่วนสีเคลือบหรือแลกเกอร์จะน ามาใช้ใน
อุตสาหกรรมท่อขนส่งน ้ามัน หรือท่อขนส่งก๊าซ เพื่อป้องกันไม่ให้
ผิวของชิ้นงานท าปฏิกิริยากับสภาพแวดล้อมที่มีความเป็นกรด -
ด่าง ส่งผลให้เกิดการกัดกร่อนสร้างความเสียหายกับชิ ้นงาน 
งานวิจัยจึงได้น าสารเคลือบกลุ่มนี้มาทดสอบหาความหนาที่ส่งผล
ต่อการตรวจสอบด้วยวิธีอนุภาคแม่เหล็ก  

โดยท าการเคลือบผิวชิ้นงานที่ความหนาแตกต่างกัน และวัด
ความหนาผิวเคลือบด้วยเครื่องวัดความหนาสีเคลือบยี่ห้อ Fischer 
Instruments Dual Scope MPOR ดังรูปที3่ ซึ่งสามารถวัดความ
หนาช้ินงานได้ตั้งแต่ความหนา 0 – 2,000 µm ก่อนการวัดความ
หนาจะต้องท าการสอบเทียบเครื่องมือโดยใช้แผ่นวัดความหนา
ส าหรับวัสดุที่เป็นเหล็ก ดังรูปที่ 4 

 1  2 
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รูปที่ 3 : อุปกรณ์วัดความหนาสีเคลือบ 

รูปที่ 4 : แผ่นสอบเทยีบเครื่องวัดความหนาสีส าหรับวัสดุที่เป็นเหล็ก 

ในการทดสอบหารอยบกพร่องใช้อุปกรณ์ตรวจสอบอนุภาค
แม่เหล็กแบบพกพาประเภทโย้กยี ่ห้อ Parker model B100S 
Serial 11109 เป็นเครื ่องมือที ่ใช้ในการสร้างสนามแม่เหล็ก
ตามยาว โย้กปกติประกอบด้วยขดลวดพันรอบ ๆ แกนเหล็ก มีขา
สองข้างที่สามารถปรับได้ เมื่อปล่อยกระแสไฟฟ้าเข้าไปในขดลวด
สนามแม่เหล็กไฟฟ้าตามยาวก็จะถูกสร้างขึ้นที่แกนเหล็กและส่ง 
ผ่านไปที่ขาทั้งสอง เมื่อขาโย้กสัมผัสกับชิ้นงานก็จะสร้างสนาม 
แม่เหล็กส่งผ่านไปยังช้ินงานที่ตรวจสอบ [11] ดังรูปที่ 5 

รูปที่ 5 : การสร้างสนามแม่เหล็กตามยาวของโยก้ [12]. 

ผงแม่เหล็กที่ใช้เป็นผงแม่เหล็กแบบเปียกยี่ห้อ Magnaflux 
Part Number 008A105 ชนิดเรืองแสง อยู่ในลักษณะสารแขวน-

ลอยบรรจุในกระป๋อง ขณะใช้งานจะต้องเขย่ากระป๋องและฉีดพ่น
ตรงบริเวณที่ต้องการตรวจสอบ ก่อนตรวจสอบรอยบกพร่องจะ
ใช้เครื ่องก าเนิดแสง UV – A ยี่ห้อ Spectroline Model SB – 
100 P/F ซึ่งก าเนิดแสง UV – A ในช่วง 365 nm เพื่อให้สามารถ
มองเห็นรอยบ่งชี้ จากการเรืองแสงของสารเรืองแสงที่ผสมในผง
แม่เหล็ก การวัดผลของรอยบ่งช้ีจะใช้กล้องไมโครสโครปแบบพกพา 
มีก าลังขยายสูงสุด 50 เท่า ยี ่ห้อ Dino – Lite AM – Series 
บันทึกภาพและวัดขนาดของรอยบ่งช้ีที่ปรากฏซึ่งแสดงดังรูปที่ 6 

รูปที่ 6 : ไมโครสโครปแบบพกพา ยี่หอ้ Dino 

2.2) การเตรียมการทดลอง 
ก่อนท าการทดสอบจริงต้องทดสอบประสิทธิภาพของโย้ก 

โดยการยกแท่งมาตรฐานหนัก 10 ปอนด์ (4.5 ก.ก.) ที่ความห่าง
ของขาโย้กสูงสุด 8 นิ้ว ส าหรับโย้กกระแสสลับ ให้ลอยสูงขึ้นจาก
พื้นเล็กน้อยซึ่งเป็นไปตามมาตรฐาน ASME Section V 2021 
[13] ดังรูป 7

รูปที่ 7 : แสดงการทดสอบประสิทธภิาพของโยก้ 

เตรียมผิวช้ินทดสอบ โดยท าความสะอาดผิวหน้าของช้ินทดสอบ
ให้ปราศจากฝุ่น คราบจาระบี น ้ามันและอื่น ๆ ที่มีโอกาสปกปิด

ไมโครสโครป 
แบบพกพา 

Laptop 
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รอยความไม่ต่อเนื่อง งานวิจัยนี้ได้เลือกวัสดุเคลือบผิวไว้ 3 ชนิด 
คือ 1) สารเคลือบชนิด A  2) สารเคลือบชนิด B และ  3) สาร
เคลือบชนิด C จากนั้นฉีดพ่นสารเคลือบแต่ละชนิดลงบนผิวช้ิน
ทดสอบและปล่อยให้ผิวหน้าชิ้นทดสอบแห้งสนิท การฉีดพ่นสาร
เคลือบเริ่มจากความหนาน้อยไปหาความหนาที่มากขึ้น แสดงดัง
รูปที่ 8 

ต่อมาด าเนินการวัดความเพียงพอของสนามแม่เหล็ก การ
ทดสอบจะใช้อุปกรณ์ชี้วัดรูปพาย (pie shape field indicator) 
ว่างบนผิวหน้าช้ินทดสอบโดยว่างให้อยู่ระหว่างขาโย้ก จากนั้นสร้าง
สนามแม่เหล็กแบบต่อเนื่อง และฉีดพ่นอนุภาคแม่เหล็กบนผิวหน้า
อุปกรณ์ชี้วัดรูปพาย ขณะเดียวกันให้สังเกตการแสดงผลบนผิว
อุปกรณ์ชี้วัดรูปพาย จะปรากฏรอยบ่งชี้ที่ผิวอุปกรณ์ชี้วัดรปูพาย 
รอยบ่งชี้ที่ปรากฏจะมีลักษณะเป็นเส้นวางตัวในแนวตั้งฉาก 90 
องศา และวางตัว 45 องศา กับทิศทางของสนามแม่เหล็ก ดังรูป
ที ่9 แสดงว่าสนามแม่เหล็กมีความเพียงพอต่อการทดสอบ [11] 

รูปที่ 8 : แสดงชิ้นงานที่ผ่านการเคลือบผิว 

รูปที่ 9 : แสดงการวัดความเพยีงพอสนามแม่เหล็ก 

การวัดความสว่างของแสงในห้องมืด กระท าภายใต้แสงแบล็ค
ไลต์ (Blacklight: UV – A) การทดสอบใช้เครื่องมือวัดแสงยี่ห้อ 
Spectroline รุ่น Accu Pro xp – 2000 วางตัวตรวจวัดแสงไว้
บนผิวหน้าชิ้นทดสอบ ซึ่งการทดสอบภายใต้แสงแบล็คไลต์ตาม
มาตรฐานก าหนดไว้ว่าต้องไม่ต ่ากว่า 1,000 µw/cm2 และต้องมี

แสงสีขาวโดยรอบไม่เกิน 21.5 ลักซ์ ซึ ่งค่าที ่วัดได้เป็นไปตาม
มาตรฐานก าหนด [11] ดังรูปที่ 10 

รูปที่ 10 : แสดงการวัดแสงในห้องมืด 

2.3) การทดลอง 
ชิ้นงานทดสอบที่ผ่านการเคลือบผิวแต่ละชนิด แต่ละความ

หนาของสารเคลือบผิวจะก าหนดพื้นท่ีส าหรับวัดความหนา โดยมี
ขนาดความกว้างและความยาว 50 x 50 มิลลิเมตร การวัดความ
หนาหัวโพรบจะต้องวางเหลื่อมกัน 6 มิลลิเมตร โดยวัดอย่างน้อย 
3 ค่า และหาค่าเฉลี่ยของความหนา [13] ดังรูป 11 

รูปที่ 11 : ลักษณะการวัดความหนาผวิเคลือบ 

การตรวจสอบต้องท าให้ผิวของชิ้นงานทดสอบมีความเป็น
แม่เหล็กโดยใช้โย้กเหนี่ยวน า การเหนี่ยวน าจะให้สนามแม่เหล็ก
แบบต่อเนื่อง (Continuous Test Method) ขณะเดียวกันการ
ตรวจสอบจะต้องวางขาโย้กให้ครอบคลุมรอยบากร่องของช้ิน
ทดสอบและให้อยู่ตรงกึ่งกลางระหว่างขาโย้ก และขาโย้กต้อง
สัมผัสแนบสนทิกับผิวหน้าของช้ินทดสอบ ดังรูปที่ 12 

เครื่องก าเนิดแสง 
UV -A 

ชิ้นทดสอบ 

ตัวรับแสง เครื่องวัดแสง 
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รูปที่ 12 : การท าให้ผิวชิ้นงานเป็นแม่เหล็ก 

ในขณะที่ท าการเหนี่ยวน าชิ้นทดสอบให้เป็นแม่เหล็ก จะฉีด
พ่นผงแม่เหล็กลงบนผิวหน้าชิ้นทดสอบ ให้ครอบคลุมพื้นที่รอย
บากร่อง จากน้ันหยุดการเหนี่ยวน าสนามแม่เหล็ก ดังรูปที่ 13 

รูปที่ 13 : ลักษณะการฉีดพ่นอนภุาคแมเ่หล็ก 

การบันทึกผลการทดสอบ เมื่อท าการฉีดพ่นอนุภาคแม่เหล็ก
แล้ว น าชิ้นทดสอบวางในต าแหน่งส าหรับถ่ายภาพภายใต้แสง
แบล็คไลต์ในห้องมืด ดังรูปที่ 14 และการบันทึกภาพรอยบ่งช้ี
ด้วยกล้อง Dino Capture 2.0 ด้วยก าลังขยาย 30 เท่า ดังรูปที่ 15 

รูปที่ 14 : ระบบการบันทึกผลภาพถา่ยของรอยบ่งชี้ 

รูปที่ 15 : แสดงรอยบ่งชี้ภายใต้แสงแบล็คไลต์ 

การวัดขนาดของรอยบ่งช้ีที่ผ่านการเคลือบด้วยสารเคลือบ 
แต่ละชนิด เมื่อพิจารณาจากภาพถ่าย พบว่า ความกว้างของรอย
บ่งชี้ที่ผ่านการเคลือบผิวด้วยสารเคลือบแต่ละชนิดให้ขนาดของ
ความกว้างมีค่าไม่ต่างกันมาก ดังนั้น งานวิจัยนี้จึงน าเฉพาะขนาด
ความยาวของรอยบ่งช้ีมาท าการวิเคราะห์ข้อมูลต่อไป ซึ่งลักษณะ
การวัดขนาดรอยบ่งช้ี ดังรูปที่ 16 

รูปที่ 16 แสดงการวัดความยาวรอยบ่งชี้ 

หลังจากบันทึกผลการทดสอบแล้ว ท าการคลายอ านาจแม่เหล็ก
ออกจากชิ้นงานทดสอบทุก ๆ ครั้ง โดยใช้โย้กกระแสสลับ วาง
ขาโย้กให้ลอยอยู่เหนือชิ้นงานประมาณ 1 นิ้ว ปล่อยกระแสไฟ
เข้าโย้ก แล้วค่อย ๆ ถอยขาโย้กในลักษณะกากบาทออกห่างจาก
ชิ้นทดสอบท าลักษณะนี้ซ ้า ๆ จนกระทั่งสนามแม่เหล็กคงค้าง
เป็นศูนย์ 

3) ผลการทดลองและอภปิรายผลการทดลอง
การตรวจสอบด้วยวิธีอนุภาคแม่เหล็กส่วนมากนิยมใ ช้สาร

เคลือบผิวชนิด A เป็นพื้นหลังสีขาวเพื่อเพิ่มการมองเห็นได้บน
พื้นผิวชิ ้นทดสอบ และสารเคลือบผิวชนิด B และ C เป็นสาร

เครื่องกำเนิดแสง UV -A 

Laptop ชิ้นทดสอบ 
ไมโครสโครปแบบพกพา 
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เคลือบที่ใช้ป้องกันการกัดกร่อนของผิวชิ้นทดสอบ น ามาทดสอบ
หาความหนาทีส่่งผลต่อการตรวจสอบด้วยวิธีอนุภาคแม่เหล็ก ซึ่ง
ผลของการทดสอบ ดังรูปที่ 17 18 และ19 

เกณฑ์การพิจารณาผลการทดลอง ส าหรับชิ้นงานที่ผ่านการ
เคลือบผิวด้วยสารเคลือบที่ไม่เป็นตัวน า ด้วยการตรวจสอบด้วย
วิธีอนุภาคแม่เหล็ก ผลของรอยบ่งชี้ที่ปรากฏหากมีขนาดความ
ยาวลดลงครึ่งหนึ่งของขนาดรอยบ่งช้ีก่อนเคลือบผิว ขนาดของ
รอยบ่งชี ้ดังกล่าวจะไม่ยอมรับ โดยอ้างอิงตามมาตรฐานของ 
ASME Section V 2021 [13]. 

รูปที่ 17 : แสดงความสัมพันธ์ระหวา่งความหนาสารเคลือบชนิด A กับ 
ความยาวรอยบ่งชี้ 

จากรูปที่ 17 แสดงผลความสัมพันธ์ระหว่างความหนาสาร
เคลือบชนิด A กับความยาวรอยบ่งช้ี ซึ่งผลการทดสอบ พบว่า ที่
ความหนาที ่ผ่านการเคลือบด้วยสารเคลือบชนิด A ตั ้งแต่ค่า 
61.19 µm มีผลต่อขนาดความยาวของรอยบ่งชี ้ ซึ ่งความยาว
ของรอยบ่งชี ้ที ่วัดได้ มีขนาดความยาวรอยบ่งชี ้ยาวน้อยกว่า
ครึ่งหนึ่งของความยาวรอยบกพร่องที่สร้างขึ้นในช้ินทดสอบ  

รูปที่ 18 : แสดงความสัมพันธ์ระหวา่งความหนาสารเคลือบชนิด B กับ 
ความยาวรอยบ่งชี้ 

จากรูปที่ 18 สารเคลือบชนิด B กับความยาวรอยบ่งชี้ ซึ่งผล
การทดสอบ พบว่า ความหนาที่ผ่านการเคลือบด้วยสารเคลือบ
ชนิด B ที่ความหนาผิวเคลือบ ตั้งแต่ค่า 83.56 µm มีผลต่อขนาด
ความยาวของรอยบ่งชี้ ซึ่งความยาวของรอยบ่งชี้ที่วัดได้ มีขนาด
ความยาวรอยบ่งช้ียาวน้อยกว่าครึ่งหนึ่งของความยาวรอยบกพร่อง
ที่สร้างขึ้นในช้ินทดสอบ 

รูปที่ 19 : แสดงความสัมพันธ์ระหวา่งความหนาสารเคลือบชนิด C กับ 
ความยาวรอยบ่งชี้ 

จากรูปที่ 19 แสดงผลความสัมพันธ์ระหว่างความหนาสาร
เคลือบชนิด C กับความยาวรอยบ่งช้ี ซึ่งผลการทดสอบ พบว่า ที่
ความหนาที ่ผ่านการเคลือบด้วยสารเคลือบชนิด C ตั ้งแต่ค่า 
73.63 µm มีผลต่อขนาดความยาวของรอยบ่งชี ้ ซึ ่งความยาว
ของรอยบ่งชี ้ที ่วัดได้ มีขนาดความยาวรอยบ่งชี ้ยาวน้อยกว่า
ครึ่งหนึ่งของความยาวรอยบกพร่องที่สร้างขึ้นในช้ินทดสอบ 

จากผลการทดสอบของสารเคลือบผิวทั้ง 3 ชนิด เมื่อน ามา
สร้างกราฟ เพื่อที่จะดูแนวโน้มความสัมพันธ์ระหว่างความหนา
ของสารเคลือบแต่ละชนิดกับความยาวของรอยบ่งช้ี 

รูปที่ 20 : แสดงแนวโน้มความหนาสารเคลือบแต่ละชนิดกับความยาวรอย
บ่งชี ้ 
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ผลการทดสอบความสัมพันธ์ความหนาสารเคลือบทั้ง 3 ชนิด 
กับขนาดความยาวรอยบ่งช้ีที่ปรากฏ พบว่าแนวโน้มของกราฟทั้ง 
3 มีค่าเข้าใกล้แกน x นั่นหมายความว่า เมื่อความหนาของสาร
เคลือบแต่ละชนิดมีค่าเพิ ่มขึ้น ขนาดความยาวของรอยบ่งชี้ที่
ปรากฏจะมีค่าลดลง เป็นผลมาจากความหนาของสารเคลือบที่
เพิ่มสูงขึ้นท าใหก้ารรั่วไหลของฟลักซ์แม่เหล็กมีปริมาณลดน้อยลง 
ดั้งนั้น เมื่อโรยผงแม่เหล็กลงบนผิวหน้าของชิ้นทดสอบจึงปรากฏ
รอยบ่งช้ีทีส่ั้นลงและไม่ชัดเจน 

การตรวจชิ้นทดสอบด้วยวิธีอนุภาคแม่เหล็ก หากชิ้นทดสอบ
มีรอยบกพร่องเกิดขึ้นในเนื้อวัสดุ เช่น รอยแตกร้าว จะเกิดขั้ว
เหนือและขั้วใต้ขึ้นที่ด้านข้างของรอยแตกร้าว ท าให้เกิดเป็นฟลักซ์
แม่เหล็กรอบ ๆ อากาศ เกิดเป็นสนามแม่เหล็กรั่วไหล (flux leakage 
field) เมื่อโรยผงแม่เหล็กลงไปจะเกิดการดูดของผงแม่เหล็กและ
ปรากฏเป็นรอยบ่งชี้ที่ชัดเจน ดังรูปที่ 21 ดังนั้น ความเข้มและ
การโค้ง (curvature) ของสนามแม่เหล็กเป็นตัวก าหนดจ านวน
อนุภาคแม่เหล็กท่ีเกาะอยู่บนผิวหน้าช้ินทดสอบ [14] 

รูปที่ 21 : แสดงการรวมตวัของผงแม่เหล็ก 

ความเข้มของสนามแม่เหล็กขึ้นอยู่กับ 3 ปัจจัย คือ จ านวน
เส้นของฟลักซ์แม่เหล็ก ความลึกของรอยความไม่ต่อเนื่อง และ
ความกว้างของรอยความไม่ต่อเนื่อง รอยความไม่ต่อเนื่องที่อยู่ใต้
ผิวเคลือบ ถ้าความหนาของผิวเคลือบบางการรั่วไหลของฟลักซ์
แม่เหล็กจะมีปริมาณที่มากเมื่อเทียบกับความหนาของผิวเคลือบ
ที่หนากว่า ถ้าโรยผงแม่เหล็กลงบนชิ้นทดสอบที่มีผิวเคลือบหนา
ส่งผลให้การรวมตัวของผงแม่เหล็กมีความไม่ชัดเจน ดังรูปที่ 22 

รูปที่ 22 : แสดงอิทธิพลของความหนาสเีคลือบกับฟลักซ์แม่เหล็ก 

จากงานวิจัยเมื่อตรวจสอบด้วยวิธีอนุภาคแม่เหล็กและโรยผง
แม่เหล็กบนผิวหน้าชิ้นทดสอบ ถ่ายภาพและวัดขนาดความยาว
ของรอยบ่งชี้ พบว่า มีขนาดยาวของรอยบ่งชี้ลดลงเมื่อเทียบกับ
ความหนาของสารเคลือบที่เพ่ิมขึ้น  

4) สรุปผลการทดลอง
จากผลงานวิจัย การศึกษาความหนาผิวเคลือบที่ส่งผลต่อ

ขนาดที่ปรากฏของรอยบ่งช้ีด้วยการทดสอบอนุภาคแม่เหล็กของ
สารเคลือบ 3 ชนิด คือ 1. สารเคลือบชนิด A 2. สารเคลือบชนิด 
B และ 3. สารเคลือบชนิด C การเปรียบเทียบผลความยาวของ
รอยบ่งช้ีที่ยาวที่สุดจะต้องไม่ยาวเกินกว่าความยาวของเกณณก์าร
ยอมรับ กรณีที่ตรวจสอบชิ้นงานที่ผ่านการเคลือบผิว ความยาว
ของรอยบ่งชี้ที่ปรากฏบนผิวเคลือบที่ยอมรับได้จะต้องยาวไม่ต ่า
กว่าครึ่งหนึ่งของความยาวรอยบ่งชี ้ที่วัดได้ก่อนการเคลือบผิว 
ตามมาตรฐาน ASME Section V 2021 [13]. และความหนาของ
สารเคลือบที่มีความหนามากกว่า 50 µm มีผลต่อความสามารถ
ในการตรวจสอบด้วยวิธีอนุภาคแม่เหล็ก [6] 

สามารถสรุปผลได้ดังนี้ ความหนาของสารเคลือบที่เพ่ิมขึ้นแต่
ละชนิดมีผลต่อรอยบ่งชี้ที่ปรากฏซึ่งมีขนาดลดลง สารเคลือบแต่
ละชนิดส่งผลต่อขนาดของรอยบ่งชี้ที่มีขนาดความหนาไม่เท่ากัน 
โดยความหนาของสารเคลือบที่ให้ผลของรอยบ่งชี้ดีสุด คือ สาร
เคลือบชนิด B ซึ่งมีค่าความหนาสารเคลือบอยู่ในช่วง 83.56 – 
107.91 µm สารเคลือบชนิด C ซึ่งมีค่าความหนาสารเคลือบอยู่
ในช่วง 73.63 – 91.85 µm และสารเคลือบชนิด A มีค่าความ
หนาของสารเคลือบอยู่ในช่วง 61.19 – 70.94 µm ตามล าดับ 

ดังนั ้น กรณีของช่วงความหนาสารเคลือบแต่ละชนิดมีค่า
มากกว่า 50 µm ส่งผลต่อความสามารถในการตรวจสอบด้วยวธิี
อนุภาคแม่เหล็ก จ าเป็นต้องก าจัดสารเคลือบผิวออกก่อนที่จะท า
การทดสอบด้วยวิธีอนุภาคแม่เหล็ก [6], [13] 

กิตติกรรมประกาศ 
ขอขอบพระคุณคณะครุศาสตร์อุตสาหกรรม และคณะวิศว-

กรรมศาสตร์ มหาวิทยาลัยเทคโนโลยีราชมงคลธัญบุรี ที ่คอย
สนับสนุนทั ้งเครื ่องมือและอุปกรณ์การตรวจสอบ ตลอดจน
คณาจารย์หลายท่านท่ีไม่ได้เอ่ยนาม ที่ให้ค าแนะน า ให้ค าปรึกษา
ด้านเทคนิคการใช้เครื่องมือ ความรู้ และเทคนิคการตรวจสอบ
ช้ินงานส าหรับผลงานครั้งนี้  
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คําแนะนําสําหรับผูเขียนบทความเพ่ือลงตีพิมพ  

วารสารวิศวกรรมศาสตรและเทคโนโลยีดิจิทัล เปนวารสารวิชาการทางดานวิศวกรรมศาสตรและเทคโนโลยี ของ

สถาบันเทคโนโลยีไทย-ญี่ปุน บทความที่นําเสนอจะตองพิมพเปนภาษาไทย หรือภาษาอังกฤษตามรูปแบบที่กําหนด และพรอม

ที่จะนําไปตีพิมพไดทันที การเสนอบทความเพื่อพิจารณาตีพิมพในวารสาร มีรายละเอียดดังนี้ 

1. หลักเกณฑการพิจารณาบทความเพ่ือตีพิมพ

1.1  เปนบทความที่ไมไดอยูระหวางการพิจารณาตีพิมพ หรือไมไดอยูระหวางการพิจารณาของสื่อสิ่งพิมพอื่น ๆ และ 

ไมเคยตีพิมพในวารสารหรือรายงานการสืบเนื่องจากการประชุมวิชาการใดมากอนทัง้ในประเทศและตางประเทศ หากตรวจสอบ

พบวามีการตีพิมพซํ้าซอน ถือเปนความรับผิดชอบของผูเขียนแตเพียงผูเดียว 

1.2  เปนบทความที่แสดงใหเห็นถึงความคิดริเริ่มสรางสรรค มีคุณคาทางวิชาการ มีความสมบูรณของเนื้อหา และมี

ความถูกตองตามหลักวิชาการ 

1.3  บทความที่ไดรับการตีพิมพจะตองผานการประเมินคุณภาพจากผูทรงคุณวุฒิ (Peer reviewer) อยางนอย 2 ทาน

ตอบทความ ซึ่งผูทรงคุณวุฒิอาจใหผูเขียนแกไขเพิ่มเติมหรือปรับปรุงบทความใหเหมาะสมยิ่งข้ึน 

1.4  กองบรรณาธิการขอสงวนสิทธิ์ในการตรวจแกไขรูปแบบบทความที่สงมาตีพิมพตามที่เห็นสมควร 

1.5  บทความ ขอความ ภาพประกอบ และตารางประกอบ ที่ตีพิมพลงวารสารเปนความคิดเห็นสวนตัวของผูเขียน 

กองบรรณาธิการไมมีสวนรับผิดชอบใด ๆ ถือเปนความรับผิดชอบของผูเขียนแตเพียงผูเดียว 

1.6  ตองเปนบทความที่ไมละเมิดลิขสิทธิ์ ไมลอกเลียน หรือตัดทอนขอความของผูอ่ืนโดยไมไดรับอนุญาต 

1.7  หากเปนงานแปลหรือเรียบเรียงจากภาษาตางประเทศ ตองมีหลักฐานการอนุญาตใหตีพิมพเปนลายลักษณอักษร

จากเจาของลิขสิทธิ์ 

1.8  ตองมีการอางอิงที่ถูกตอง เหมาะสมกอนการตีพิมพ ซึ่งเปนความรับผิดชอบของเจาของผลงาน 

1.9  บทความที่สงถึงกองบรรณาธิการ ขอสงวนสิทธิ์ที่จะไมสงคืนผูเขียน 

2. รูปแบบการกลั่นกรองบทความกอนลงตีพิมพ (Peer-review)

ในการประเมินบทความโดยผูทรงคุณวุฒิเปนการประเมินแบบ Double-blind peer review คือ ผูทรงคุณวุฒิไมทราบ

ชื่อและรายละเอียดของผูเขียนบทความ และผูเขียนบทความไมทราบชื่อและรายละเอียดของผูทรงคุณวุฒิ 

3. ประเภทของบทความที่รับพิจารณาลงตีพิมพ

นิพนธตนฉบับตองเปนบทความวิจัย ประกอบดวย บทคัดยอ บทนํา วัตถุประสงคของการวิจัย วิธีดําเนินการวิจัย 

ผลการวิจัยและอภิปรายผล สรุปผล และเอกสารอางอิง* 

หมายเหตุ : บทความภาษาไทยตองมีบทคัดยอภาษาไทยและภาษาอังกฤษ โดยใหหนาบทคัดยอภาษาไทยอยูกอนหนา

บทคัดยอภาษาอังกฤษ สําหรับบทความภาษาอังกฤษไมตองมีบทคัดยอภาษาไทย 

* เอกสารอางอิง เปนการบอกรายการแหลงอางอิงตามท่ีมีการอางอิงในเน้ือหาของงานเขียน
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4. จริยธรรมในการตีพิมพผลงานวิจัยในวารสารวิชาการ 

วารสารวิศวกรรมศาสตรและเทคโนโลยีดิจิทัล ไดคํานึงถึงจริยธรรมในการตีพิมพบทความ โดยจริยธรรมและบทบาท

หนาที่ของผูเก่ียวของ มีดังนี้  

จริยธรรมและหนาที่ของผูเขียน 

1.  ผูเขียนตองเขียนบทความใหเปนไปตามรูปแบบที่วารสารกําหนดไวในคําแนะนําสําหรับผูเขียน  

2.  หากมีการนําขอมูลของผูอ่ืนหรือขอมูลของผูเขียนที่เคยตีพิมพในวารสารฉบับอ่ืนมาใช ผูเขียนตองอางอิงแหลงที่มา

ของขอมูลนั้น โดยไมทําใหผูอ่ืนเขาใจผิดวาขอมูลนั้นเปนผลงานใหมของผูเขียน 

3.  ผูเขียนตองไมดัดแปลงหรือบิดเบือนขอมูล 

4.  ผูเขียนตองระบุแหลงทุนที่สนับสนุนในการทําวิจัย (ถามี)  

5.  ผูเขียนตองเปดเผยขอมูลเก่ียวกับผลประโยชนทับซอนอยางชัดเจน (ถามี) 

 

จริยธรรมและหนาที่ของบรรณาธิการ 

1.  บรรณาธิการตองดําเนินการเผยแพรวารสารใหตรงตามเวลา 

2.  บรรณาธิการตองคัดเลือกบทความ โดยพิจารณาจากคุณภาพและความสอดคลองของเนื้อหาบทความกับขอบเขต

ของวารสาร  

3.  บรรณาธิการตองดําเนินการประเมินบทความอยางเปนธรรม ไมปฏิเสธการตีพิมพบทความโดยใชอคติ 

4.  บรรณาธิการตองไมเปดเผยขอมูลของผูเขียนบทความ และผูประเมินบทความแกบุคคลอ่ืนที่ไมเก่ียวของ 

5.  บรรณาธิการตองไมมีผลประโยชนทับซอนกับผูเขียน และผูประเมินบทความ 

6.  บรรณาธิการตองใชโปรแกรมในการตรวจสอบการคัดลอกผลงาน เพื่อปองกันการตีพิมพผลงานซึ่งคัดลอกมาจาก

ผลงานผูอ่ืน หากพบการคัดลอกผลงานของผูอ่ืน บรรณาธิการตองหยุดกระบวนการพิจารณาบทความทันที และติดตอผูเขียน

เพื่อขอคําชี้แจง 

 

จริยธรรมและหนาที่ของผูประเมินบทความ 

1.  ผูประเมินบทความ ควรพิจารณาตอบรับการประเมินเฉพาะบทความที่สอดคลองกับความเชี่ยวชาญของตนเอง

เทานั้น เพื่อใหบทความที่ตีพิมพมีคุณภาพ 

2.  ผูประเมินบทความควรประเมินบทความใหแลวเสร็จตามระยะเวลาที่กําหนด เพื่อไมใหบทความที่ผานการพิจารณา

ตีพิมพลาชา  

3.  ผูประเมินควรประเมินบทความโดยใหขอเสนอแนะตามหลักวิชาการเทานั้น ไมควรใชความคิดเห็นสวนตัวที่ไมมี

เหตุผลหรือไมมีขอมูลรองรับ  

4.  ผูประเมินควรปฏิเสธการประเมินบทความ หากเห็นวาตนเองอาจมีผลประโยชนทับซอนกับผูเขียน  

5.  ผูประเมินตองไมเปดเผยเนื้อหาภายในบทความใหผูที่ไมเก่ียวของทราบ 

6.  หากผูประเมินเห็นวามีบทความอื่นที่ผูเขียนไมไดกลาวอางถึง แตเปนบทความที่สําคัญและเกี่ยวของกับบทความ  

ผูประเมินควรแจงใหผูเขียนกลาวอางถึงบทความนั้น 
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5. ขอกําหนดการจัดพิมพตนฉบับบทความ 

ผูเขียนตองจัดพิมพบทความตามขอกําหนดเพื่อใหมีรูปแบบการตีพิมพเปนมาตรฐานแบบเดียวกัน ดังนี้ 

5.1  ขนาดของกระดาษ ใหใชขนาด A4 

5.2  กรอบของขอความ ระยะหางของขอบกระดาษ 

ดานบน 2.5 ซม. (0.98”)   ดานลาง 2 ซม. (0.79”)  

ดานซาย 2 ซม. (0.79”)   ดานขวา 2 ซม. (0.79”)  

5.4  ระยะหางระหวางบรรทัด หนึ่งชวงบรรทัดของเคร่ืองคอมพิวเตอร (Single) 

5.4  ตัวอักษร รูปแบบของตัวอักษรใหใช TH Sarabun New 

5.5  รายละเอียดตาง ๆ ของบทความ กําหนดดังนี้ 

ชื่อเร่ือง (Title) ขนาด 22 ตัวหนา กําหนดก่ึงกลาง 

ชื่อผูเขียน (Author) ขนาด 16 ตัวธรรมดา กําหนดก่ึงกลาง ไมตองใสคํานําหนา 

ที่ติดตอผูเขียน ขนาด 14 ตัวเอน กําหนดก่ึงกลาง 

E-mail ผูประพนัธบรรณกิจ (Corresponding Author) ขนาด 12 ตัวธรรมดา กําหนดก่ึงกลาง 

บทคัดยอ (Abstract) จัดรูปแบบการพิมพเปนแบบ 1 คอลัมน  ชื่อหัวขอ ขนาด 14 ตัวหนาและเอน กําหนด 

ก่ึงกลาง ขอความในบทคัดยอ ขนาด 14 ตัวธรรมดา 

คําสําคัญ (Keywords) ใหใสคําสําคัญ 4-5 คํา  ซึ่งเก่ียวของกับบทความที่นําเสนอ โดยใหจัดพิมพใตบทคัดยอ

ขนาด 12 ตัวหนาและเอน กําหนดชิดซาย  ขอความในคําสําคัญ ขนาด 12 ตัวธรรมดา 

รูปแบบการพิมพเน้ือหาของบทความ  

- รูปแบบการพิมพเปนแบบ 2 คอลัมน  แตละคอลัมน กวาง 8.2 ซม. (3.23”) ระยะหางระหวางคอลัมน 

0.6 ซม. (0.24”) 

- หัวขอหลัก  ประกอบดวย บทนํา (INTRODUCTION) วัตถุประสงคของการวิจ ัย (OBJECTIVES) 

วิธีดําเนินการวิจัย (METHODS) ผลการวิจัยและอภิปรายผล (RESULTS AND DISCUSSION)  สรุปผล 

(CONCLUSIONS)  เอกสารอางอิง (REFERENCES) ขนาด 14 ตัวธรรมดา กําหนดก่ึงกลาง และมีเลขกํากับ 

เชน 1) บทนํา หรือ I. INTRODUCTION เปนตน 

- หัวขอรอง ระดับที่ 1 ขนาด 14 ตัวเอน กําหนดชิดซาย  

- หัวขอรอง ระดับที่ 2 ขนาด 14  ตัวเอน กําหนดชิดซายและเลื่อนเขามา 0.5 ซม. 

- เน้ือเร่ือง ขนาด 14 ตัวธรรมดา  

- ชื่อตาราง ขนาด 12 ตัวธรรมดา กําหนดก่ึงกลาง และใสชื่อเหนือตาราง 

- หัวขอในตาราง ขนาด 12 ตัวหนา กําหนดก่ึงกลาง เนื้อหาในตาราง ขนาด 12 ตัวธรรมดา 

- ชื่อภาพประกอบ ขนาด 12 ตัวธรรมดา กําหนดก่ึงกลาง และใสชื่อใตภาพ 

- เน้ือหาในภาพประกอบ ขนาด 12 ตัวธรรมดา 
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5.6 เอกสารอางอิง 

1. การอางอิงในเนื้อหาบทความใชการอางอิงแบบตวัเลข ตามมาตรฐานสากล โดยใชหมายเลขในเคร่ืองหมาย

กามปู  [ ] และเรียงลําดบัการอางอิงตามเนือ้หา  โดยมีตวัอยางการเขียน เชน [1] หรือ [2] หรือ [1], [2] หรือ [1], [3]–

[8] หรือ [9], [10], [15], [16] หากมีการอางอิงซํ้าบทความเดมิใหใชหมายเลขเดิม  ตัวอยางเชน  by Brown [4], [5]; 

as mentioned earlier [2], [4]–[7], [9]; Smith [4] and Brown and Jones [5]; Wood et al. [7] 

2. รูปแบบของชื่อหัวขอใชรูปแบบตัวอักษร TH Sarabun New ขนาด 14 ตัวธรรมดา ในเนือ้หาขนาด 12 ตัว

ธรรมดา 

3. การอางอิงทายบทความ จะตองเรียงตามลําดับบทความที่เขียนอางอิงในเนื้อเรื่อง และใชการอางอิงตาม

รูปแบบการอางอิง IEEE ซึ่งผู เขียนสามารถศึกษาวิธีการเขียนเอกสารอางอิงตามรูปแบบที่กําหนดไดที่เว็บไซต 

https://ieeeauthorcenter.ieee.org/wp-content/uploads/IEEE-Reference-Guide.pdf โดยจะตองเขียนเปน

ภาษาอังกฤษเทานั้น  หากบทความอางอิงมาจากบทความภาษาไทย ตองแปลเปนภาษาอังกฤษใหถูกตอง 

4. กรณีที่เอกสารที่นํามาอางอิงเขียนเปนภาษาไทยใหเติมคําวา “(in Thai)” เขาไปในเอกสารอางอิง ดังเชน

ตัวอยางตอไปนี้  

 

ตัวอยางรูปแบบการเขียนและการแปลเอกสารอางอิงภาษาไทยเปนภาษาอังกฤษ 

ตัวอยางที่ 1 การอางอิงจากหนังสือ(Books) 

Basic Format: 

[Number] J. K. Author, Title of His Published Book, xth ed. City of Publisher, State (only U.S.), Country: 

Abbrev. of Publisher, year. 

[Number] J. K. Author, “Title of chapter in the book,” in Title of His Published Book, xth ed. City of 

Publisher, State (only U.S.), Country: Abbrev. of Publisher, year, ch. x, sec. x, pp. xxx–xxx. 

Examples:  

[1] V. Rijiravanich, Work Study: Principles and Case Studies, 4th ed. Bangkok, Thailand: Chulalongkorn 

University Press (in Thai), 2005. 

 วันชัย ริจิรวนิช, การศึกษาการทํางาน: หลักการและกรณีศึกษา, พิมพครั้งที่ 4, กรุงเทพฯ, ประเทศไทย: สํานักพิมพ

จุฬาลงกรณมหาวิทยาลัย, 2548. 

[2] L. Edelstein-Keshet, Mathematical Models in Biology. New York, NY, USA: Random House, 1998. 

[3] K. J. Roodbergen, “Storage assignment for order picking in multiple-block warehouses,” in 

Warehousing in the Global Supply Chain: Advanced Models, Tools and Applications for Storage 

Systems. London, U.K.: Springer, 2012, pp. 139–155. 
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ตัวอยางที่ 2 การอางอิงจากวารสาร (Periodicals) 

Basic Format: 

[Number] J. K. Author, “Name of paper,” Abbrev. Title of Periodical, vol. x, no. x, pp. xxx–xxx, Abbrev. 

Month, year. 

[Number] J. K. Author, “Name of paper,” Abbrev. Title of Periodical, vol. x, no. x, pp. xxx-xxx, Abbrev. 

Month, year, doi: xxx. 

Examples: 

[4] N. Dechampai and K. Sethanan, “An application of lean manufacturing system in the textile of lean 

manufacturing system in the textile and garment industry case study: Wacoal Kabinburi Co., Ltd,” (in 

Thai), MBA-KKU Journal, vol. 7, no. 2, pp. 13–27, 2014.  

 นิวัฒน เดชอําไพ และกาญจนา เศรษฐนันท, “การเพิ่มประสิทธิภาพกระบวนการผลิตชุดชั้นในสตรีโดยประยุกตใช

แนวคิดการผลิตแบบลีน,” วารสารวิทยาลัยบัณฑติศึกษาการจัดการมหาวิทยาลยัขอนแกน, ปที่ 7, ฉบับที่ 2, หนา 13–

27, 2557. 

[5] S.-F. Wang, H.-P. Chen, Y. Ku, and M.-X. Zhong, “Voltage-mode multifunction biquad filter and its 

application as fully-uncoupled quadrature oscillator based on current-feedback operational 

amplifiers,” Sensors, vol. 20, no. 22, p. 6681, Nov. 2020, doi: 10.3390/s20226681. 

[6] M. Dwiyaniti et al., “Extremely high surface area of activated carbon originated from sugarcane 

bagasse,” in IOP Conf. Ser.: Mater. Sci. Eng., vol. 909, no. 1, 2020, pp. 1–8. 

[7] M. Yoshiki, Y. Fujita, A. Kawamura, and H. Arai, “Instability of plates with holes (1st report),” (in 

Japanese), J. Zosen Kiokai, vol. 1967, no. 122, pp. 137–145, 1967. 

ตัวอยางที่ 3 การอางอิงจากการประชุมทางวิชาการ (Conferences and Conference Proceedings) 

Basic Format: 

[Number] J. K. Author, “Title of paper,” in Abbrev. Name of Conf., City, State (only U.S.), Country, Month 

year, pp. xxx–xxx. 

Examples: 

[8] N. Kriengkorakot, P. Kriengkorakot, S. Duan, P. Thung, and W. Piromsuk, “Repair work reduction in 

sewing process of the apparel factory,” (in Thai), in Proc. 10th Ubon Ratchathani Univ. Nat. Res. 

Conf., Ubon Ratchathani, Thailand, Jul. 2016, pp. 87–96.  

 นุชสรา เกรียงกรกฏ, ปรีชา เกรียงกรกฏ, สกาวเดือน พรมทุง และวิจิตรา ภิรมยสุข, “งานวิจัยการลดชิ้นสวนงานซอมใน

ขั้นตอนการเย็บของโรงงานผลิตเสื้อผาสําเร็จรูป,” การประชุมวิชาการระดับชาติ มอบ. วิจัยครั้งที่ 10, อุบลราชธาน,ี 

ประเทศไทย, 7-8 กรกฏาคม, 2559, หนา 87–96. 

[9] J. Lingad, S. Karimi, and J. Yin, “Location extraction from disaster-related microblogs,” in Proc. 22nd 

Int. Conf. World Wide Web, Rio de Janeiro, Brazil, May 2013, pp. 1017–1020. 
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ตัวอยางที่ 4 การอางอิงจากวิทยานิพนธ (Theses and Dissertations) 

Basic Format: 

[Number] J. K. Author, “Title of thesis,” M.S. thesis / Ph.D. dissertation, Abbrev. Dept., Abbrev. Univ., City 

of Univ., Abbrev. State, year. 

Examples: 

[10] N. Kawasaki, “Parametric study of thermal and chemical nonequilibrium nozzle flow,” M.S. thesis, 

Dept. Electron. Eng., Osaka Univ., Osaka, Japan, 1993. 

[11] Y. Sornsa and P. Wanrerk, “Buckling of rectangular plates with a central square hole,” (in Thai), B.S. 

thesis, Dept. Mech. Eng., Burapha Univ., Chonburi, Thailand, 2007. 

6. วิธีการจัดสงบทความ 

ผูเขียนสงบทความออนไลนไดที ่https://ph01.tci-thaijo.org/index.php/TNIJournal 

เมื่อกองบรรณาธิการไดรับบทความจะดําเนินการสงบทความเสนอผูทรงคุณวุฒิพิจารณาบทความและแจงผลการ

พิจารณาใหผูเขียนบทความทราบ  สําหรับบทความที่ผานการประเมินโดยผูทรงคุณวุฒิแลวจะไดรับการตีพิมพลงในวารสาร

เพื่อเผยแพรตอไป 
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