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Abstract 

The research focuses on internet of vehicles (IoV) where vehicles are equipped with cameras and sensors to 

monitor traffic jams, accidents, and locations to ensure safety and comfort for drivers. To process sensor data 

effectively, cloud computing is used because of vast storage and processing capabilities. However, transferring data 

from sensors to cloud can be challenging due to bandwidth and memory constraints. Therefore, a cloud-based 

internet of vehicles framework is proposed incorporating Roadside Units (RSUs). RSUs can buffer video streams 

from vehicles and send them to cloud services. With RSUs in the framework, total latency for transferring video 

streams to cloud services can be significantly enhanced. In this research, dynamic programming approaches are 

applied to determine how many RSUs are needed at the lowest cost and greedy algorithm is implemented to 

prove the optimal solution from dynamic programming. Furthermore, K-means clustering algorithm is applied to 

find the best locations for RSUs. According to numerical results, the proposed methods can determine the optimal 

number of 6 RSUs with the minimum cost and allocation of RSUs to serve video streams across regions. 

 

Keywords:  Cloud-based internet of vehicles, Dynamic programming approach, Greedy algorithm, K-means clustering 
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I. INTRODUCTION 

Today, the number of vehicles used in many countries 

has exceeded 1 billion [1], largely driven by economic 

and population growth, and is expected to reach 2 

billion by 2035 [2]. Due to the increasing number of 

vehicles, it can raise traffic congestion and accidents on 

the roads. Until recently, the internet of vehicles (IoV) 

is emerged to solve the challenging issues in current 

transportation systems [3]. In IoV system, the intelligent 

sensor devices are installed in vehicles and traffic lights 

which can be able to absorb data from the environment 

and exchange information between vehicles to vehicles 

and vehicles to roads [4]. The use of IoV system can 

provide vehicle transportation safety and improve users’ 

convenience [5]. However, data readings from sensors 

installed in vehicles and traffic lights need to be 

processed to become useful and meaning information. 

As a result, cloud computing has been emerged to 

provide scalable storage capacity and processing power 

for achieving value-added services such as data analytics, 

backup, database management system, respectively [6]. 

Therefore, data streamed from sensors can be transferred 

to the cloud for storing and processing in order to 

utilize value-added services. Then, data processed or 

stored by the cloud services can be remotely monitored 

and managed by the users through their Internet 

connected devices such as surveillance monitors, personal 

computers, smart phones, tablets, and set-top boxes. 

However, although cloud computing provides a large 

pool of resources to use cloud services, serious network 

latency could be encountered when sensors with 

limited bandwidth transfer data to the cloud services 

over long distance [7]. As a result, the small amount of 

buffer memory allocated in sensors will be overflow 

and data can be lost. To address such problem, Cloud-

based Internet of Vehicles framework in which stream 

aggregation (SA) approach is applied. The SA approach 

provides Roadside Units (RSUs) which are buffering 

servers with high speed network connectivity between 

sensors and cloud services [8]. An RSU can be allocated 

close to vehicles on the roads and collect the data 

from sensors and move to the cloud services with better 

bandwidth. In such case, RSUs are manufactured by some 

companies Savari, Fluidmesh Networks, Beijing Juli Science 

& Technology Co., Ltd., etc. [9]. 

Since the framework is done by RSUs, it is challenging 

to determine how many RSUs and where should be 

located. For the proposed issues, we applied dynamic 

programming optimization approach to minimize the 

total cost for allocating the optimal number of RSUs. 

Dynamic programming is problem solving technique 

which breaks down problem into simpler subproblems, 

solves each by one, stores the results, and finally 

combines the results [10]. After that, greedy algorithm 

is applied to prove the optimal number of RSUs found 

by dynamic programming. A greedy algorithm is problem 

solving approach which makes the best choice in every 

stage and finally lead to overall optimal solution [11]. 

Moreover, K-means clustering algorithm is utilized to 

find the optimal location for installing RSUs in areas of 

Internet of vehicles in the proposed framework. This 

algorithm groups data into clusters by assigning to the 

nearest centroid [12]. Then, we evaluate the proposed 

optimization approach and algorithms by performing 

numerical studies. 

This research paper presents literature review in 

Section 2, research methods in Section 3, results in 

Section 4, and conclusion and discussion in Section 5.  

 

II. LITERATURE REVIEW 

Recently, earlier researchers have studied the 

combination of cloud computing and internet of 

vehicles. For example, a novel multilayered vehicular 

data cloud platform was proposed in [13] by using 

cloud computing and internet of vehicles to store and 

process transportation related information such as 
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traffic control and management, car location tracking 

and monitoring, road condition, car warranty, and 

maintenance information for drivers. In [14], edge-cloud 

computing is deployed for autonomous vehicles to 

provide a large amount of computation resources. 

Cloud-assisted Internet of Things Intelligent Transportation 

System (CIoT-ITS) was proposed in [15] to handle traffic 

management’s challenges. 

Based on the papers, cloud computing has integrated 

with the internet of vehicles since it can provide the 

benefits of virtual servers that allow remote storage 

and computational capacities. Data stored in clouds 

can be retrieved from anywhere and can be shared 

among the vehicles. However, one critical issue of 

network scalability problem needs to be considered 

when many vehicles transfer data to cloud services 

over long range communication. 

Dealing with these problems, the concept of roadside 

units (RSUs) is introduced. RSUs can perform as an 

aggregator which collects data from vehicles and 

transfers to the cloud for further storage and processing. 

In [16], aggregators are applied in a smart (electrical) 

grid to achieve scalable connectivity which can transfer 

data about metered power usage from many smart 

meters to the same target. In [17], a smart QoE-Aware 

Adaptive Video Bitrate Aggregation scheme is proposed 

for HTTP live streaming on smart edge computing to 

improve efficiency of live video streaming. In [18], the 

researchers presented roadside units (RSUs) which 

collect traffic data from vehicles and transmit them to 

the traffic control center. The article in [19] proposed 

intelligent transportation system with roadside unit 

(RSU) using the concept of internet of things. Based on 

the concepts established in previous research, this 

paper applies cloud computing technology and roadside 

units to enhance connectivity for Internet-connected 

vehicles. 

Although previous studies have proposed cloud 

computing technology and the use of roadside units for 

the Internet of Vehicles, they have not addressed the 

unified challenge of simultaneously optimizing the 

number of roadside units and determining optimal 

deployment locations for roadside units. Different from 

the previous works, this paper utilizes dynamic 

programming approach for roadside unit (RSU) allocation, 

and the K-means clustering algorithm for RSU deployment 

to minimize the overall cost while meeting the demand 

of video streams within the proposed framework. 

 

III. RESEARCH METHODS 

In this section, we initially proposed the cloud-based 

internet of vehicles framework for traffic monitoring 

system as shown in Figure 1 where the bottom layer is 

internet of vehicles (IoV) that is a self-organized network 

by connecting vehicles which are equipped with wireless 

sensors in order to collect road data such as traffic jam, 

accident detection, post-accident investigation, and 

intersection collision, respectively. The collection of 

large amounts of road data needs to be processed to 

provide useful information for a wide variety of services 

(e.g., transport safety, traffic management, convenient 

driving, etc.). However, vehicle sensors are normally 

constrained by resources of storage and computation 

so that it becomes difficult to achieve those services. 

As a result, cloud computing is a very promising 

technology which can offer an excessive amount of 

storage resources and computation resources. By 

integrating cloud computing to the internet of vehicles, 

road data could be collected by vehicles and 

transmitted to the cloud for processing and in return, 

information could be broadcasted to vehicles for better 

traffic control and safety on the road. 

In the framework, vehicles transmit road data to the 

traffic lights beside the road. However, traffic lights have 

limited wireless bandwidth so that undesirable network 
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latency can be experienced for uploading data to the 

cloud. For this issue, Roadside Units (RSUs) are further 

installed between traffic lights and cloud infrastructure 

which can perform as stream aggregation approach 

which collects the data reported by traffic lights and 

send to the cloud for further analyzing and processing. 

After the cloud processes data, it can provide traffic 

information which can help drivers to choose the 

optimal routes by avoiding potential accidents, dangerous 

situations, and traffic congestion along the road.  

 

 
 

Figure 1: Cloud-based Internet of vehicles framework 

 

Since RSUs are applied in the framework, the 

installation of RSUs is very expensive and it is difficult 

to determine the number of required RSUs to cover 

several vehicles on the road. Additionally, deploying 

RSUs along the road to ensure coverage of vehicles is 

also challenging. To solve these issues, a dynamic 

programming optimization approach is applied to 

obtain the optimal number of RSUs in the framework. 

Then, we implemented greedy algorithms to verify the 

optimal number of RSUs obtained by dynamic 

programming. Furthermore, K-means clustering algorithm 

is also applied to determine in which locations for 

deploying RSUs on the roadside. Then, we perform 

numerical studies to evaluate the optimal solutions.  

A. Dynamic Programming Approach to Roadside Units 

Allocation 

First, a dynamic programming approach is applied 

for determining the optimal number of Roadside Units 

(RSUs) with the minimum cost needed to handle video 

streams from traffic lights on the road. Each RSU has a 

specific amount of deployment cost and has maximum 

capacity to handle up to a certain number of video 

streams. Let streams [𝑖𝑖] represent the number of video 

streams generated by traffic lights i. Let 𝑑𝑑𝑑𝑑[𝑖𝑖]  is 

dynamic programming array which represents the 

minimum number of RSUs needed to handle video 

streams from traffic lights 𝑖𝑖.  

 

B. Greedy Algorithm Approach to Prove Roadside Units 

Allocation 

Greedy algorithm is also applied to prove the 

optimal number of Roadside Units (RSUs) obtained by 

dynamic programming approach. 
 

Table 1: Greedy algorithm for optimal allocation of RSU 

Input:  

Video Streams: List of stream sizes 

Max Capacity: Maximum capacity per RSU 
 

Output: 

Number of RSUs: Total RSU used 
 

Step 1: Initialize variables 

RSUs = [ ]                                  

currentRSUCapacity = 0  
 

Step 2: Sort video streams in descending order 

sortedStreams = sort (videoStreams, descending) 
 

Step 3: Iterate through video streams 

   if currentRSUCapacity + stream <= maxCapacity: 

    currentRSUCapacity += stream  

    else:       RSUs.append(currentRSUCapacity)  

currentRSUCapacity = stream         
 

Step 4: Add the last RSU capacity if not empty 

    if currentRSUCapacity > 0: 

      RSUs.append(currentRSUCapacity) 
 

Return the total number of RSUs allocated 

Return length (RSUs) 
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As shown in Table 1, The greedy algorithm involves 

four main steps. First, the algorithm checks for each 

stream if it can accommodate into the existing RSU 

without exceeding the maximum capacity. Second, if 

the stream can fit into existing RSU without exceeding 

its capacity, it is added to that RSU. This is greedy 

because it utilizes the available resources of existing 

RSU before creating new ones. Third, if the stream 

doesn’t fit into any existing RSU, the algorithm creates 

a new RSU for that stream. This algorithm iterates 

through each vehicle’s streams from all traffic lights. 

After iterating through all video streams from all traffic 

lights, it calculates the total number of RSUs needed 

and the total cost.  

 

C. K-means Clustering Algorithm for Roadside Units 

Deployment 

Next, we implement K-means clustering algorithm 

as shown in Table 2 to find the optimal locations for 

installing RSUs along the roadway to meet video stream 

demands. Each RSU needs to cover specific number of 

video streams from traffic lights with minimal distance 

to improve connectivity. 

 

Table 2: K-means clustering algorithm for optimal placement of RSU 

Input: Traffic Lights = [{index: 0, demand: 0}, {index: 1, demand: 3}, 

…} 
 

Step 1: Initialize RSUs at random traffic light positions 

Initialize K RSU centers at random traffic light indices 
 

Repeat until convergence: 

Step 2: Assign traffic lights to closest RSU 

For each traffic light: 

 Find nearest RSU with remaining capacity 

 Assign traffic light if RSU capacity allows 

 Update RSU’s remaining capacity 
 

Step 3: Update RSU centers to centroid of assigned traffic lights 

For each RSU with assigned traffic lights: 

 Set RSU center to average position of its traffic lights 
 

End Repeat 

Output: Final RSU positions and assigned traffic lights 

The input Traffic Lights array contains each traffic 

light’s index and demand of video streams. We 

startplacing K RSUs at random traffic light positions 

along the road. These initial placements serve as RSU 

locations which will be adjusted in each iteration to 

cover traffic light demands. For each traffic light, the 

algorithm calculates the nearest RSU based on 

Euclidean distance. If an RSU has enough remaining 

capacity to serve the traffic light’s demand, the traffic 

light is assigned to it. After assignment, the RSU’s 

remaining capacity is updated for the new demand. If 

an RSU cannot accommodate to a traffic light due to 

capacity constraints, the algorithm tries to assign to the 

next closest RSU with available capacity. Once all traffic 

lights are assigned, each RSU is updated to the centroid 

of all traffic lights. The centroid means average position 

to traffic lights associated with that RSU, ensuring that 

each RSU center is optimally located to handle the 

data demands from traffic lights while minimizing travel 

distance between each RSU and traffic lights. 

 

IV. RESULTS 

First, we calculate the minimum number of roadside 

units (RSUs) required to handle video streams from 10 

traffic lights using the dynamic programming approach. 

It is assumed that there are 10 video streams from 10 

traffic lights streams[i] = [3,2,4,1,5,2,3,4,1,2]. Each RSU 

costs $100 and it can handle up to 5 video streams.  

For each traffic light i, the minimum number of RSUs 

required to process streams from traffic lights 𝑖𝑖 can be 

calculated using the formula: 

𝑑𝑑𝑑𝑑_𝑖𝑖 = min(𝑑𝑑𝑑𝑑[𝑗𝑗] + 1),𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 �𝑆𝑆𝑘𝑘 ≤ 𝐶𝐶
𝑖𝑖

𝑘𝑘=𝑗𝑗

 (1) 

• 𝑑𝑑𝑑𝑑[𝑖𝑖] represents the minimum number of RSUs 

needed to handle the video streams from traffic 

light i. 

• 𝑑𝑑𝑑𝑑[𝑗𝑗] + 1 accounts for the new RSU to cover video 

streams from previous traffic light j to traffic light i. 
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• ∑ 𝑆𝑆𝑘𝑘 ≤ 𝐶𝐶𝑖𝑖
𝑘𝑘=𝑗𝑗  ensures that the number of streams 

from traffic light j to i does not exceed the capacity 

of a single RSU. If this condition is met, then a 

single RSU can handle the streams from traffic 

light j to traffic light i.  

Then, cumulative streams are calculated to get the 

number of streams between any two traffic lights.  

streams[i] = [3,2,4,1,5,2,3,4,1,2] (2) 

Cumulative_streams = [3,5,9,10,15,17,20,24,25,27] 

Based on the numerical results in Table 3, 6 RSUs are 

needed to process the video streams from 10 traffic 

lights. After we obtain the required number of RSUs, we 

calculate the minimum total cost using the formula:  

Total Cost = RSUs x Cost per RSU (3) 

Total Cost = 6 x $100 = $600  

The minimum total cost for installing the optimal 

number of RSU required to process the video streams 

from traffic lights is $600. Then, we prove this optimal 

solution using greedy algorithm. Greedy algorithm is 

implemented in Java program to allocate videos 

streams from traffic lights to RSUs efficiently. The goal 

is to minimize the number of RSUs needed while 

ensuring each RSU does not exceed its capacity. Figure 

2 shows the generated output of greedy algorithm. 

 

 
 

Figure 2: Numerical results of greedy algorithm  

 

As shown in Figure 2, traffic light indexes 1, 3, 5, 6, 8, 

and 10 require new RSUs because the streams cannot 

be accommodated into the existing RSUs. Traffic light 

indexes 2, 4, 7, and 9 can add streams to existing RSUs 

to utilize the available resources. Finally, the program 

displays the same numerical results that 6 RSUs are 

required with the overall total cost of deployment of 

$600.  

To determine the areas where 6 RSUs should be 

installed based on the vehicle stream data, K-means 

clustering approach is applied. Based on the K-means 

clustering approach, we distribute the traffic light 

indices into clusters and each cluster represents an RSU 

location along the road. The clustering result for 6 RSUs 

is presented in Table 4 (in the next page). 

 

Table 3: Numerical results for optimal number of RSUs 

Traffic Light Index 𝒊𝒊 Video Streams Cumulative Streams Formula Calculation RSUs Needed 

1 3 3 dp[1]=dp[0]+1 dp[1]=0+1=1 1 (Fits in RSU 1) 

2 2 5 dp[2]=dp[1]+0 dp[2]=1+0=1 1 (Fits in RSU 1) 

3 4 9 dp[3]=dp[2]+1 dp[3]=1+1=2 2 (New RSU needed) 

4 1 10 dp[4]=dp[3]+0 dp[4]=2+0=2 2 (Fits in RSU 2) 

5 5 15 dp[5]=dp[4]+1 dp[5]=2+1=3 3 (New RSU needed) 

6 2 17 dp[6]=dp[5]+1 dp[6]=3+1=4 4 (New RSU needed) 

7 3 20 dp[7]=dp[6]+0 dp[7]=4+0=4 4 (Fits in RSU 4) 

8 4 24 dp[8]=dp[7]+1 dp[8]=4+1=5 5 (New RSU needed) 

9 1 25 dp[9]=dp[8]+0 dp[9]=5+0=5 5 (Fits in RSU 5) 

10 2 27 dp[10]=dp[9]+1 dp[10]=5+1=6 6 (New RSU needed) 
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Table 4: Clustering results for optimal location of RSUs 

RSUs Traffic Light 

Indices 

Total 

Streams 

Cluster Center 

Position (Centroid) 

1 1, 2 5 (1+2) ÷2 = 1.5 

2 3, 4 5 (3+4) ÷2 = 3.5 

3 5 5 5 

4 6, 7 5 (6+7) ÷2 = 6.5 

5 8, 9 5 (8+9) ÷2 = 8.5 

6 10 2 10 

 

In Table 4, it describes 6 RSUs, traffic light indices 

covered each RSU, total video streams managed by 

each RSU while meeting the RSU capacity constraints, 

and approximate road position or centroid of each RSU 

by averaging traffic light indices within each cluster. The 

results indicate to deploy RSU 1 between traffic light 

index 1 and 2, RSU 2 between traffic light index 3 and 

4, RSU 3 at traffic light index 5, RSU 4 between traffic 

light index 6 and 7, RSU 5 between traffic light index 8 

and 9, and RSU 6 at traffic light index 10.  

Each RSU location serves a cluster of traffic light 

indices with a demand sum not exceeding 5 streams, 

achieving optimal placement along the road. The 

centroids indicate where each RSU should be installed 

to minimize distances and ensure coverage. With 6 

RSUs, this clustering balances the demand in RSUs 

while meeting capacity requirements.  

In this work, we applied centroid based K-means 

clustering algorithm to determine optimal RSU locations. 

This algorithm is suitable for stable stream demand and 

equally distributed clusters. However, it is more reasonable 

if the video streams are uncertain and non-uniform in 

real world vehicular environment. In this scenario, other 

algorithm such as Gaussian Mixture Model (GMM) is 

more suitable and flexible in variably sized demand 

regions. Compared to K-means and GMM, K-means can 

allow each stream to go to one RSU while GMM can 

share the streams between RSUs based on the distance 

between vehicles and RSUs.  

V. CONCLUSION AND DISCUSSION 

This research proposes the framework of Cloud-

based Internet of Vehicles (IoV) which integrates 

Roadside Units (RSUs) to enhance traffic monitoring and 

ensure driver safety. The incorporation of RSUs facilitates 

the buffering of video streams from traffic lights, leading 

to a significant reduction in latency when transferring 

data from traffic lights to cloud services. In addition, we 

applied dynamic programming approach for cost-

effective RSU allocation and greedy algorithm to prove 

the optimal solution for RSU allocation obtained by 

dynamic programming. K-means clustering algorithm is 

also applied for optimal placement of RSUs. According 

to the results and findings, the framework not only 

optimizes the allocation of RSU resources but also 

enhances the placement of RSUs in proximity to traffic 

lights in order to minimize distances and ensure 

coverage, hence improving the efficiency of traffic data 

management. 

For the future work, we will focus on exploring 

resource allocation for RSUs under the uncertainty 

demand of video streams from traffic lights. This 

investigation aims to further enhance the framework’s 

adaptability to dynamic traffic conditions and demand 

fluctuation. This research is a foundational step toward 

advancing IoV applications and developing intelligent 

transportation systems that prioritize safety and efficiency.  
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