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บทคัดยอ 

โรคเล็บเปนปญหาสําคัญในการวินิจฉัยทางการแพทย เน่ืองจากโรคเล็บมีลักษณะท่ีคลายคลึงกัน ทําใหการวินิจฉัยตองอาศัย

ผูเช่ียวชาญดานโรคผิวหนัง ความผิดพลาดในการวินิจฉัยอาจนําไปสูการรักษาท่ีผิดพลาดและสงผลใหผูปวยมีอาการแทรกซอนเพ่ิมข้ึน 

งานวิจัยน้ีนําเสนอการประยุกตใชโครงขายประสาทเทียมแบบทรานสฟอรมเมอรสําหรับจําแนกโรคเล็บ เน่ืองจากโครงขายมีความสามารถ

ในการเรียนรูคุณลักษณะท่ีสําคัญซึ่งกอนใหเกิดโรค แนวทางน้ีเปนการสงเสริมเพ่ือเพ่ิมความแมนยําในการจําแนก การทดลองมุงเนน

ศึกษาตัวอยางโรคเล็บท่ีหลากหลาย เชน เล็บท่ีเปนโรคสะเก็ดเงิน เล็บติดเช้ือรา และเล็บปกติ โดยโครงขายไดรับการฝกอบรมดวยการ

ปรับแตงคาพารามิเตอรการเรียนรูเพ่ือเพ่ิมประสิทธิภาพการทํางาน โดยประเมินดวยคาความแมนยํามีผลสูงสุดจากการฝกอบรมท่ีรอย

ละ 99.40 ซึ่งแสดงถึงศักยภาพในการจําแนกและจดจําโรคเล็บไดอยางมีประสิทธิภาพ แนวทางน้ีไมเพียงแตชวยเพ่ิมความแมนยําใน

การวินิจฉัย แตยังสามารถพัฒนาระบบท่ีลดภาระงานของบุคลากรทางการแพทย และชวยใหการวินิจฉัยโรคเปนไปไดอยางรวดเร็ว ซึ่ง

อาจนําไปสูการพัฒนาระบบวินิจฉัยอัตโนมัติท่ีชวยยกระดับคุณภาพการดูแลและรักษาในอนาคต  

 

คําสําคัญ :  ปญญาประดิษฐ  การเรียนรูเชิงลึก  การจําแนกและจดจําโรคเลบ็  โครงขายทรานสฟอรมเมอร 
  

 

 

  

 

 

 

 

 

 

 

 

 

Journal of Engineering and Digital Technology (JEDT)
Vol.13  No.2  July - December 2025

21



Exploiting Transformer Network for Nail Diseases Classification and 

Recognition 

 
Aekkarat Suksukont1*  Bunthida Chunngam2  Ekachai Naowanich3 

 
1*,2Department of Computer Engineering, Faculty of Industrial Education,  

Rajamangala University of Technology Suvarnabhumi, Suphan Buri, Thailand 
3Department of Digital Media Technology, Faculty of Science and Technology,  

Rajamangala University of Technology Suvarnabhumi, Nonthaburi, Thailand 

 

*Corresponding Author. E-mail address: aekkarat.s@rmutsb.ac.th 

 

Received: 13 February 2025; Revised: 6 March 2025; Accepted: 8 August 2025 

Published online: 26 December 2025 

 

 

Abstract 

Diagnosing nail diseases is a complex task due to their similar visual characteristics, often requiring expert 

dermatologists for accurate assessment. Misdiagnosis can lead to ineffective treatment and prolonged patient 

discomfort. This study explores the use of a transformer neural network for classifying nail diseases, leveraging its 

ability to identify intricate patterns and subtle features that may indicate early signs of disease. The research 

focuses on three nail conditions: psoriasis nails, onychomycosis, and healthy. The model was trained with a 

carefully optimized set of hyperparameters to improve learning efficiency and classification performance. 

Experimental results showed that the network achieved a peak accuracy of 99.40%, demonstrating its ability to 

effectively distinguish between different nail conditions. This approach not only enhances classification accuracy 

but also has the potential to reduce the workload of healthcare professionals and speed up diagnosis. Ultimately, 

this advancement could contribute to the development of automated diagnostic systems, leading to improved 

patient care and treatment outcomes. 
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1) บทนํา  

โรคเล็บเปนปญหาสุขภาพท่ีพบไดท่ัวไปและอาจสงผลตอ

คุณภาพชีวิตของผูปวย โดยมีสาเหตุจากหลายปจจัย เชน การติด

เช้ือรา การอักเสบจากแบคทีเรีย โรคผิวหนัง หรือภาวะผิดปกติ

ของรางกาย แมวาการวินิจฉัยโรคเล็บจะตองอาศัยความเช่ียวชาญ

ของแพทยผิวหนัง แตเน่ืองจากลักษณะของโรคมีความคลายคลึง

กันและซับซอน การตรวจวินิจฉัยแบบดั้งเดิมจึงมักใชเวลานาน

และมีขอจํากัดในการเขาถึงผูเ ช่ียวชาญ [1], [2] ในปจจุบัน

เทคโนโลยีปญญาประดิษฐ (artificial intelligence) และการ

เรียนรูเชิงลึก (deep learning) ไดเขามามีบทบาทสําคัญในวงการ

แพทย โดยเฉพาะการนําเทคนิคการมองเห็นของคอมพิวเตอรมา

ประยุกตใชในการวิเคราะหภาพทางการแพทยเพ่ือชวยในการ

ตรวจวินิจฉัยโรค การนําเทคโนโลยีเหลาน้ีมาชวยจําแนกและ

จดจําโรคเล็บสามารถเพ่ิมความแมนยํา ลดขอผิดพลาด และชวย

ใหแพทยสามารถใหการวินิจฉัยไดรวดเร็วข้ึน [3], [4] 

ดวยเหตุน้ีผูวิจัยจึงมุงเนนการพัฒนาแบบจําลองการเรียนรู

เ ชิงลึกท่ีสามารถจําแนกประเภทของโรคเล็บโดยอัตโนมัติ  

เพ่ือเพ่ิมความแมนยําและประสิทธิภาพของการวินิจฉัย ซึ่งอาจ

นําไปสูการลดภาระงานของแพทยและเพ่ิมโอกาสในการเขาถึง

การรักษาท่ีรวดเร็วและมีประสิทธิภาพยิ่งข้ึน 

 

2) ทบทวนวรรณกรรม 

ในชวงไมก่ีปท่ีผานมา เทคนิคการเรียนรูเชิงลึกโดยเฉพาะ

โครงขาย convolutional neural network (CNN) ท่ีมีบทบาท

สําคัญในการประยุกตใชสําหรับการวิเคราะหภาพถายการแพทย 

[5] เน่ืองจากความสามารถในการเรียนรู และการตรวจจับ

คุณลักษณะเชิงลึกไดอยางมีประสิทธิภาพ [6] และยังไดรับการ

พัฒนาใหสามารถเรียนรูองคประกอบจากสวนยอย ๆ จากความ 

สัมพันธเชิงพ้ืนท่ีของเปาหมายน้ัน ๆ สงผลใหมีการพัฒนาเพ่ือ

แกปญหาภาพถายท่ีซับซอน เชน ภาพถายรังสี [7] ภาพสแกน 

MRI [8] และภาพทางผิวหนัง [9] โดยเฉพาะการนํา CNN มา

ประยุกตใชในการจําแนกโรคเล็บเพ่ือชวยเพ่ิมความแมนยําและ

ลดขอผิดพลาดในการวินิจฉัย เชน ใน Hariyani et al. [4] เสนอ

การแบงสวนเสนเลือดฝอยท่ีเล็บ มุงเนนสัญญาณรบกวนและ

ความแปรปรวนสูง โดยอาศัย manual, semi-automated และ 

automated ในการแบงสวนภาพ รวมกับ DA-CapNet บน U-

Net ท่ีปรับปรุงดวย dual attention module เพ่ือชวยใหโมเดล

สามารถเรียนรูคุณลักษณะของภาพไดดีข้ึน ใน Yamaç et al. [10] 

เสนอ ResNet101v2 รวมกับการถายโอนการเรียนรูเพ่ือจําแนก

ลักษณะของโรคเล็บท่ีหลากหลาย เพ่ือศึกษาการเรียนรูดวยขอมูล

ท่ีจํากัดและคุณภาพต่ํา ใน Muneera Begum et al. [11] เสนอ 

CNN โดยพัฒนาใหอยูในรูปของเว็บแอปพลิเคชัน DermaDoc 

เพ่ือชวยผูใชตรวจสอบโรคและใหขอมูลเก่ียวกับอาการและแนว 

ทางบรรเทาอาการเบ้ืองตน และ Shandilya et al. [12] แสดง

ใหเห็นถึงความสําคัญของการประยุกตใชและพัฒนา อยางไรก็ตาม 

การพัฒนายังคงมีขอดอยท่ีเกิดจากการทํางานของโครงขาย 

สัญญาณรบกวนภาพ และความซับซอนของโรคเล็บ ซึ่งช้ีใหเห็น

แนวทางในการพัฒนาเพ่ือเพ่ิมประสิทธิภาพ  

งานวิจัยน้ีนําเสนอการประยุกตใชโครงขายทรานสฟอรมเมอร

สําหรับจําแนกโรคเล็บ โดยโมเดลไดรับการฝกอบรมดวยชุดขอมูล 

ภาพเล็บท่ีผานการตรวจสอบจากแพทยผูเช่ียวชาญ พรอมท้ัง

ดําเนินการปรับปรุงการเรียนรูของโครงขายในขณะฝกอบรม 

ประสิทธิภาพของโมเดลถูกประเมินโดยคา accuracy, precision, 

recall, F1 และ confusion matrix เทคนิคและวิธีท่ีนําเสนอ

เปนการพัฒนาเพ่ือเพ่ิมความสามารถของโครงขาย ใหสามารถ

นําไปพัฒนาควบคูกับระบบการแพทยทางไกล เพ่ือลดภาระงาน

ของแพทยและเพ่ิมการเขาถึงในการรักษา  

 

3) วิธีดําเนินการวิจัย 

งานวิจัยน้ีดําเนินการโดยรวบรวมชุดขอมูลภาพเล็บท่ีผานการ

ตรวจสอบจากชุดขอมูลออนไลนท่ีเผยแพรไวสําหรับนําไปพัฒนา

ปญญาประดิษฐ โดยนํามาปรับแตงภาพดวยการเสริมขอมูล (data 

augmentation) เพ่ือเพ่ิมความหลากหลายของขอมูล จากน้ัน

นํามาฝกอบรมโครงขายทรานสฟอรมเมอร โดยทําปรับเปลี่ยน

พารามิเตอร (fine-tuning) บนชุดขอมูลโรคเล็บ การฝกอบรม

โครงขายไดรับการประเมินดวย accuracy, precision, recall, 

F1 และ confusion matrix พรอมเปรียบเทียบกับโมเดลกอน

หนา การทํางานดังกลาวแสดงไวดังรูปท่ี 1  

 

 
 

รูปที่ 1 : ขั้นตอนการจําแนกและจดจาํโรคเล็บ 
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3.1) ชุดขอมูล (Dataset) 

Nail disease [13] เปนชุดขอมูลท่ีเผยแพรสาธารณะ ถูก

พัฒนาข้ึนสําหรับการศึกษาวิจัยในการจําแนกและจดจําโรคเล็บ 

ประกอบดวยสองชุดยอย ไดแก ชุดเทรนนิง (training set)  

รอยละ 80 และชุดทดสอบรอยละ 20 โดยขอมูลแตละชุดแบง

ออกเปนสามประเภท ไดแก เล็บปกติ (healthy), โรคเช้ือรา 

(onychomycosis) และ โรคสะเก็ดเงิน (psoriasis) ชุดขอมูลน้ี

ไดรับการจัดระเบียบเพ่ือใชในการฝกและทดสอบโมเดลของการ

เรียนรูเชิงลึก โดยสามารถดาวนโหลดไดจาก Kaggle เพ่ือนําไปใช

ในการพัฒนาระบบวินิจฉัยโรคเล็บแบบอัตโนมัติ  

 

 

(ก) เล็บปกติ 

 

(ข) โรคเชื้อรา 

 

(ค) โรคสะเก็ดเงิน 

 

รูปที่ 2 : ชุดขอมูลโรคเล็บ 

 

3.2) โครงขายทรานสฟอรมเมอร (Transformer Network) 

โครงขายทรานสฟอรมเมอร [14] เปนสถาปตยกรรมท่ีใช self-

attention mechanism ถูกออกแบบเพ่ือประมวลผลขอมูลท่ี

เปนลําดับสงผลใหโมเดลสามารถตรวจจับลักษณะเดนของขอมูล 

ภาพไดโดยไมตองอาศัยโครงสรางแบบลําดับเชิงพ้ืนท่ี หรือความ 

สัมพันธระหวางสวนตางๆ ของภาพ มีการทํางานโดยใชโครงขาย

ท่ีแบงภาพออกเปนแพตช ขนาด P×P และแปลงเปนเวกเตอร

ผาน linear projection จากน้ัน positional encoding จะถูก

เพ่ิมเขาไปเพ่ือรักษาขอมูลลําดับของแพตชในกระบวนการ self-

attention ภายใน multi-head self-attention (MHSA) ซึ่งทํา

หนาท่ีรวมองคประกอบของ scaled dot-product attention 

เพ่ือเรียนรูความสัมพันธเชิงลึกของขอมูล ดังสมการท่ี (1)  

Attention(Q, K, V) = softmax �𝑄𝑄𝑄𝑄
𝑇𝑇

�𝑑𝑑𝑥𝑥
�𝑉𝑉 (1) 

เมื่อ K, Q, V คือ เวกเตอร query, key, value ท่ีไดจากการ

แปลงขอมูลผานเมทริกซนํ้าหนัก และ dx คือ มิติของ key เพ่ือ

ปรับสเกลใหเหมาะสม MHSA ซึ่งจะดําเนินการไปพรอมกันดวย 

self-attention เพ่ือนําขอมูลเชิงลึกไปใชหลังจากผานข้ันตอน

ของ feedforward network  และ layer normalization โดย

โมเดลจะรวมคุณลักษณะและสงตอไปยัง โครงขายประสาทเพ่ือ

จําแนกประเภทและจดจํา 

 

3.3) การวัดประสิทธิภาพ 

ประสิทธิภาพของโมเดลสามารถใชการคํานวณดวย accuracy 

เพ่ือประเมินภาพรวมของการฝกอบรม ดังสมการท่ี (2), precision 

เพ่ือคํานวณจากสัดสวนของ true positive (TP) ตอผลรวมของ 

TP และ false positive (FP) ซึ่งใชวัดความแมนยําของโมเดลใน

การทํานายผลลัพธท่ีเปนบวก ดังสมการท่ี (3), recall เปนการ

คํานวณจากสัดสวนของ TP ตอผลรวมของ TP และ false 

negative (FN) ซึ่งใชวัดความสามารถของโมเดลในการดึงขอมูล

ท่ีถูกตอง ดังสมการท่ี (4), F1 ผลทางสถิติท่ีใชวัดความแมนยําของ

โมเดล ซึ่งเปนคาเฉลี่ยนํ้าหนักระหวาง precision และ recall  

ดังสมการท่ี (5) ในขณะท่ี confusion matrix ถูกนํามาอธิบาย

ชุดขอมูลท่ีไมสมดุล  

Accuracy =
TP + TN

TP + FP + FN + TN
 

(2) 

Precision =
TP

TP + FP
 

(3) 

Recall =
TP

TP + FN
 

(4) 

F1 =
2 x Precision x Recall

Precision + Recall
 

(5) 

โดยท่ี TP และ true negative (TN) คือ จํานวนตัวอยางท่ี

จําแนกและจดจําไดถูกตอง FP และ FN คือ จํานวนตัวอยางท่ี

จําแนกและจดจําผิดพลาด  

 

3.4) อุปกรณในการทดลอง  

คอมพิวเตอรท่ีใชในการทดลองดําเนินการบนระบบปฏิบัติการ 

Windows ท่ีติดตั้ง CPU Intel Core i5-12400F LGA 1700 @ 

2.5 GHz พรอมดวย RAM ขนาด 32 GB ท่ีมีความเร็วสัญญาณ

นาฬิกา 5600 MHz และ GPU NVIDIA RTX 4070 ซึ่งมาพรอม 

VRAM ขนาด 12 GB และ CUDA cores จํานวน 5888 หนวย 
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NumPy และ TensorFlow เปนเครื่องมือในการพัฒนาและ

ทดสอบ การกําหนดคาพารามิเตอรสําหรับการเทรนนิง และ

ทดสอบเพ่ือชวยเพ่ิมความเร็วในการประมวลผล ถูกกําหนดไว

เพ่ือความเปนมาตรฐาน ดังสรปุในตารางท่ี 1  

 

ตารางที่ 1 : พารามิเตอรสําหรับการเทรนนิงโมเดล 

พารามิเตอร คาของพารามเิตอร 

ขนาดขอมูล 150×150×3 

อัตราการเรียนรู 10-3, 10-4, 10-5 

รอบของการเทรนนิง 200 

การเพิ่มประสิทธภิาพ Adam 

 

4) ผลการวิจัยและอภิปรายผล 

4.1) ผลการเทรนนิง (Training Results) 

ผลของการเทรนนิง ในรูปท่ี 3 แสดงประสิทธิภาพการเรียนรู

ของโครงขายในขณะท่ีมีการเปลี่ยนแปลงอัตราการเรียนรู 10-3, 

10-4 และ 10-5 ซึ่งผลการเทรนนิง พบวา 10-5 ใหประสิทธิภาพ

การเทรนนิง สูงสุดท่ีรอยละ 99.40 และมีความเสถียรมากท่ีสุด 

ในขณะท่ี 10-4 มีความสมดุลในการเรียนรูโดยมีผลสงูสุดท่ีรอยละ 

98.28 ซึ่งเปนผลเทียบเทา 10-5 และ 10-3 มีผลการเรียนรูท่ีผัน

ผวนโดยมีผลสูงสุดท่ีรอยละ 95.71  

 

 
 

รูปที่ 3 : ประสิทธภิาพการเทรนนิงโมเดล 

 

4.2) ผลการจําแนกและจดจํา 

เมื่อนําโครงขายไปทดสอบ โดยนํา 10-5 ท่ีไดรับการเทรนนิง

สูงสุดไปทดสอบ โดยใชตัวช้ีวัดคา precision, recall และ F1 

ผลการจําแนกโรคเล็บ ไดแก เล็บปกติ, โรคเช้ือรา, และ โรค

สะเก็ดเงิน สรุปผลในตารางท่ี 2 ผลของโรคเช้ือราไดรับผลสูงสุด

ท่ีรอยละ 88.90, 81.60 และ 85.10 ของ precision, recall 

และ F1 สะทอนถึงความสมดุลในการจําแนก อยางไรก็ตาม การ

จําแนกเล็บปกตแิละโรคสะเก็ดเงินมีผลคอนขางนอยเมื่อเทียบกับ

การทดลองชุดอ่ืน ๆ โดยสามารถจําแนกไดเพียงรอยละ 57.90, 

71.00 และ 63.80 ของเล็บปกติ และมีผลท่ีรอยละ 67.80, 

66.30 และ 67.00 ของโรคสะเก็ดเงิน ตามลําดับ 

 

ตารางที่ 2 : ประสิทธิภาพการจําแนกโรคเล็บ 

โรคเล็บ Precision (%) Recall (%) F1 (%) 

เล็บปกติ 57.90 71.00 63.80 

โรคเชื้อรา 88.90 81.60 85.10 

โรคสะเก็ดเงิน 67.80 66.30 67.00 

 

 
 

รูปที่ 4 : Confusion matrix ของการจาํแนกโรคเล็บ 

 

 
 

รูปที่ 5: ผลการจดจาํโรคเล็บ 
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ในรูปท่ี 4 ผลลัพธของ 10-5 เมื่อนํามาทดสอบเพ่ือจําแนก 

โรคเล็บ โดย confusion matrix แสดงผลการจําแนกโรคเลบ็ ผล

สูงสุดท่ีรอยละ 70.97 สําหรับเล็บปกติ, รอยละ 81.63 สําหรับ

โรคเช้ือรา และรอยละ 66.30 สําหรับโรคสะเก็ดเงิน อยางไรก็

ตาม ในการทดสอบยังมีขอผิดพลาดท่ีเกิดจากความสับสนในการ

เรียนรูขอมูล เชน ผลการจําแนกท่ีรอยละ 29.03 ของเล็บปกติ

จําแนกผิดเปนโรคสะเก็ดเงิน หรือผลการจําแนกท่ีรอยละ 17.39 

ของโรคสะเก็ดเงินถูกทํานายผิดเปนเล็บปกติ 

ในรูปท่ี 5 ผลลัพธของ 10-5 เมื่อนํามาทดสอบเพ่ือจดจําโรค

เล็บ สามารถแสดงผลการจดจําไดท้ัง เล็บปกติ, โรคเช้ือรา และ

โรคสะเก็ดเงิน โดยมีความแมนยําสูงในบางภาพ เชน รอยละ 

100 สําหรับเล็บปกต ิและรอยละ 99.84 สําหรับโรคเช้ือราท่ีเล็บ 

อยางไรก็ตาม ในบางกรณีมีคาความแมนยําต่ํา เชน รอยละ 

73.16 สําหรับโรคสะเก็ดเงิน ซึ่งอาจแสดงถึงความผิดพลาดใน

บางกรณี 

 

4.3) การเปรียบเทียบผลการทดลอง 

งานวิจัยน้ีมีวัตถุประสงคเพ่ือประยุกตใชโครงขายทรานส

ฟอรมเมอรสําหรับจําแนกและจดจําโรคเล็บ โดยไดรวบรวมผล

การศึกษาอ่ืน ๆ เพ่ือประเมินประสิทธิภาพของวิธีท่ีเสนอ สรุปผล

ในตารางท่ี 3 

 

ตารางที่ 3 : การเปรียบเทียบประสิทธิภาพการเทรนนิง (training)  

กับการศึกษากอนหนา 

บทความ เทคนิค เทรนนิง (%) 

[4] DA-CapNet 81.00 (recall) 

[10] ResNet101v2 89.00 

[12] Hybrid Capsule CNN 99.40 

[15] Hybrid CNN 80.45 

[16] Hybrid CNN-RF 96.08 

[17] CNN 87.33 

งานวิจัยน้ี เทคนิคที่นําเสนอ 99.40 

 

ในตารางท่ี 3 เปรียบเทียบประสิทธิภาพกับการศึกษากอน

หนา ผลลัพธของเทคนิค DA-CapNet, ResNet101v2, Hybrid 

Capsule CNN, Hybrid CNN, CNN-RF แ ล ะ  CNN มี ผ ลกา ร

ฝกอบรมท่ีได โดยเทคนิคท่ีนําเสนอในงานวิจัยน้ีใช Transformer 

ซึ่งใหผลลัพธดีท่ีสุดท่ีรอยละ 99.40 แสดงใหเห็นวาเทคนิคท่ี

นําเสนอมีประสิทธิภาพดีกวาเมื่อเทียบกับวิธีอ่ืน ๆ  

5) อภิปรายผลการทดลอง 

ผลการทดลองแสดงใหเห็นวาอัตราการเรียนรูแตกตางกัน

สงผลตอประสิทธิภาพของโครงขายท่ีเสนอ ซึ่งผลของ 10-5 ให

ผลลัพธท่ีดีท่ีสุดท่ีรอยละ 99.40 และมีความเสถียรมากท่ีสุด 

แสดงใหเห็นวาอัตราการเรียนรู ท่ีนอยชวยใหโครงขายเรียนรู

คุณลักษณะของขอมูลไดดียิ่งข้ึน เมื่อเทียบกับพารามิเตอรอ่ืนๆ 

ท้ังน้ีเมื่อสังเกต 10-3 มีผลลัพธท่ีผันผวนมากท่ีสุด ซึ่งบงช้ีวาอัตรา

การเรียนรูท่ีสูงเกินไปทําใหการเรียนรูเกิดปญหาการเรียนรูท่ีไมมี

เสถียรภาพ  

เมื่อทดสอบกับชุดขอมูลเพ่ือจําแนกโรคเล็บพบวา อัตราการ

เรียนรู ท่ี 10-5 สามารถจําแนกโรคเช้ือราไดดี ท่ีสุด โดยมีคา 

precision สูงสุดท่ีรอยละ 88.90 มีผล recall สูงสุดท่ีรอยละ 

81.60 และ F1 สูงสุดท่ีรอยละ 85.10 ซึ่งสะทอนถึงความสามารถ

ในการจําแนกท่ีดีเฉพาะในบางกรณี นอกจากน้ี เมื่อทดสอบเพ่ือ

จดจําโรคเล็บ โมเดลสามารถจดจําเล็บปกตไิดอยางแมนยําท่ีรอย

ละ 100 ในทุกตัวอยาง สําหรับโรคเช้ือรามีความแมนยําแตกตาง

กัน ซึ่งมีผลสูงสุดท่ีรอยละ 99.84 และในบางกรณีมีผลลดลงท่ี

รอยละ 75.80 ท้ังน้ี ผลการทดลองเปนไปในแนวทางเดียวกันกับ

โรคสะเก็ดเงินท่ีมีความแมนยําสูงและมีผลลดนอยลงในบางกรณี 

อาจเกิดจากความคลายคลึงกันของลักษณะทางกายภาพของโรค 

สะทอนถึงขอจํากัดของโมเดลในการจําแนกและจดจําโรคบน

สภาพผิวของเล็บ 

แมวาผลลัพธโดยรวมจะแสดงใหเห็นวาโครงขายท่ีเสนอมี

ประสิทธิภาพสูงในการจําแนกและจดจําโรคเล็บ แตยังสามารถ

พัฒนาเพ่ิมเติม โดยเฉพาะการเพ่ิมชุดขอมูลท่ีครอบคลุมตัวอยาง

ท่ีมีลักษณะคลายคลึงกัน หรือการปรับแตงโครงขายใหสามารถ

ดึงลักษณะเฉพาะของโรคใหดียิ่งข้ึน 

 

6) สรุปผลการวิจัย 

งานวิจัยน้ีนําเสนอการประยุกตใชโครงขายทรานสฟอรมเมอร

สําหรับจําแนกและจดจําโรคเล็บ เน่ืองจากขอดีในการเรียนรู

ความสัมพันธเชิงพ้ืนท่ีไดดีและลดการสูญเสียขอมูลท่ีซับซอน 

ฐานขอมูลท่ีใชทดลองประกอบดวยโรคเล็บ ไดแก เล็บปกติ  

โรคเช้ือราท่ีเล็บ และโรคสะเก็ดเงิน โดยโมเดลไดรับการฝกและ

ปรับแตงพารามิเตอรเพ่ือใหมีประสิทธิภาพสูงสุดสําหรับการ 

เทรนนิงและทดสอบ 

ผลการทดลองแสดงใหเห็นวา วิธีท่ีเสนอมีประสิทธิภาพการ

เทรนนิงสูงสุดท่ีรอยละ 99.40 อีกท้ังยังสามารถจําแนกและจดจํา
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โรคเล็บไดอยางแมนยํา ทําใหเหมาะสมสําหรับนําไปพัฒนาระบบ

วินิจฉัยโรคเล็บแบบอัตโนมัติ 

จากผลการทดลองสรุปไดวา โครงขายทรานสฟอรมเมอรเปน

แนวทางท่ีมีประสิทธิภาพสูงในการจําแนกและจดจําโรคเล็บ โดย

ชวยปรับปรุงความแมนยําในการวินิจฉัย ซึ่งสามารถนําไปพัฒนา

ระบบเพ่ือลดภาระงานของแพทยในอนาคต 

 

7) ขอเสนอแนะ 

สําหรับการพัฒนาในอนาคต ควรขยายฐานขอมูลใหครอบคลุม

โรคเล็บท่ีหลากหลายมากข้ึนและเพ่ิมคุณภาพของขอมูลเพ่ือ

ปรับปรุงความแมนยําของโมเดล นอกจากน้ีควรพัฒนาโครงขาย 

ทรานสฟอรมเมอรใหมีประสิทธิภาพสูงข้ึนโดยใชเทคนิคใหม ๆ 

เชน hybrid transformer-CNN หรือ self-supervised learning 

รวมถึงการพัฒนาแอปพลิเคชันสําหรับการใชงานจริงผานสมารต

โฟนและการผสานรวมกับระบบการแพทยทางไกล เพ่ือใหแพทย

และผูปวยสามารถเขาถึงการวินิจฉัยไดดีมากยิ่งข้ึน 
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