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บทคัดยอ่ 
งานวิจัยนี้ได้น าเสนอแบบจ าลองและทดสอบประสิทธิภาพของแบบจ าลองการอนุมัติสินเช่ือในอุตสาหกรรมการเงิน โดยใช้เทคนิค

การวิเคราะห์องค์ประกอบร่วมกับการเรียนรู้ด้วยเครื่อง ทดสอบกับอัลกอริทึม 4 วิธี ได้แก่ นาอีฟเบย์ (Naïve Bayes) ต้นไม้การตัดสินใจ 
(Decision Tree) แรนดอมฟอร์เรส (Random Forest) และซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machine) โดยทดสอบกับ
ชุดข้อมูลการปล่อยกู้จ านวน 441,335 ตัวอย่าง ทดสอบประสิทธิภาพของแบบจ าลองด้วยค่าความถูกต้อง (Accuracy) ค่าความแม่นย า 
(Precision) ค่าความครบถ้วน (Recall) และค่าการวัดประสิทธิภาพโดยรวม (F-Measure) 

จากการทดลองพบว่าแบบจ าลองแรนดอมฟอร์เรส ให้ประสิทธิภาพค่าความถูกต้องดีที่สุดคือร้อยละ 92.90 รองลงมาเป็น ซัพพอร์ต
เวกเตอร์แมชชีน และต้นไม้การตัดสินใจ คือร้อยละ 87.00 และนาอีฟเบย์ คือร้อยละ 83.40 ตามล าดับ ซึ่งพบว่าการลดมิติของข้อมูล
ส่งผลให้ประสิทธิภาพของแบบจ าลองดีขึ้นเนื่องจากตัดคุณลักษณะที่ไม่มีนัยส าคัญทิ้งไป และสามารถแก้ไขปัญหาของแบบจ าลองการ
อนุมัติสินเช่ือแบบเดิมที่พิจารณาจากตัวแปรคุณลักษณะแบบเก่า โดยแบบจ าลองได้พัฒนาประสิทธิภาพให้ดีขึ้นจากการพิจารณาตัว
แปรคุณลักษณะแบบใหม่ ผลของค่าความครบถ้วน (Recall) และค่าการวัดประสิทธิภาพโดยรวม (F-Measure) จากการทดลองพบว่า 
แบบจ าลองแรนดอมฟอร์เรส ให้ประสิทธิภาพดีที่สุด เช่นเดียวกันกับ ค่าความถูกต้อง (Accuracy) คือร้อยละ 99.64 และ 99.35 
ตามล าดับ และค่าความแม่นย า (Precision) มีค่าสูงสุด คือ แบบจ าลองแรนดอมฟอร์เรส และต้นไม้การตัดสินใจ เท่ากันทีร่้อยละ 99.07 

 

ค ำส ำคัญ :  อนุมัติสินเช่ือ  การเรยีนรู้ด้วยเครื่อง  วัดประสิทธิภาพ 
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Abstract 
This research presents a model and tests the performance of a credit approval determination model by using 

principal component analysis with machine learning techniques. Four algorithms: Naïve Bayes, Decision Tree, 
Random Forest, and Support Vector Machine were tested with 441,335 examples of lending data. There are four 
model performance test results: Accuracy, Precision, Recall, and F-Measure. 

From the experiment, it was found that the random forest model provides the best accuracy performance of 
92.90 percent, followed by support vector machine and decision tree is 87.00 percent, and Naïve Bayes is 83.40 
percent, respectively. It was found that reducing the data dimensions resulted in improved model performance by 
eliminating insignificant features and solve the problem of the traditional credit approval model that considers the 
old attribute variables. The model's performance has improved by considering new attribute variables. The results 
of the completeness value (Recall) and the overall performance measurement value (F-Measure) from the 
experiment found that Random forest model provides the best performance as well as accuracy values were 99.64 
and 99.35 percent, respectively, and the highest precision value was 99.07 percent for the random forest model 
and decision trees. 

Keywords: Credit approval, Machine learning, Performance 
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1) บทน า
สถาบันการเงินที่บริการสินเช่ือใช้ข้อมูลที่ลูกค้ามายื่นขอรับ

สินเช่ือและข้อมูลที่ได้จากองค์กรกลางภายนอกมาตัดสินการให้
สินเช่ือหรือการปฏิเสธการขอรับสินเช่ือ มีการเลือกใช้เจ้าหน้าที่
ในการพิจารณาสินเช่ือของลูกค้า โดยสถาบันการเงินในแต่ละ
แห่งต่างมีแบบจ าลองคะแนนเครดิต (credit scoring) ของตนเอง 
[1] ในการพิจารณาอนุมัติวงเงินสินเช่ือให้แก่ลูกค้า ซึ่งพัฒนาขึ้น
มาจากฐานข้อมูลลูกค้าและประสบการณ์ในอดีตของตนเอง ท า
ให้สถาบันการเงินแต่ละแห่งมีความเข้มข้นของเกณฑ์แตกต่างกัน
หากเกณฑ์การพิจารณาเข้มจนเกินไปอาจท าให้สูญเสียโอกาสทาง
ธุรกิจได้ และในทางกลับกันเกณฑ์ที่ประนีประนอมมากไปก็อาจ
ท าให้รับลูกค้ากลุ่มเสี่ยงเข้ามาได้เช่นกัน ด้วยเหตุนี้จึงส่งผลให้เกิด
ปัญหาความล่าช้าของกระบวนการพิจารณาสินเชื่อและการอนุมัติ
ที่ไม่เหมาะสม การพิจารณาที่ไม่สมเหตุสมผลเป็นเหตุให้ลูกค้า
เปลี่ยนไปขอรับสินเช่ือจากสถาบันการเงินที่บริการสินเช่ืออื่น
ดังนั้นสถาบันการเงินที่บริการสินเช่ือจึงต้องการวิธีการพิจารณา
สินเช่ือที่รวดเร็ว และมีประสิทธิภาพในการอนุมัติสินเช่ือ ซึ่งใน
การให้คะแนนเครดิตที่จัดระดับโดยสถาบันจัดอันดับความน่าเช่ือถือ
(credit rating agencies) [2] ถูกวิพากษ์วิจารณ์ว่ามีความล าเอียง
ในการให้คะแนนท าให้เกิดความได้เปรียบเสียเปรียบเชิงการแข่งขัน
ทางการค้าโดยเฉพาะนักลงทุนรายย่อยจึงจ าเป็นต้องได้รับการ
แก้ไข จ าเป็นที่ต้องมีวิธีการให้คะแนนเครดิตขั้นต้นที่จะน าไปสู่
การประเมินเครดิตที่ทันเวลาและมีกระบวนการท างานท่ีโปร่งใส
มีความเป็นกลาง เพื่อลดความเสี่ยงของระบบการเงินในอนาคต

การได้มาซึ่งการพิจารณาสินเช่ือที่มีผลอย่างสมบูรณ์ เพื่อแสดง
ให้เห็นถึงผลที่ดีของการวิเคราะห์เชิงคาดการณ์ (predictive 
analytics) ซึ่งต้องสามารถวิเคราะห์ข้อมูลในปัจจุบันและอดีต 
เพื่อคาดการณ์เกี่ยวกับผลลัพธ์ในอนาคต น่ันคือ การท าความ
สะอาดข้อมูล (clean data) และเลือกข้อมูลมาอย่างระมัดระวัง
ภายใต้การวิเคราะห์ โดยวิธีที่ท าให้โมเดลการคาดการณ์ (predictive 
model) นั้นมีประสิทธิภาพมากขึ้น คือ การใช้เทคนิควิศวกรรม
คุณลักษณะ (feature engineering) เพื่อให้ได้ประโยชน์สูงสุด
จากข้อมูลอย่างลึกซึ้ง อีกทั้งส่งผลให้ได้รับข้อมูลเชิงลึกเพิ่มเติม 
และระบุโมเดลการคาดการณ์ที่เหมาะสมที่สุด ท าให้เทคนิค
วิศวกรรมคุณลักษณะเป็นขั้นตอนที่ส าคัญ โดยเป็นเทคนิคที่ต้อง
ใช้ความรู้เกี่ยวกับกระบวนการ และผลลัพธ์ในการแยกคุณสมบัติ 
(properties) หรือคุณลักษณะ (features) ต่าง ๆ ท่ีท าให้โมเดล

การคาดการณ์ท างานได้ดีขึ้น สู่การได้มาซึ่งโมเดลที่เหมาะสมและ
ประสิทธิภาพที่มีความแม่นย า 

ดังนั้น จึงสามารถกล่าวได้ว่า เทคนิควิศวกรรมคุณลักษณะ 
(feature engineering) เป็นกระบวนการใช้แบบจ าลองความรู้
หลักการเฉพาะปัญหา (domain knowledge) ในการสร้าง
คุณลักษณะใหม่ขึ้นมา และท าการเลือกตัดคุณลักษณะที่ไม่เกี่ยว 
ข้องออกไป เพื่อช่วยท าให้อัลกอริทึมที่ได้มาจากเทคนิคการเรียนรู้
ด้วยเครื่อง (machine learning) เรียนรู้ได้ดียิ่งขึ้น โดยมีวัตถุประสงค์
ของการวิจัย เพื่อทดสอบและเปรียบเทียบประสิทธิภาพของแบบ 
จ าลอง เป็นจ านวน 4 ตัวแบบ ในการพิจารณาการอนุมัติสินเชื่อ
โดยใช้เทคนิคการวิเคราะห์องค์ประกอบร่วมกับแรนดอมฟอร์เรส 

จากความส าคัญที่กล่าวมาข้างต้น ได้มีแนวคิดเพื่อแก้ปัญหา
แบบจ าลองการอนุมัติสินเช่ือแบบเดิมที่พิจารณาจากตัวแปร
คุณลักษณะประชากรแบบเก่า และประวัติในการท าธุรกรรม
เกี่ยวกับสินเช่ือทางการเงินในอดีต ซึ่งพบว่าจะสามารถพัฒนาให้
ดีขึ้นได้ เหตุผลเพราะข้อมูลธุรกรรมการเงินเกี่ยวกับสินเช่ือใน
อดีต เช่น NPL ratio และข้อมูลการผ่อนช าระหนี้แบบเดิมของ
ลูกหนี้ อาจไม่สะท้อนให้เห็นถึงคุณภาพของสินเช่ือที่แท้จริง 
เนื่องจากไม่ได้พิจารณาปัจจัยสภาพแวดล้อมความเสี่ยงทางการ 
เงินที่ครบถ้วน ดังนั้น จึงเกิดแนวคิดในการพัฒนาตัวช้ีวัดใหม่ที่
พิจารณาจากความเสี่ยง บริบทโดยรวมของข้อมูลทางการเงิน
ทั้งหมดโดยประยุกต์ใช้กฎพิจารณาความเสี่ยงลูกหนี้ของธนาคาร
แห่งประเทศไทย เพื่อน ามาใช้ร่วมกับตัวช้ีวัดเดิม โดยพิจารณา
รายละเอียดและอัตราการผิดช าระหนี้ (default rate) เข้าร่วม
ด้วย จึงเป็นเหตุผลให้แสวงหาค าตอบโดยพัฒนา Credit Scoring 
Model แบบใหม่ ในการพิจารณาการอนุมัติสินเช่ือโดยใช้เทคนิค
วิศวกรรมคุณลักษณะร่วมกับเทคนิคการเรียนรู้ด้วยเครื่อง เพื่อใช้
ในการพยากรณ์คุณภาพของสินเช่ือ โดยใช้ตัวช้ีวัดใหม่ที่พัฒนา 
ขึ้นมานี้ร่วมด้วย ซึ่งแบบจ าลองดังกล่าวสามารถแยกแยะคุณภาพ
ลูกหนี้ดี - เสีย ออกจากกันได้ค่อนข้างดีกว่าวิธีการดั้งเดิม โดยใช้
งานร่วมกับอัลกอริทึมการเรียนรู้ของเครื่องในการพยากรณ์ เพื่อ
จัดการความเสี่ยงที่จะเกิดเหตุการณ์การผิดนัดช าระหนี้ขึ้น และ
เพื่อใช้ประกอบการตัดสินใจในการด าเนินนโยบายและก ากับดูแล
การปล่อยสินเช่ือให้กับผู้กู้รายย่อย 
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2) ทบทวนวรรณกรรม 
2.1) เทคนิคการวิเคราะห์หาองค์ประกอบหลัก (Principle 
Component Analysis: PCA) 

PCA เป็นวิธีทางสถิติที่วิเคราะห์หาองค์ประกอบหลักของ
ข้อมูลภายใต้เงื่อนไขค่าความแปรปรวน (variance) สูงสุด [3] ดัง
สมการ (1) 

Y = PX        (1) 
ค าอธิบายสมการ เป็นกระบวนการแปลงข้อมูล X บนเมทริกซ์ 

การแปลง P เพื่อเป็นข้อมูลเชิงเส้น และ Y แสดงความสัมพันธ์ 
เนื่องจากวิธี PCA เป็นวิธีที่พิจารณาความสัมพันธ์ร่วมกันของ

ข้อมูล X หรือข้อมูลเพียงชุดเดียว หากมีชุดข้อมูลที่มากกว่าสอง
ชุดขึ้นไป ข้อมูลเหล่านั้นจะถูกหลอมรวมก่อนในขั้นตอนแรกดัง
รูปที่ 1  

 

 
 

รูปที่ 1 : ขั้นตอนของชุดข้อมูลที่ถูกหลอมรวม [3] 
 

จากนั้นข้อมูลจะหาความสัมพันธ์ร่วม Covariance และค านวณ 
หาองค์ประกอบหลักด้วย Eigen vector และ Eigen Value ที่
สัมพันธ์กัน ส าหรับการลดมิติข้อมูลด้วยวิธี PCA จะด าเนินการ
ด้วยการจัดเรียงค่า Eigen จากมากไปหาน้อยหรือเรียกว่า diagonal 
ของค่า Eigen จากนั้นจะเลือกจ านวนขององค์ประกอบหลัก
จ านวน d ตัวเพื่อลดมิติลง การเลือกจ านวนขององค์ประกอบ
ส่วนใหญ่จะเลือกจากค่าความเช่ือมั่นหรือค่าสะสมของ Eigen 
เมื่อได้จ านวนองค์ประกอบท่ี จะน าค่า Eigen Vector เพื่อใช้เป็น
ค่า weight ส าหรับการลดมิติข้อมูลก่อนเข้ากระบวนการประมวล 
ผลต่อไป 
 
2.2) แรนดอมฟอร์เรส (Random Forest) 

Random Forest คือ อัลกอริทึมการเรียนรู้ของเครื่องที่ชนิด
หนึ่งที่ใช้การสุ่มคุณลักษณะ เพื่อเพ่ิมความหลายหลายของโมเดล 
โดยใช้โมเดลจาก Decision Tree หลาย ๆ โมเดลย่อย ๆ โดย 
แต่ละโมเดลจะได้รับชุดข้อมูลทดสอบที่ไม่เหมือนกันซึ่งเป็นชุด
ข้อมูลย่อย ของชุดข้อมูลทั้งหมด เมื่อท าการพยากรณ์ก็ให้แต่ละ 
Decision Tree ท าการพยากรณ์แยกเป็นคนละชุดไม่เกี่ยวข้องกัน 

และค านวณผลการพยากรณ์โดยใช้ Vote Output ที่ถูกเลือกโดย 
Decision Tree มากที่สุด (กรณี Classification) หรือหาค่า mean 
จาก Output ของแต่ละ Decision Tree (กรณี Regression) [4] 

Random Forest เป็นขั้นตอนวิธีพัฒนาต่อยอดมาจาก 
Decision Tree ต่างกันที่ Random Forest เป็นการเพิ่มจ านวน
ต้นไม้ (tree) เป็นหลาย ๆ ต้น ท าให้ประสิทธิภาพการท างานและ
พยากรณ์สูงขึ้น Random Forest มีหลักการท างาน คือ จะแบ่ง
ข้อมูลออกเป็นต้นไม้ตัดสินใจ (decision tree) หลาย ๆ ต้น โดย
แต่ละต้นจะได้รับคุณลักษณะ (feature) และข้อมูล (data) ที่ไม่
เหมือนกันทั้งหมด เพื่อท าให้ได้ต้นไม้ที่มีความหลากหลายและมี
ความอิสระต่อกันมากขึ้น [5] ดังรูปที่ 2 

 

 
 

รูปที่ 2 : หลักการท างานของ Random Forest [6] 

 
Random Forest เป็นการเรียนรู้อีกแบบหนึ่งในกลุ่ม Ensemble 

Learning ที่จะน าโมเดล Decision Tree หลาย ๆ อันมาใช้
ร่วมกัน ซึ่งก็เปรียบได้กับต้นไม้หลาย ๆ ต้น เมื่อรวมกันก็จะ
กลายเป็นป่า (forest) นั่นเอง  

ดังนั้น Random Forest จึงสามารถท านายผลได้ทั้งแบบ 
Classification และ Regression เช่นเดียวกับ Decision Tree 
ซึ่งโดยทั่วไปแล้ว Random Forest มักจะมีความแม่นย ามากกวา่ 
Decision Tree [6] 

หลักการท างานของ Random Forest มีแนวทางดังนี้ [6] 
1) เนื่องจาก Random Forest ใช้วิธีแบบ Bagging ดังนั้น 

ข้อมูลตัวอย่างที่น ามา Train Model จึงถูกแบ่งออกเป็นกลุ่ม ๆ 
ย่อย โดยใช้หลักการแบบ Sampling with Replacement ตาม
จ านวนการเรียนรู้ที่เราก าหนด 

2) ข้อมูลแต่ละชุดจะถูกน าไป Train Model ตามหลักการ
ของ Decision Tree 
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3) ผลลัพธ์จากแต่ละโมเดลจะถูกด าเนินการดังนี้
- หากเป็นการท านายแบบ Classification ก็จะท านายผล

โดยวิธีการโหวต 
- หากเป็นการท านายผลแบบ Regression ก็จะท านายผล

โดยวิธีการหาค่าเฉลี่ย 
เนื่องจาก Random Forest จะด าเนินการบนพื้นฐานของ 

Decision Tree ซึ่งข้อก าหนดต่าง ๆ จะเป็นไปตามหลักการของ
โมเดล 

2.3) ทฤษฎีการนอร์มัลไลเซชัน (Normalization) 
การท า Normalization หมายถึง การท าให้ข้อมูลเป็นค่า

มาตรฐาน เป็นเทคนิค Feature Scaling ที่จะน าข้อมูลแต่ละ 
Feature อยู่ในย่านจ านวนจริงที่ Machine Learning อ่านได้
ง่ายขึ้น [7] 

การปรับ scale ของข้อมูล ข้อมูลที่จะน ามา Train Model 
นั้น หากบางคอลัมน์มีค่าแตกต่างจากคอลัมน์อื่น ๆ มากเกินไป 
อาจท าให้คอลัมน์นั้นมีน้ าหนักมากกว่า หรือไม่สมดุลกับข้อมูล 
ในคอลัมน์อื่น ๆ ซึ่งอาจส่งผลต่อการท านาย และเกิดความ
คลาดเคลื่อนได้ [6] 

วิธี StandardScaler จะค านวณโดยใช้สมการ (2) [6] 

Z = 
X - U

S
(2) 

ค าอธิบายสมการ 
Z คือ ค่าใหม่หลังการปรับสเกล 
X คือ ค่าเดิม หรือข้อมูลตัวอย่างแต่ละค่า 
U คือ ค่าเฉลี่ยของข้อมูลในคอลัมน์นั้น 
S คือ ส่วนเบี่ยงเบนมาตรฐานของข้อมูลในคอลัมน์นั้น 

2.4) ตัววัดประสิทธิภาพ 
2.4.1) ค่าความถูกต้อง (Accuracy) หรือ Accuracy Score [8] 

เป็นการวัดความถูกต้องของโมเดล โดยค านวณรวมทุกค าตอบ 
สูตรในการค านวณ คือ  

Accuracy = 
True Positives + True Negatives

Total Number of Examples
(3) 

Accuracy = 
TP + TN

TP + TN + FP + FN
(4) 

2.4.2) ค่าความแม่นย า (Precision) [8] เป็นการค านวณค่า 
Precision ของโมเดล โดยค านวณแยกทีละค าตอบ  

ค่า Precision วัดประสิทธิภาพของโมเดล ที่สนใจผลการ
ท านายแบบ FP (False Positive) ผลที่ได้เป็นเปอร์เซ็นต์ (%) 
สูตรในการค านวณ คือ 

Precision = 
True Positives

True Positives + False Positives
(5) 

Precision = 
TP

TP + FP
2.4.3) ค่าความครบถ้วน หรือค่าความระลึก (Recall) [8] เป็น

การค านวณค่า Recall ของโมเดลโดยค านวณแยกทีละค าตอบ  
ค่า Recall วัดประสิทธิภาพของโมเดล ที่สนใจผลการท านาย

แบบ FN (False Negative) ผลที่ได้เป็นเปอร์เซ็นต์ (%) สูตรใน
การค านวณคือ 

Recall = 
True Positives

True Positives + False Negatives
 (6) 

Recall = 
TP

TP + FN
2.4.4) ค่าการวัดประสิทธิภาพโดยรวม (F-Measure) [8] เป็น

การค านวณค่าเฉลี่ยฮาร์โมนิก (Harmonic Mean) ของ Precision 
และ Recall โดยค านวณแยกทีละลาเบลค าตอบ  

ค่า F1-score ประสิทธิภาพของโมเดล ที่ไม่สนใจผลการ
ท านายแบบ FN (False Negative) หรือ FP (False Positive) 
เป็นหลัก ผลที่ได้เป็นเปอร์เซ็นต์ (%) สูตรในการค านวณคือ 

F1 = 2 X 
Precision X Recall

Precision + Recall
  (7) 

ค าอธิบายสมการ 
True Positive (TP) คือ จ านวนข้อมูลที่พยากรณ์ถูกว่าเป็น

คลาส ซึ่งก าลังพิจารณา 
True Negative (TN) คือ จ านวนข้อมูลที่พยากรณ์ถูกว่าเป็น

คลาส ซึ่งไม่ได้พิจารณา 
False Positive (FP) คือ จ านวนข้อมูลที่พยากรณ์ผิดมาเป็น

คลาส ซึ่งก าลังพิจารณา 
False Negative (FN) คือ จ านวนข้อมูลที่พยากรณ์ผิดมาเป็น

คลาส ซึ่งไม่ได้พิจารณา 

3) วิธีด าเนินการวิจัย
3.1) ประชากรและกลุ่มตัวอย่าง 

กลุ่มข้อมูลเครดิตของพลเมืองประเทศสหรัฐอเมริกา (United 
Stated Credit) จ านวนกลุ่มตัวอย่าง 441,335 ตัวอย่าง [9] ซึ่งมี
ข้อมูลทั้งหมด 151 คุณลักษณะ (attributes) ประกอบด้วย 
ตัวแปรต้น 150 คุณลักษณะ และตัวแปรตาม 1 คุณลักษณะ คือ 
สถานะปัจจุบันของหนี้ (loan_status) 
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3.2) กรอบงานวิจัย 

รูปที่ 3 : กรอบงานวิจยั 

3.3) เครื่องมือท่ีใช้ในการวิจัย/รวบรวมข้อมูล 
กระบวนการสุ่มตัวอย่าง (Sampling) แบ่งข้อมูลออกเป็น 2 

ส่วน เพื่อใช้ทดสอบประสิทธิภาพโมเดล คือ  
1) ข้อมูลฝึกสอน (Training Data) ที่ 70% ของข้อมูลทั้งหมด

คือ กลุ่มตัวอย่าง 308,935 ตัวอย่าง 
2) ข้อมูลทดสอบ (Testing Data) ที่ 30% ของข้อมูลทั้งหมด

คือ กลุ่มตัวอย่าง 132,400 ตัวอย่าง 

3.4) การวิเคราะห์ข้อมูล 
3.4.1) กระบวนการจัดเตรียมข้อมูลกลุ่มตัวอย่าง ส าหรับการ

ประมวลผลด้วยวิธีการท าความสะอาดข้อมูล (Cleansing Data) 
คือ 

1) การคัดกรองข้อมูลกลุ่มตัวอย่างที่มีคุณลักษณะ (Attributes)
ของคุณภาพข้อมูลต่ าออก 

2) แทนท่ีข้อมูลที่เป็นค่าว่าง (Missing)
3) ลดมิติ (Dimension) ของข้อมูลขนาดใหญ่ด้วยวิธี การ

วิเคราะห์หาองค์ประกอบหลัก (Principal Component Analysis 
(PCA)) [3] 

4) ลดความซ้ าซ้อนของข้อมูลด้วยกระบวนการ Normalization

3.4.2) กระบวนการของเทคนิควิศวกรรมคุณลักษณะ (Feature 
Engineering) [10] 

1) ใช้เทคนิค Handling Outliers หรือ ค่าที่ผิดปกติ โดย
จัดการแทนที่ข้อมูลที่มีค่าผิดปกติในข้อมูลที่มีค่าสูง หรือต่ ากว่า
ข้อมูลส่วนใหญ่ในชุดข้อมูลอย่างมาก ซึ่งการจัดการกับ Outlier 
จะพิจารณาจาก Standard Deviation และ Percentile [11] 

2) ใช้เทคนิค One-Hot Encoding เป็นการเข้ารหัสข้อมูล
แบบหน่ึง โดยใช้วิธีแปลงข้อมูลที่ขาดหายไป 

3.4.3) กระบวนการสกดัคุณลักษณะ (Feature Extraction) [10] 
1) ใช้กระบวนการสกัดคุณลักษณะ ด้วยการเลือกเฉพาะ

คุณลักษณะที่ส าคัญ (Selection) เพื่อให้มีมิติของข้อมูลลดลง 
จากคุณลักษณะทั้งหมด 151 คุณลักษณะ เหลือ 16 คุณลักษณะ 
โดยแบ่งออกเป็น 

2) ตัวแปรต้นที่น าไปใช้งานได้ จ านวน 15 คุณลักษณะ
(Attributes) คือ (1) issue_d (2) term (3) grade (4) sub_grade 
(5) emp_length (6)  home_ownership (7)  verification_
status (8) purpose (9) initial_list_status (10) last_pymnt
_d (11) last_credit_pull_d (12) pc_1 (13) pc_2 (14) pc_3
(15) pc_4 มีรายละเอียดคุณลักษณะ (Attributes) ดังแสดงใน
ตารางที่ 1 ดังนี้

ตารางที่ 1 : รายละเอียดคุณลักษณะ (Attributes) ที่น ามาวิเคราะห์ข้อมูล 

ข้อมูล ค าอธิบายข้อมูล 

(1) issue_d เดือนที่กู้เงิน 

(2) term จ านวนการช าระเงินกู้ ค่าเป็นเดือน และ
อาจเป็น 36 หรือ 60 ก็ได้ 

(3) grade LC ก าหนดเกรดสินเชื่อ (LC/Letter of 
Credit คือ สินเชื่อเพื่อเปิด) 

(4) sub_grade LC ก าหนดลดเกรดเงินกู้ (LC/Letter of 
Credit คือ สินเชื่อเพื่อเปิด) 

(5) empLength อายุงานเป็นปี ค่าที่เป็นไปได้อยู่ระหว่าง 0 
ถึง 10 โดยที่ 0 หมายถึงน้อยกว่าหนึ่งปี 
และ 10 หมายถึง 10 ปีขึ้นไป 

(6) home_ownership สถานะเจ้าของบ้านที่ผู้กู้ระบุระหว่างการ
ลงทะเบียน ค่านิยมของเราคือ: เช่า , เป็น
เจ้าของ, จ านอง, อื่นๆ 

(7) verification_status ระบุว่ารายได้ได้รับการยืนยันโดย LC หรือ 
ไม่ได้รับการยืนยัน หรือแหล่งที่มาของราย 
ได้ได้รับการยืนยันหรือไม่ (LC/Letter of 
Credit คือ สินเชื่อเพื่อเปิด) 
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ตารางที่ 2 : รายละเอียดคุณลักษณะ (Attributes) ที่น ามาวิเคราะห์ข้อมูล (ต่อ) 

ข้อมูล ค าอธิบายข้อมูล 

(8) purpose หมวดหมู่ที่ผู้กู้จัดเตรียมไว้ส าหรับการขอ
สินเชื่อ 

(9) initial_list_status สถานะรายการเริ่มต้นของเงินกู้  ค่าที่
เป็นไปได้คือ – W, F 

(10) last_pymnt_d ได้รับการช าระเงินเดือนล่าสุด 

(11) last_credit_pull_d เดือนล่าสุด ที่ LC ดึงเครดิตส าหรับเงินกู้นี้ 
(LC/Letter of Credit คือ สินเชื่อเพื่อเปิด) 

(12) open_acc_6m จ านวนการซ้ือขายที่เปิดในช่วง 6 เดือนที่
ผ่านมา 

(13) open_il_12m จ านวนบัญชีผ่อนช าระที่เปิดใน 12 เดือน
ที่ผ่านมา 

(14) open_il_24m จ านวนบัญชีผ่อนช าระที่เปิดใน 24 เดือน
ย้อนหลัง 

(15) open_act_il จ านวนการซ้ือขายแบบผ่อนช าระที่ใช้งาน
อยู่ในปัจจุบัน 

ตัวแปรตาม 1 คุณลักษณะ (attributes) คือ สถานะปัจจุบัน
ของหนี้ (loan_status) ประกอบด้วย  

1. สถานะช าระหนี้ปกติ (current)
2. สถานะช าระหนี้เต็มจ านวน (fully paid)
3. สถานะปิดการเรียกเก็บเงิน (charged off)

4) ผลการวิจัยและอภิปรายผล
กระบวนการพัฒนาแบบจ าลอง ได้ผลการวิจัยจากการประเมิน

ผลลัพธ์การท านาย (Confusion Matrix) ขนาด 3×3 แสดงจ านวน
ที่พยากรณ์สถานะปัจจุบันของหนี้ (loan_status) ของแบบจ าลอง
จาก 4 เทคนิค ดังนี ้

ตารางที่ 2 : การประเมินผลลัพธ์การท านาย (Confusion Matrix) แสดง
จ านวนที่พยากรณ์ของตัวแบบจ าลองนาอีฟเบย์ (Naïve Bayes) 

true 
Fully Paid 

true 
Charged Off 

true 
Current 

class precision 

pred. Fully Paid 51872 11702 8445 72.03% 

pred. Charged Off 0 0 0 0.00% 

pred. Current 805 453 55620 97.79% 

class recall 98.47% 0.00% 86.82% 

จากตารางที่ 2 จะเห็นว่า โมเดลได้พยากรณ์ ค่าความครบถ้วน 
(Recall) สถานะปัจจุบันของหนี้ มากที่สุดคือ สถานะช าระหนี้

เต็มจ านวน (Fully Paid) คิดเป็น 98.47% รองลงมาคือ สถานะ
ช าระหนี้ปกติ (Current) คิดเป็น 86.82% 

และ โมเดลได้พยากรณ์ ค่าความแม่นย า (Precision) สถานะ 
ปัจจุบันของหนี้ มากที่สุดคือ สถานะช าระหนี้ปกติ (Current) คิด
เป็น 97.79% รองลงมาคือ สถานะช าระหนี้เต็มจ านวน (Fully 
Paid) คิดเป็น 72.03% 

ตารางที่ 3 : การประเมินผลลัพธ์การท านาย (Confusion Matrix) แสดง
จ านวนที่พยากรณ์ของตัวแบบจ าลองต้นไม้การตัดสินใจ (Decision Tree) 

true 
Fully Paid 

true 
Charged Off 

true 
Current 

class 
precision 

pred. Fully Paid 28688 3427 4847 77.61% 

pred. Charged Off 223 3270 473 82.45% 

pred. Current 215 69 30217 99.07% 

class recall 98.50% 48.33% 85.03% 

ตารางที่ 3 จะเห็นว่า โมเดลได้พยากรณ์ ค่าความครบถ้วน 
(recall) สถานะปัจจุบันของหนี้ มากที่สุดคือ สถานะช าระหนี้เตม็
จ านวน (fully paid) คิดเป็น 98.50% รองลงมาคือ สถานะช าระ
หนี้ปกติ (current) คิดเป็น 85.03%  

และ โมเดลได้พยากรณ์ ค่าความแม่นย า (precision) สถานะ 
ปัจจุบันของหนี้ มากที่สุดคือ สถานะช าระหนี้ปกติ (current) คิด
เป็น 99.07% รองลงมาคือ สถานะปิดการเรียกเก็บเงิน (charged 
off) คิดเป็น 82.45% 

ตารางที่ 4 : การประเมินผลลัพธ์การท านาย (Confusion Matrix) แสดง
จ านวนที่พยากรณ์ของตัวแบบจ าลองแรนดอมฟอร์เรส (Random Forest) 

true 
Fully Paid 

true 
Charged Off 

true 
Current 

class 
precision 

pred. Fully Paid 7240 502 620 86.58% 

pred. Charged Off 5 1068 5 99.07% 

pred. Current 21 110 8287 98.44% 

class recall 99.64% 63.57% 92.99% 

ตารางที่ 4 จะเห็นว่า โมเดลได้พยากรณ์ ค่าความครบถ้วน 
(Recall) สถานะปัจจุบันของหนี้ มากที่สุดคือ สถานะช าระหนี้
เต็มจ านวน (Fully Paid) คิดเป็น 99.64% รองลงมาคือ สถานะ
ช าระหนี้ปกติ (Current) คิดเป็น 92.99%  

และ โมเดลได้พยากรณ์ ค่าความแม่นย า (Precision) สถานะ 
ปัจจุบันของหนี้ มากที่สุดคือ สถานะปิดการเรียกเก็บเงิน (Charged 
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Off) คิดเป็น 99.07% รองลงมาคือ สถานะช าระหนี้ปกติ (Current) 
คิดเป็น 98.44%  

ตารางที่ 5 จะเห็นว่า โมเดลได้พยากรณ์ ค่าความครบถ้วน 
(Recall) สถานะปัจจุบันของหนี้ มากที่สุดคือ สถานะช าระหนี้
เต็มจ านวน (Fully Paid) คิดเป็น 95.28% รองลงมาคือ สถานะ
ช าระหนี้ปกติ (Current) คิดเป็น 88.83%  

และโมเดลได้พยากรณ์ ค่าความแม่นย า (Precision) สถานะ 
ปัจจุบันของหนี้ มากที่สุดคือ สถานะช าระหนี้ปกติ (Current) คิด
เป็น 93.04% รองลงมาคือ สถานะช าระหนี้เต็มจ านวน (Fully 
Paid) คิดเป็น 83.23% 

ตารางที่ 6 จะเห็นว่า ค่าความถูกต้อง (Accuracy) สูงที่สุดคือ 
Random Forest ที่ 92.9% และเกิดข้อผิดพลาดในการจ าแนก
ประเภท (Classification Error) สูงที่สุดคือ Naïve Bayes ที่ 16.6% 

 
ตารางที่ 5 : การประเมินผลลัพธ์การท านาย (Confusion Matrix) แสดง
จ านวนที่พยากรณ์ของตัวแบบจ าลองซัพพอร์ตเวกเตอร์แมชชีน (Support 

Vector Machine) 

 true  
Fully Paid 

true  
Charged Off 

true  
Current 

class precision 

pred. Fully Paid 1677 107 231 83.23% 

pred. Charged Off 74 165 6 67.35% 

pred. Current 9 132 1884 93.04% 

class recall 95.28% 40.84% 88.83%  

 
ตารางที่ 6 : ประสิทธิภาพของตัวแบบจ าลอง 

Model 
Accuracy 

Value 
Classification 

Error 
Standard 
Deviation 

Naïve Bayes 83.4% 16.6%  0.3% 

Decision tree 87.0% 13.0%  0.1% 

Random Forest 92.9% 7.1%%  0.1% 

Support Vector Machine 87.0% 13.0%  0.6% 

 
ตารางที่ 7 : การเปรียบเทียบค่าตวัวัดประสิทธิภาพที่ได้จากการพยากรณ์

ของตัวแบบจ าลอง จ านวน 4 ค่า 

Model Accuracy Precision Recall F-Measure 

Naïve Bayes 83.4% 97.79% 98.47% 98.13% 

Decision tree 87.0% 99.07% 98.50% 98.78% 

Random Forest 92.9% 99.07% 99.64% 99.35% 

Support Vector Machine 87.0% 93.04% 95.28% 94.15% 

 

ตารางที่ 7 พบว่า ตัวแบบจ าลอง Random Forest มีค่าความ
ถูกต้อง (Accuracy) ค่าความครบถ้วน หรือ ค่าความระลึก (Recall) 
ค่าความแม่นย า (Precision) และค่าการวัดประสทิธิภาพโดยรวม 
(F-Measure) สูงที่สุด คือ 92.9%, 99.07%, 99.64%, 99.35% 
ตามล าดับ 

ตัวแบบจ าลอง Decision tree มีค่าความแม่นย า (Precision) 
สูงที่สุด คือ 99.07% เช่นกันกับ ตัวแบบจ าลอง Random Forest 
ที่มีค่าสูงทีสุ่ดได้เท่ากัน 

 
ตารางที่ 8 : การเปรียบเทียบเวลาที่ใช้ในการประมวลผลตัวแบบจ าลอง 

Model 
Training Time  
(1,000 Rows) 

Total Time 

Naïve Bayes 0.002 วินาท ี 26 วินาท ี

Decision tree 0.004 วินาท ี 20 วินาท ี

Random Forest 0.046 วินาท ี 1 นาที 39 วินาท ี

Support Vector Machine 0.792 วินาท ี 4 นาที 8 วินาท ี

 

ผลจากตารางที่ 7 ได้พบว่า ตัวแบบจ าลอง Random Forest 
มีค่าความถูกต้อง (Accuracy) สูงที่สุด แต่ส าหรับเวลาที่ใช้ในการ
ประมวลผลตัวแบบจ าลองนั้นไม่ได้ใช้น้อยหรือมากที่สุด ซึ่งใน
ตารางที่ 8 นั้น พบว่า แบบจ าลองที่ใช้เวลาน้อยที่สุด คือ ตัว
แบบจ าลอง Decision tree ใช้เวลา 20 วินาที และแบบจ าลองที่
ใช้เวลามากที่สุด คือ ตัวแบบจ าลอง Support Vector Machine 
ใช้เวลา 4 นาที 8 วินาที  

 
ตารางที่ 9 : การเปรียบเทียบค่าความนา่จะเป็นเกี่ยวกบัสถานะปัจจุบันของ

หนี้จากการจ าแนกข้อมูลของแบบจ าลอง 

สถานะของหนี ้
แบบจ าลอง 

ช าระหนี ้
ปกต ิ

ช าระหนี ้
เต็มจ านวน 

ปิดการ 
เรียกเก็บเงิน 

Naïve Bayes 98.47% 0.00% 86.82% 

Decision Tree 98.50% 48.33% 85.03% 

Random Forest 99.64% 63.57% 92.99% 

Support Vector Machine 95.28% 40.84% 88.83% 

 

จากตารางที ่9 พบว่า แบบจ าลอง Random Forest มีความ
น่าจะเป็นเกี่ยวกับสถานะปัจจุบันของหนี้ โดย ลูกหนี้สถานะช าระ
หนี้ปกติ คือ 99.64% คิดเป็น 439,746 ตัวอย่าง ลูกหนี้สถานะ
ช าระหนี้เต็มจ านวน คือ 63.57% คิดเป็น 280,557 ตัวอย่าง และ
ลูกหนี้สถานะปิดการเรียกเก็บเงิน คือ 92.99% คิดเป็น 410,397 
ตัวอย่าง จากจ านวนกลุ่มตัวอย่างท้ังหมด 441,335 ตัวอย่าง 
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เมื่อได้เปรียบเทียบกับผลการทดลองจากงานวิจัยผู้อื่นที่
เกี่ยวข้องได้ผล ดังนี้  

จากงานวิจัยระบบการพิจารณาอนุมัติเงินกู้สวัสดิการพนักงาน
อัตโนมัติด้วยเทคนิควิธีการเรียนรู้ด้วยเครื่อง [12] มีการศึกษา
เทคนิค 4 เทคนิค คือ Naïve Bayes, K-Nearest Neighbors, 
Support Vector Machine และ Random Forest เพื่อพัฒนา
และเปรียบเทียบแบบจ าลอง ผลการวิจัยพบว่า เทคนิค Random 
Forest ให้ความแม่นย า (Precision) สูงสุดที่ 99.56% ซึ่งผลของ
งานวิจัยท่ีได้นั้นสอดคล้องกับงานวิจัยช้ินนี้ 

Chitambira [13] ได้ศึกษา 6 เทคนิค คือ Decision Tree, 
Artificial Neural Network, Logistic Regression, Support Vector 
Machine, Random Forest และ K-Nearest Neighbors เพื่อ
พัฒนาและเปรียบเทียบแบบจ าลอง ผลการวิจัยพบว่า เทคนิค 
Logistic Regression ให้ความแม่นย าสูงสุดที่ 81.50% รองลงมา
คือ เทคนิค Random Forest ให้ความแม่นย า (Precision) ที่ 
81.30% ซึ่งผลของงานวิจัยท่ีได้นั้นสอดคล้องกับงานวิจัยช้ินนี้ 

ในงานวิจัยการพัฒนาแบบจ าลองการพิจารณาให้คะแนน
สินเช่ือโดยใช้เทคนิคเหมืองข้อมูลของ Muangthanang et al. 
[14] ศึกษาอยู่ 5 วิธี คือ ต้นไม้การตัดสินใจ การจ าแนกกลุ่ม
นาอีฟเบย์ โครงข่ายประสาท การถดถอยแบบโลจิสติก และ
ซัพพอร์ตเวกเตอร์แมชชีน เพื่อทดสอบประสิทธิภาพของแบบ
จ าลอง ผลการวิจัยพบว่า ค่าความแม่นย า ของแบบจ าลองที่ดี
ที่สุดคือ โครงข่ายประสาทเทียม ท่ี 90.14% และ 90.08% จาก
ชุดข้อมูล 2 กลุ่มข้อมูล ซึ่งผลของงานวิจัยที่ได้นั้นไม่สอดคล้อง
กับงานวิจัยช้ินนี้

Bai et al. [15] ได้ศึกษาเทคนิค 4 เทคนิค คือ Naïve Bayes, 
Decision tree, Logistic regression แ ล ะ  Support Vector 
Machine เพื่อเปรียบเทียบความแม่นย าในการจ าแนกประเภท 
ได้ผล Naïve Bayes และ Decision tree นั้น มีความแม่นย า 
(Precision) สูงกว่า Logistic regression และ Support Vector 
Machine เป็นจ านวนร้อยละ 40 และเพื่อเปรียบเทียบค่า 
Precision – Recall ในการจ าแนกประเภท ได้ผล Naïve Bayes 
และ Decision tree มีค่าที่ดีกว่า  40% เ ช่นกัน ซึ่ งผลของ
งานวิจัยท่ีได้นั้นสอดคล้องกับงานวิจัยช้ินนี้ 

5) สรุปผล
งานวิจัยนี้ได้น าเสนอแบบจ าลองและทดสอบประสิทธิภาพ

ของแบบจ าลองการอนุมัติสินเช่ือโดยใช้เทคนิคการวิเคราะห์

องค์ประกอบร่วมกับการเรียนรู้ด้วยเครื่อง ทดสอบกับอัลกอริทึม 
4 วิธี ได้แก่ นาอีฟเบย์ (Naïve Bayes) ต้นไม้การตัดสินใจ (Decision 
Tree) แรนดอมฟอร์เรส (Random Forest) และ ซัพพอร์ตเวกเตอร์
แมชชีน (Support Vector Machine) โดยทดสอบกับชุดข้อมูล
การปล่อยกู้จ านวน 441,335 ตัวอย่างผลการทดสอบประสิทธิภาพ
ของแบบจ าลองจากค่าความถูกต้อง (Accuracy) จากการทดลอง
พบว่าแบบจ าลองแรนดอมฟอร์เรส ให้ประสิทธิภาพดีที่สุดคือ 
ร้อยละ 92.90 รองลงมาเป็นแบบจ าลองซัพพอร์ตเวกเตอร์แมชชีน 
และต้นไม้การตัดสินใจ ร้อยละ 87.00 และสุดท้ายนาอีฟเบย์ 
ร้อยละ 83.40 ตามล าดับ และจากการทดลองพบว่าการลดมิติ
ของข้อมูลส่งผลให้ประสิทธิภาพของแบบจ าลองดีขึ้นเนื่องจากตัด
คุณลักษณะที่ไม่มีนัยส าคัญทิ้งไป  

แบบจ าลองได้พยากรณค์วามน่าจะเป็นเกี่ยวกับสถานะปัจจุบัน
ของหนี้จากกลุ่มตัวอย่างที่ดีที่สุด คือ ลูกหนี้สถานะช าระหนี้ปกติ 
439,746 ตัวอย่าง ลูกหนี้สถานะช าระหนี้เต็มจ านวน 280,557 
ตัวอย่าง และลูกหนี้สถานะปิดการเรียกเก็บเงิน 410,397 ตัวอย่าง 
ซึ่งสามารถกล่าวได้ว่า การใช้ตัวช้ีวัดใหม่ที่ได้พัฒนาขึ้น สามารถ
แยกแยะคุณภาพของลูกหนี้ได้ค่อนข้างดี เพื่อจัดการความเสี่ยงที่
จะเกิดเหตุการณ์การผิดนัดช าระหนี้ขึ้น สถาบันการเงินสามารถ
น ากลุ่มตัวอย่างมาใช้ร่วมกับแบบจ าลองนี้เพื่อประกอบการตัดสินใจ
ในการด าเนินนโยบายและก ากับดูแลการปล่อยสินเช่ือให้กับผู้กู้
รายย่อย 
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