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บทคัดยอ 

ปจจุบันภัยคุกคามทางไซเบอรไดสงผลกระทบเปนวงกวางตอหนวยงานดานความม่ันคงของประเทศ จึงมีความจําเปนอยางยิ่งที่

จะตองมีระบบตรวจหาการบุกรุกทางไซเบอร หน่ึงในปจจัยที่สงผลตอประสิทธิภาพของการตรวจหาการบุกรุก คือ ตองมีการรวบรวม

ขอมูลภัยคุกคามทางไซเบอรหรือมีชุดขอมูลภัยคุกคามทางไซเบอรภายในหนวยงานสําหรับใชในการฝกสอน และพัฒนาโมเดลภัยคุกคาม

และการตรวจหาการบุกรุกทางไซเบอร ดังน้ัน งานวิจัยน้ีจึงมีวัตถุประสงคเพื่อทําการศึกษา รวบรวม และ วิเคราะหภัยคุกคามทาง 

ไซเบอรภายในกองทัพอากาศ และพัฒนาโมเดลภัยคุกคามทางไซเบอรโดยใชเทคนิคการเรียนรูของเครื่อง จากน้ันจึงทําการประเมิน

โมเดลเพื่อหาคาความแมนที่มีตอการตรวจหาภัยคุกคามทางไซเบอรภายในกองทัพอากาศ โดยใชเครื่องมือที่ช่ือ RapidMiner Studio 

ในการวิเคราะห ทั้งน้ี ผูวิจัยไดใช 5 โมเดล ไดแก Naïve Bayes, Decision Tree, Random Forest, Gradient Boosted Trees และ 

Support Vector Machines ผูวิจัยใชชุดขอมูลภัยคุกคามทางไซเบอรภายในกองทัพอากาศซ่ึงประกอบดวยการโจมตีภายในเครือขาย

ของกองทัพอากาศ ซ่ึงมีภัยคุกคามหลักจากมัลแวร (malware) หรือซอฟตแวรประสงคราย จํานวน 7 ประเภท รวมการโจมตีทั้งส้ิน 

38,641 ขอมูล โดยขอมูลดังกลาวเปนขอมูลการจราจรทางคอมพิวเตอร (traffic log) ซ่ึงใชเปนขอมูลนําเขาในการฝกสอนโมเดล เม่ือทํา

การทดลองและเปรียบเทียบผลการวิเคราะหโมเดลทั้งหมดแลวจึงทําการคัดเลือกโมเดล Naïve Bayes และ Random Forest นํามา

ประกอบกันเพื่อปรับปรุงโมเดลใหมีประสิทธิภาพมากขึ้น ซ่ึงพบวาโมเดลแบบผสมน้ี ใหคาความแมน (accuracy) มากถึง 98.01% คา

ความเที่ยง (Precision) 96.07% คาความระลึก (Recall) 98.17% และคาเฉล่ีย F1 (F1 Score) 97.04% 

 

คําสําคัญ :  ความแมน  ภัยคุกคามทางไซเบอร  ระบบตรวจหาการบุกรุก  การเรียนรูของเครื่อง 
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Abstract 

Current cyber threats have a wide impact on security agencies. Therefore, it is absolutely necessary to have an 

intrusion detection system. One of the factors that affect the efficiency of an intrusion detection is that the Royal 

Thai Air Force (RTAF) must have his own cyber threat dataset used in training and develop the model. Therefore, 

the purposes of this research were to present studying, collecting and analyzing of cyber threats within the RTAF 

in order to respond to cyber threats and to develop a cyber threats model by using machine learning techniques 

imported into the process of valuing accuracy of cyber threat detection within the RTAF by using RapidMiner Studio 

to analyze with five models: Naïve Bayes, Decision Tree, Random Forest, Gradient Boosted Trees and Support 

Vector Machines. The researchers used the cyber threat data set which consists of attacks within the RTAF network 

in which the main threats were caused by 7-type malicious softwares, totaling 38,642 attacks, each contains 

computer traffic data (Traffic Log) used as the training data for the model. The Naïve Bayes and Random Forest 

models were chosen to increase efficiency. Both models gave the highest accuracy of 98.01% and a detailed 

assessment of the mixed model (Hybrid) gave the accuracy of 98.01 %, the precision of 96.07%, the recall of 

98.17 % and the mean (F1 Score) of 97.04 %. 

 

Keywords:  Accuracy, Cyber threat, Intrusion detection systems, Machine learning 
 

 

 

 

 

 

 

 

 

31

Journal of Engineering and Digital Technology (JEDT)
Vol.11  No.1  January  - June 2023



 

1) บทนํา 

ในยุคปจจุบันความกาวหนาทางเทคโนโลยีเครือขายโดยเฉพาะ

อินเทอรเน็ต ทําใหเกิดภัยคุกคามรูปแบบใหมน้ันคือ ภัยคุกคาม

ทางไซเบอร (cyber threat) ที่ นับวันจะทวีความรุนแรงขึ้น

ตามลําดับ ทําใหหนวยงานที่เปนโครงสรางพื้นฐานสําคัญทาง

สารสนเทศ (Critical Information Infrastructure : CII) รวมถึง

กองทัพอากาศ ไดรับผลกระทบจากภัยคุกคามทางไซเบอรอยาง

หลีกเล่ียงไมได การบุกรุกระบบเครือขายปจจุบันมีจํานวนเพิ่ม

มากขึ้น รวมทั้งมีวิธีการหลบเล่ียงการตรวจหาการบุกรุกจาก

เครื่องมือตาง ๆ และความหลากหลายของรูปแบบการโจมตีที่

ซับซอนขึ้น ซ่ึงสวนมากมาจากการขยายตัวอยางรวดเร็วในการ

ประยุกตใชเครือขายคอมพิวเตอรและอินเทอรเน็ตในองคกรหรือ

กองทัพอากาศในการทําธุรกรรมตาง ๆ เชน ดานการเงิน ดาน

สาธารณูปโภค ดานการส่ือสาร จึงทําใหระบบวิเคราะหและ

ตรวจหา จําเปนตองพัฒนาตามไปดวย จึงมีความจําเปนอยางยิ่ง

ที่ตองมีการบริหารจัดการขอมูลภัยคุกคามทางไซเบอร เพื่อไมให

เกิดปญหาความเส่ียงที่สงผลกระทบรายแรงและปองกันการถูก

โจมตีจากภัยคุกคามทางไซเบอร 

กองทัพอากาศจึงไดใหความสําคัญ ดานความม่ันคงปลอดภัย

ไซเบอร (cybersecurity) เปนอยางมากโดยสามารถเห็นไดจาก

แผนยุทธศาสตรกองทัพอากาศ 20 ป (พ.ศ.2560 – 2579)  

ในสวนของมิติไซเบอร (cyber domain) กองทัพอากาศไดเล็ง 

เห็นถึงเทคโนโลยีสารสนเทศและการส่ือสารดานเครือขายและ

อินเทอรเน็ตน้ัน ไดรับการพัฒนาอยางรวดเร็ว ภัยคุกคามทางไซ

เบอรก็ไดมีการพัฒนาในรูปแบบที่หลากหลายและรุนแรงมาก

ยิ่งขึ้น จึงไดมีการนําระบบการตรวจหาการบุกรุก (Intrusion 

Detection System: IDS) [1]–[7] คือ ระบบในการตรวจสอบ

การใชงานคอมพิวเตอรและระบบเครือขายที่มีจุดประสงคราย 

(malicious information) ที่สงผลใหเกิดความเสียหายตอความ

ถูกตองของขอมูล ความสามารถในการใหบริการของระบบ หรือ

ความนาเช่ือถือขององคกร ระบบตรวจหาการบุกรุกน้ันแบงออก

ไดเปนประเภท ดังน้ี 1) ระบบการตรวจสอบการบุกรุกประเภท

โฮสตเบส (Host-based IDS) คือระบบตรวจจับการบุกรุกที่ถูก

ติดตั้งลงบนระบบคอมพิวเตอรเพื่อตรวจสอบขอมูลทั้งเขาและ

ออกจากคอมพิวเตอร ตรวจหาการทํางานของกระบวนการ เพื่อ

แจงเตือนและบันทึกขอมูลการจราจรทางคอมพิวเตอร (traffic 

log) [8] เม่ือเกิดการบุกรุก หรือ ภัยคุกคาม 2) ระบบตรวจจับ

การบุกรุกเครือขาย (Network-based IDS) คือระบบตรวจจับ

การบุกรุกภายในเครือขายวามีการใชงานเครือขายที่เปนการ

ประสงครายหรือไม โดยการตรวจจับการบุกรุกประเภทน้ีจะ

ตรวจขอมูลการจราจรทางคอมพิวเตอรภายในระบบเครือขายที่

สงไปมา เพื่อมาตรวจสอบคนหารูปแบบที่นาสงสัย และแจงเตือน

ในการระงับการบุกรุกน้ัน 

จากการตรวจหาภัยคุกคามทางไซเบอรผานระบบการตรวจหา

การบุกรุกทางไซเบอร ทางผูวิจัยไดนําชุดขอมูลที่ไดจากการ

รวบรวมชุดขอมูลภัยคุกคามทางไซเบอรภายในกองทัพอากาศ 

มาจัดทําเปนชุดขอมูล (dataset) เพื่อนํามาทําการตรวจสอบหา

คาความแมนภัยคุกคามทางไซเบอร ผานเทคโนโลยีการเรียนรู

ของเครื่อง (machine learning) ซ่ึงก็คือรูปแบบหน่ึงของการ

วิเคราะหขอมูลที่ดําเนินการวิเคราะหดวยโมเดลการเรียนรูของ

เครื่องที่ตั้งอยูบนรากฐานแนวคิดที่วา ระบบน้ันสามารถที่จะ

เรียนรูและมีปฏิสัมพันธกับชุดขอมูลตาง ๆ รวมถึงสามารถระบุ 

และทราบรูปภัยคุกคามที่เกิดขึ้นได และนําไปสูการตัดสินใจ 

เทคโนโลยีการเรียนรูของเครื่อง [2], [4] น้ัน สามารถถูกแบง

ออกเปนการเรียนรูไดเปน 2 แบบ ดังน้ี 1) การเรียนรูแบบมีผูสอน 

(supervised learning) คือการเรียนรู โดยมีชุดขอมูลที่ทําให

คอมพิวเตอรรูจักขอมูลที่นําเขาไป เม่ือใสขอมูลเขาไปจะทําการ

แบงชุดขอมูลออกเปน 2 ชุด (split test) คือ ชุดขอมูลสําหรับ

ฝกสอนหรือขอมูลชุดเรียนรู (training set) และชุดขอมูลทดสอบ 

(testing set) เพื่อใหคอมพิวเตอรแยกแยะตามประเภทขอมูล 

หลังจากน้ันเราก็นําขอมูลมาใหคอมพิวเตอรตรวจสอบ แลวให

ตอบบอกวาคืออะไร คอมพิวเตอรก็ตรวจจากประเภทขอมูลใสไป

ให และสามารถนําเขากระบวนการทํานายผล (prediction) 

ตอไป 2) การเรียนรูแบบไมมีผูสอน (unsupervised learning) 

จะตรงขามกับการเรียนรูแบบมีผูสอน คือไมมีขอมูลมาฝกสอน 

แตตองแยกแยะขอมูลเองโดยใชขอมูลที่ซํ้ากันมาใสรวมกันจนได

ผลลัพธออกมา โมเดลที่ใชกันคือ K Nearest Neighbour และ K 

Mean 

ในงานวิจัยช้ินน้ีผูวิจัยไดเลือกใชประเภทของการเรียนรูของ

เครื่องแบบการเรียนรูแบบมีผูสอน โดยการสรางชุดขอมูลฝกสอน

และนําชุดขอมูล โดยนําชุดขอมูลทดสอบนําเขากระบวนการ

ทํานายผล เพื่อหาคาความแมนการตรวจหาภัยคุกคามทางไซ

เบอรภายในกองทัพอากาศ โดยใชงานเครื่องมือที่ช่ือ RapidMiner 

Studio ใชโมเดล (model) ในการวิเคราะห 5 โมเดล ไดแก 

Naïve Bayes, Decision Tree, Random Forest, Gradient 

Boosted Trees และ Support Vector Machines เปนตน [9], 
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[10] โดยโปรแกรม Rapid Miner เปนชุดซอฟตแวรสําเร็จรูปที่

ศักยภาพสูงในการประยุกตใชงานดานวิทยาศาสตรขอมูล (data 

science) และสามารถใชสําหรับการเตรียมขอมูล การเรียนรูเครื่อง 

การเรียนรูเชิงลึก การทําเหมืองขอความ และการวิเคราะหการ

ทํานาย (predictive analysis) โดยเหตุผลสําคัญที่ผูวิจัยเลือกใช

เครื่องมือดังกลาว เพื่อเปนการเปดโอกาสใหผูปฏิบัติงานดานไซ

เบอรของกองทัพอากาศสามารถนําไปใชงานไดทันที และลด

ชองวางทางทักษะ (skill gap) ในการเตรียมเครื่องมือเพื่อรองรับ

ภัยคุกคามทางไซเบอรที่เกิดขึ้นอยางรวดเร็วและเกิดขึ้นอยาง

ตลอดเวลา 

 

2) วัตถุประสงคของการวิจัย 

1. เพื่อทําการศึกษา รวบรวม และวิเคราะหภัยคุกคามทาง 

ไซเบอรที่มีตอกองทัพอากาศ 

2. เพื่อพัฒนาโมเดลภัยคุกคามทางไซเบอรในกองทัพอากาศ

โดยใชเทคนิคการเรียนรูของเครื่อง 

 

3) วิธีดําเนินการวิจัย 

3.1) ภัยคุกคามทางไซเบอรภายในกองทัพอากาศ 

ผูวิจัยไดดําเนินการทําการศึกษารวบรวม และวิเคราะห 

ประเภทของภัยคุกคามทางไซเบอรภายในกองทัพอากาศผานการ

ตรวจสอบหลักฐานการโจมตีที่เกิดขึ้นจากชุดขอมูลการจราจร

ทางคอมพิวเตอร ซ่ึงกองทัพอากาศไดทําการเก็บรวบรวมขอมูล

จากชุดซอฟตแวร Deep Instinct [11] ซ่ึงถูกติดตั้งบนเครื่องลูก

ขายของกองทัพอากาศ ซ่ึงหนาที่รวบรวมขอมูลภัยคุกคาม โดย

ผลการวิเคราะหพบวา จากขอมูลการจราจรทางคอมพิวเตอรที่ใช

ระยะเวลาเก็บรวบรวมขอมูลในรอบ 1 ป (พ.ศ.2564) ในขั้นตน 

ตรวจพบภัยคุกคามทางไซเบอร จํานวน 7 ประเภท ดังแสดงใน

ตารางที่ 1 ประกอบดวย  

 - การโจมตีประเภท Backdoor 

 - การโจมตีประเภท Dropper 

 - การโจมตีประเภท Potentially Unwanted Applications 

(PUA) 

 - การโจมตีประเภท Ransomware 

 - การโจมตีประเภท Spyware 

 - การโจมตีประเภท Virus  

 - การโจมตีประเภท Worm 

 

ตารางที่ 1 : แสดงประเภทและจํานวนการโจมตทีางไซเบอรตอ

กองทัพอากาศซ่ึงถูกเก็บรวบรวมขอมูลผานซอฟตแวร Deep Instinct 

ในชวงป พ.ศ.2564 

ประเภทการโจมต ี จํานวน อัตราสวน 

Backdoors 2,083 5.39% 

Dropper 11,870 30.72% 

PUA 10,227 26.47% 

Ransomware 2,297 5.94% 

Spyware 3,821 9.89% 

Virus 7,461 19.31% 

Worm 882 2.28% 

รวมทั้งส้ิน 38,641 100.00% 

 

ซ่ึงการโจมตีทั้งหมดน้ัน ถือเปนการโจมตีที่อยูในประเภท

มัลแวร (malware) หรือซอฟตแวรประสงคราย (malicious 

software) ซ่ึงอาจกอใหเกิดความเสียหายตั้งแตระดับเล็กนอย

เชน กอใหเกิดความรําคาญตอผูใช ไปจนถึงเกิดความเสียหาย

ระดับรายแรง กลาวคือ อาจทําใหเปนชองทางในการเขามาจาร

กรรมขอมูลที่มีความสําคัญตอประเทศชาติ รวมถึงเปนชองทาง

ในการโจมตีเพื่อใหเกิดความเสียหายตอระบบงานดานยุทธการ

ของกองทัพ 

จากผลการศึกษาดังกลาว ทําใหทราบถึงประเภทภัยคุกคาม

ทางไซเบอรที่มีตอกองทัพอากาศ และเปนขอมูลพื้นฐานสําคัญใน

การพัฒนาโมเดลภัยคุกคามทางไซเบอรในกองทัพอากาศโดยใช

เทคนิคการเรียนรูของเครื่องตอไป 

 

3.2) พัฒนาโมเดลภัยคุกคามทางไซเบอรในกองทัพอากาศโดยใช

เทคนิคการเรียนรูของเครือ่ง 

หลังจากที่ผูวิจัยเริ่มตนจากการศึกษารวบรวม และวิเคราะห 

ประเภทของภยัคุกคามทางไซเบอรภายในกองทัพอากาศเรียบรอย

แลว ขั้นตอนตอไปจะเปนการนําขอมูลที่ไปเพื่อพัฒนาโมเดลภัย

คุกคามทางไซเบอรในกองทัพอากาศ โดยใชเทคนิคการเรียนรู

ของเครื่อง โดยผูวิจัยไดทําการทบทวนวรรณกรรมเพื่อศึกษา

งานวิจัยที่เก่ียวของกับการประยุกตการเรียนรูของเครื่อง ในการ

พัฒนาระบบตรวจหาการบุกรุก [2]–[7] รวมถึงการวิเคราะห

อัลกอริทึมประเภทตาง ๆ วามีขอดี-ขอเสียอยางไร [10], [12], 

[13] และปจจัยในการเพิ่มประสิทธิภาพของโมเดลอยางไร เพื่อ

นําขอมูลมาสรุปวิเคราะห และออกแบบพัฒนาโมเดลประเภท
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ปรับตัวดานภัยคุกคามทางไซเบอรไดอยางถูกตองโดยประกอบ 

ดวยขั้นตอนตาง ๆ [3], [14]–[16] แสดงดังรูปที่ 1 

 

 
 

รูปที่ 1 : ขั้นตอนการดาํเนินงานวิจัยและการออกแบบการทดลอง 5 ขั้นตอน [7] 

 

จากรูปที่ 1 สามารถอธิบายขั้นตอนการดําเนินการวิจัย และ

การออกแบบการทดลองไดดังตอไปน้ี 

3.2.1) ชุดขอมูล (Dataset) ในการพัฒนาโมเดลภัยคุกคาม

ทางไซเบอรในกองทัพอากาศโดยใชเทคนิคการเรียนรูของเครื่อง

ผูวิจัยไดดําเนินการนําผลการศึกษาภัยคุกคามทางไซเบอรภายใน

กองทัพอากาศ เพื่อนํามาพัฒนาโมเดลที่มีความเหมาะสมโดย

เริ่มตนในการเตรียมชุดขอมูลเพื่อฝกสอนโมเดล ซ่ึงในงานวิจัยน้ี

ไดจัดเตรียมชุดขอมูลดังรูปที่ 2 โดยมีขั้นตอนการรวบรวมดังน้ี  

1) ดักจับขอมูลการจราจรทางคอมพิวเตอร [8] จากอุปกรณ

ภายในกองทัพอากาศ 2) นําขอมูลการจราจรทางคอมพิวเตอร 

[8] เขาวิเคราะหระบบตรวจหาผูบุกรุก เพื่อเปนขอมูลตั้งตนใน

การเตรียมชุดขอมูล 3) ทําการจัดทําขอมูลใหเปนมาตรฐาน 

(normalization) 4) จําแนกขอมูลภัยคุกคาม (classification) 

จากขั้นตอนที่กลาวมาขางตนจึงไดชุดขอมูลเพื่อนํามาทําการ

ตรวจสอบหาคาความแมนภัยคุกคามทางไซเบอร [1], [12] 

 
 

รูปที่ 2 : ภาพรวมจัดเตรียมชุดขอมูล 

 

3.2.2) การเตรียมขอมูล (Data Preparation) เม่ือจัดเตรียม

ชุดขอมูลที่ไดจากการรวบรวมชุดขอมูลภัยคุกคามทางไซเบอร

ภายในกองทัพอากาศ จํานวน 38,642 ขอมูล แสดงผลฟเจอรที่

นํามาคํานวณจากชุดขอมูล [17] ดังตารางที่ 2 โดยใชงานโปรแกรม 

RapidMiner Studio [18], [19] สําหรับขั้นตอนการตรวจสอบ

และประเมินประสิทธิภาพ โดยเริ่มจากการนําขอมูลชุดฝกฝนเขา

สูโปรแกรมโดยกําหนดคุณลักษณะที่ตองการทํานายเปนฉลาก 

หรือปาย (label) ในที่น้ีไดระบุเปนในสวนประเภทของภัยคุกคาม

ทางไซเบอรที่อยูในฟเจอรที่ช่ือ Deep Classification 

 

ตารางที่ 2 : แสดงผลฟเจอรสําหรับชุดขอมูลภัยคุกคามทางไซเบอรภายใน

กองทัพอากาศ 

Feature Usage 

Status 
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ตารางที่ 2 : แสดงผลฟเจอรสําหรับชุดขอมูลภัยคุกคามทางไซเบอรภายใน

กองทัพอากาศ (9jv) 

Feature Usage 

MAC Address 
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จําแนกประเภท Decision Tree มักใชเทคนิคการแบงก่ิงหลังที่

ประเมินประสิทธิภาพของแผนผังการตัดสินใจ เน่ืองจากถูกแบง

โดยใชชุดการตรวจสอบความถูกตอง แสดงดังรูปที่ 4 [5], [12] 

 

 
 

รูปที่ 4 : การทํางานของ Decision Tree [12] 

 

3.2.4.3) Random Forest [21] คือโมเดลที่มีอัลกอริทึมที่ นํา 

Decision Tree หลาย ๆ Tree มา Train รวมกัน (ตั้งแต 10 ตน 

ถึง มากกวา 1000 ตน) โดยที่แตละ Tree จะไดรับ Feature 

และ Data เปน Subset ของ Feature และ Data ทั้งหมดแบบ 

Random ตอนทํา Prediction ก็ใหแตละ Decision Tree ทํา 

Prediction ของแตละอัน และเลือกผล Final Prediction จาก

คา Prediction ที่ไดรับการโหวตมากที่สุดแสดงดังรูปที่ 5 

 

 
 

รูปที่ 5: การทํางานของ Random Forest [21] 

 

3.2.4.4) Gradient Boosted Trees [14] คือ โมเดลที่มีอัลกอริทึม

ที่มีพื้นฐานมาจาก Decision Tree ซ่ึงเปนการปรับปรุงประสิทธิภาพ

ของโมเดลใหมีคาสูงขึ้น โดยการสุมสราง Decision Tree หลาย

รอยโมเดล และประเมินผลแตละโมเดลจนกวาจะได Decision 

Tree ที่สมบูรณ 

3.2.4.5) Support Vector Machines [4], [9] คือโมเดลที่ มี

อัลกอริทึมใชในการวิเคราะหขอมูลและจําแนกขอมูลโดยอาศัย

หลักการของการหาสัมประสิทธ์ิของสมการเพื่อสรางเสนแบงแยก

กลุมขอมูลที่ถูกปอนเขาสูกระบวนการฝกฝนใหระบบเรียนรู โดย

เนนไปยังเสนแบงแยกแยะกลุมขอมูล แสดงดังรูปที่ 6 

 

 
 

รูปที่ 6 : การทํางานของ Support Vector Machine [12] 

 

3.2.5) การประเมินตัวโมเดล (Model Evaluation) เม่ือผาน

ขั้นตอนการสรางโมเดลเรียบรอยแลวจะนําผลการทํานายเขา

กระบวนการประเมินประสิทธิภาพของตัวแบบโดยพิจารณาจาก 

คาความแมน [13] ดังสมการที่ 2 คาความเที่ยง ดังสมการที่ 3 

คาความระลึก ดังสมการที่ 4 และคาเฉล่ีย F1 ของ คาความเที่ยง 

และ คาความระลึก ดังสมการที่ 5 [15] 

 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

              (2) 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹

              (3) 

 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

                (4) 

 

𝐹𝐹1 = 2 ∗ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∗ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

        (5) 

 

โดยที่ TP คือ ขอมูลที่ทํานายถูกตองเม่ือเทียบกับเฉลย 

         FP คือ ขอมูลที่ทํานายแลวไมถูกตองเม่ือเทียบกับเฉลย 

         FN คือ ขอมูลที่อยูในเฉลยแตไมมีการทํานาย (ตรงขาม  

         กับ FN) 

Precision คือ คาความเที่ยงเกิดจากการนําคา TP มา 

เทียบกับ FP 

 Recall คือคาความระลึกเกิดจากการนําคา TP มาเทียบ 

 กับ FN 

F1 Score คือ คาเฉล่ียของ คาความเที่ยง และคาความ
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ระลึก 

4) ผลการวิจัย 

จากวัตถุประสงคขอที่ 1 ที่ไดทําการศึกษา รวบรวม และ

วิเคราะหภัยคุกคามทางไซเบอรที่มีตอกองทัพอากาศน้ัน ผูวิจัยได

รวบรมชุดขอมูลภัยคุกคามทางไซเบอรภายในกองทัพอากาศ 

จํานวน 38,642 ขอมูล เพื่อนํามาวิเคราะหประสิทธิภาพ โดยใช

ทั้ง 5 โมเดล ไดแก Naïve Bayes โดยมีคาความแมน 26 % โดย

ใชเวลารวมในการทดสอบ 11 วินาที, Decision Tree โดยมีคา

ความแมน 55.3 % โดยใชเวลารวมในการทดสอบ 16 วินาที, 

Random Forest โดยมีคาความแมน 57.3 % โดยใชเวลารวมใน

การทดสอบ 2 นาที 54 วินาที, Gradient Boosted Trees Forest 

โดยมีคาความแมน 54.8 % โดยใชเวลารวมในการทดสอบ 7 

นาที 52 วินาที และ Support Vector Machines โดยมีคาความ

แมน 30.8 % โดยใชเวลารวมในการทดสอบ 1 ช่ัวโมง 4 นาที 

แสดงดังรูปที่ 7 แสดงใหเห็นวาโมเดล Naïve Bayes มีคาที่ดีที่สุด

คือ Fastest Scoring Time และ Fastest Total Time ในสวน

โมเดล Random Forest มีคาที่ดีที่สุดคือ Best Performance 

และ Best Gain  

 

 

 
 

รูปที่ 7 : ผลการประเมินภาพรวมประสิทธิภาพของทั้ง 5 โมเดล 

 

Overview 
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รูปที่ 8 : กระบวนการพัฒนาโมเดลลูกผสม 

 

นอกจากน้ัน จากวัตถุประสงคขอที่ 2 เพื่อพัฒนาโมเดลภัย

คุกคามทางไซเบอรในกองทัพอากาศโดยใชเทคนิคการเรียนรูของ

เครื่องน้ัน ผูวิจัยไดพัฒนาโมเดลลูกผสม (hybrid) [16] เพื่อเพิ่ม

ประสิทธิภาพในการหาคาความแมนการตรวจหาภัยคุกคามทาง

ไซเบอรภายในกองทัพอากาศ รูปที่ 8 แสดงถึงกระบวนการพัฒนา

โมเดลลูกผสม ซ่ึงการสรุปแนวทางในการพัฒนาโมเดลซ่ึงประกอบ 

ดวย 3 ขั้นตอนประกอบดวย ขั้นตอนที่ 1 การจัดการขอมูลนําเขา 

ซ่ึงเกิดจากการวิเคราะห และหาภัยคุกคามที่สงผลตอกองทัพ 

อากาศและเก็บรวบรวมขอมูลการจราจรทางคอมพิวเตอรจาก

อุปกรณภายในกองทัพอากาศ และทําการเตรียมขอมูล เพื่อให

พรอมสําหรับกระบวนการฝกสอนโมเดล ขั้นตอนที่ 2 ขั้นการ

พัฒนาโมเดลเพื่อประเมินประสิทธิภาพ โดยขั้นตอนน้ีเปนการ

ทดสอบในการฝกสอนโมเดลจํานวน 5 โมเดล ในขั้นตนจากน้ัน

ทดสอบรูปแบบการใชประโยชนจากโมเดลตาง ๆ ตั้งแตการใช

โมเดลเดี่ยว (1 โมเดลตอการประเมิน) และการใชโมเดลแบบ

ลูกผสม (การผสานโมเดล 2 โมเดล) เพื่อทําการวิเคราะหหา

รูปแบบที่มีความเหมาะสมมากที่สุด โดยผลการทดสอบพบวา

จากการทดสอบ ทั้งในทุก ๆ ความเปนไปได พบวารูปแบบ 

ของโมเดลที่มีความเหมาะสม คือ การใชโมเดลลูกผสมจํานวน  

2  โ ม เ ด ล  คื อ  Naïve Bayes และ  Random Forest ซ่ึ ง ใ ห

ประสิทธิภาพของการตรวจจับการบุกรุกสูงสุดจากผลการทดลอง 

ซ่ึงรูปแบบโมเดลแบบผสมดังกลาว เปนเอาตพุตที่สําคัญที่กองทัพ 

อากาศสามารถนําไปใชเปนตนแบบของการสรางโมเดล รวมถึง

การเพิ่มประสิทธิภาพของโมเดลไดในอนาคต โดยการพัฒนาตอ

ยอดสามารถทําการประยุกตใชซอฟตแวร RapidMiner Studio 

ทีมี่ความสะดวก รวดเร็ว ตอการพัฒนาโมเดล รวมถึงลดชองวาง

ดานทักษะของผูพัฒนาที่ไมจําเปนตองเช่ียวชาญดานโปรแกรม

คอมพิวเตอรมากนัก ดังแสดงรูปที่ 9 

ทั้งน้ี เม่ือนํามาผสมผสานกันจนเปนลูกผสมของทั้งสองโมเดล

แลวจะพบวาสามารถเพิ่มประสิทธิภาพความถูกตองไดสูงสุดอยูที่ 

98.01% ดังแสดงในรูปที่ 10 และมีรายละเอียดของการประเมิน

โมเดลลูกผสมดังแสดงโดยละเอียดในตารางที่ 3 ที่แสดงผลโดย

ละเอียดผาน Confusion Matrix และเม่ือสรุปผลในภาพรวม

พบวาโมเดลดังกลาวสามารถใหคาความแมนมากถึง 98.01% คา

ความเที่ยง 96.07% คาความระลึก 98.17% และ คาเฉล่ีย F1 

97.04% ตามลําดับ สรุปไวดังแสดงไวในดังตารางที่ 4 

ขอมูลนําเขา (Input) 

เก็บขอมูลการจราจรทาง

คอมพิวเตอรจากอุปกรณ

ภายในกองทัพอากาศ 

กระบวนการเตรียมขอมูล

สําหรับการฝกสอน 

กระบวนการพัฒนาโมเดล

เพ่ือประเมินประสิทธิภาพ 

(Process) 

Naïve Bayes Decision Tree 

Random Forest 

Gradient Boosted Trees 

Support Vector Machines 

เอาตพุต (Output) 

เอาตพุตโมเดลลูกผสม 

Naïve Bayes 

Random Forest 

การผสมผสานกันเพ่ือ 

เพ่ิมประสิทธิภาพ 

ผลการประเมินประสิทธิภาพ 

ของโมเดลลูกผสม 
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รูปที่ 9: โมเดลลูกผสมของ Naïve Bayes และ Random Forest ในซอฟตแวร RapidMiner Studio 

 

 
 

รูปที่ 10 : กราฟแสดงประสิทธิภาพของโมเดลลูกผสม 

 

ตารางที ่3 : ผลการแสดงการประเมินผลลัพธการทํานายผาน Confusion Matrix 

Accuracy : 98.01% 

  True 

Worm 

True 

Backdoor 

True 

PUA 

True 

Virus 

True 

Dropper 

True 

Spyware 

True 

Ransomware 

Class 

Precision 

Pred. Worm 614 15 3 3 12 2 1 94.32% 

Pred. Backdoor 1 1395 24 8 51 7 8 93.37% 

Pred. PUA 1 2 7083 7 32 7 6 99.23% 

Pred. Virus 0 0 28 5184 61 8 5 98.07% 

Pred. Dropper 0 0 0 0 8002 0 0 100.00% 

Pred. Spyware 0 3 10 18 42 2647 3 97.21% 

Pred. 

Ransomware 

1 43 11 3 108 4 1585 90.31% 

Class recall 99.51% 95.68% 98.94% 99.25% 96.31% 98.95% 98.57% 
 

 

39

Journal of Engineering and Digital Technology (JEDT)
Vol.11  No.1  January  - June 2023



 

ตารางที่ 4 : ผลการประเมินประสิทธิภาพของโมเดลลูกผสม 

Model 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1  

(%) 

Hybrid 98.01 96.07 98.17 97.04 

 

5) อภิปรายผลการวิจัย 

จากผลการวิจัยในการทดสอบเพื่อหาโมเดลที่มีความเหมาะสม 

ในการรับมือตอภัยคุกคามทางไซเบอรภายในกองทัพอากาศพบวา 

การผสมผสานโมเดล 2 ประเภทไดแก  Naïve Bayes และ 

Random Forest สามารถเพิ่มประสิทธิภาพของการตรวจหาภัย

คุกคามไดอยางมีนัยสําคัญ เม่ือเทียบกับการใชงานโมเดลเพียง

ชนิดเดียว มากไปกวา น้ัน การเ ลือกใช  Naïve Bayes และ 

Random Forest มีความโดดเดนในแงของสถาปตยกรรมโมเดล

ที่ไมซับซอนมากเกินไป อันสงผลใหใชระยะเวลานอยในการ

ฝกฝนหรือฝกสอนโมเดล และใชทรัพยากรในการประมวลผลที่

นอย ซ่ึงเปนประโยชนอยางยิ่งตอการประยุกตใชในหนวยงานทุก

ระดับ โดยเฉพาะในกองทัพอากาศ รวมถึงสามารถลดขอจํากัด

ดานเวลาในการฝกฝนขอมูลการโจมตีในรูปแบบใหมเพื่อทําให

โมเดลมีความพรอมสําหรับรับมือกับการถูกโจมตีจากภัยคุกคาม

ทางไซเบอรที่เกิดขึ้นใหมอยูตลอดเวลา 

 

6) สรุปผลการวิจัย 

งานวิจัยช้ินน้ีมีวัตถุประสงคเพื่อ  1) ทําการศึกษา รวบรวม 

และวิเคราะหภัยคุกคามทางไซเบอรภายในกองทัพอากาศสําหรับ

รับมือกับภัยคุกคามทางไซเบอร จากชุดขอมูลที่ผานการศึกษา 

รวบรวม และวิเคราะห จากน้ันไดทําจัดเตรียมชุดขอมูล สําหรับ

การตรวจสอบและประเมินประสิทธิภาพ โดยเริ่มจากการกําหนด

คุณลักษณะที่ตองการทํานายเปนฉลาก หรือปาย ในที่น้ีระบุเปน

ในสวนของชนิดของภัยคุกคามทางไซเบอรที่อยูในฟเจอร ช่ือ 

Deep Classification จากน้ันนําชุดขอมูลทําการหาคาความ

แมน โดยใชโมเดลในการวิเคราะห 5 โมเดล ไดแก Naïve Bayes, 

Decision Tree, Random Forest, Gradient Boosted Trees 

และ Support Vector Machines 2) พัฒนาโมเดลประเภทปรับ 

ตัวดานภัยคุกคามทางไซเบอรที่สามารถสงเสริมการพึ่งพาตนเอง

และรักษาอธิปไตยไซเบอรภายในกองทัพอากาศ โดยคัดเลือก

โมเดล Naïve Bayes ที่มีคาที่ดีที่สุดคือ Fastest Scoring Time 

และ Fastest Total Time และ โมเดล Random Forest มีคาที่

ดีที่สุดคือ Best Performance และ Best Gain นํามาผสมเพื่อ

เพิ่มประสิทธิภาพโดยเม่ือผสมโมเดลทั้งสองชนิดแลวใหคาความ

แมนสูงที่สุดที่ 98.01 % ความเที่ยง 96.07 % คาความระลึก 

98.17 % และ คาเฉล่ีย F1 97.04 % 

 

7) ขอจํากัดของงานวิจัย 

1) งานวิจัยน้ี มุงเนนการศึกษาเฉพาะการโจมตีประเภทหลัก

ที่มีตอเครือขายภายในของกองทัพอากาศ ดังน้ัน โมเดลจึงถูก

สรางใหมีความเหมาะสมกับประเภทภัยคุกคามเฉพาะดานเทาน้ัน  

2) งานวิจัยน้ีมุงเนนการพัฒนาโมเดลแบบผสมผสานที่เปน

ลูกผสม ในการนําไปใชงานจึงมีความจําเปนที่ตองรูประเภทของ

ภัยคุกคามลวงหนาสําหรับเตรียมฝกฝนโมเดลใหมีความเหมาะสม 

ดังน้ัน หากมีการโจมตีผานชองโหวที่ยังไมเคยถูกตรวจพบมากอน 

(zero-day attacks) อาจตองทําการพัฒนาโมเดลใหเปนแบบ

ปรับตัวได  

 

8) ขอเสนอแนะ 

จากที่ไดทําการวิจัยการพัฒนาโมเดลภัยคุกคามทางไซเบอร

ในกองทัพอากาศดวยการเรียนรูของเครื่อง ผูวิจัยมีขอเสนอแนะ

ดังน้ี 

8.1) ขอเสนอแนะทั่วไป 

1. เน่ืองจากขอมูลภัยคุกคามทางไซเบอรมีการพัฒนารูปแบบ 

วิธีการโจมตีที่รวดเร็ว การศึกษา รวบรวม และวิเคราะหภัย

คุกคามทางไซเบอรภายในกองทัพอากาศน้ัน ควรมีการทําให

ขอมูลเปนปจจุบันอยูเสมอ 

2. ในการพัฒนาโมเดล สามารถนําโมเดลที่ อัปเดตของ

เครื่องมือที่ใชมาทําการทดสอบเพื่อเพิ่มประสิทธิภาพใหกับการ

หาคาความแมนได 

3. ใหความสําคัญในการเก็บชุดขอมูลจริงเพราะมีสวนสําคัญ

ในการวิเคราะห สําหรับการตรวจสอบและประเมินประสิทธิภาพ

คาความแมนของงานวิจัย 

 

8.2) ขอเสนอแนะสําหรับงานวิจัยในอนาคต  

1. จากการทดลองจะเห็นไดวาการโจมตีมีรูปแบบที่เฉพาะ

และหลากหลายเพิ่มมากยิ่งขึ้นในปจจุบัน อีกทั้งยังมีการโจมตี

ทางไซเบอรที่ใชปญญาประดิษฐอีกดวย ดังน้ัน การตรวจหาภัย

คุกคามทางไซเบอรภายใตการวิเคราะหขอมูลขนาดใหญ (big 

data) จึงเปนส่ิงจําเปนที่ตองดําเนินการ 
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2. กระบวนการในการพัฒนาความม่ันคงปลอดภัยทางไซเบอร

ที่มีประสิทธิภาพน้ัน นอกเหนือจากมีเครื่องมือที่มีประสิทธิภาพ

สูงแลว ส่ิงที่สําคัญคือการศึกษาวิจัยและพัฒนาทักษะความตระหนัก

รูทางไซเบอรใหแกบุคลากร เพื่อเปนการปองกันตั้งแตตนทางก็

จะชวยลดความเส่ียงตอองคกรได ดังน้ัน การศึกษาและวิจัยใน

การสรางความตระหนักรูดานไซเบอรจึงตองทําควบคูกันไป 

3. การวิจัยแบบผสมผสานในเชิงจิตวิทยาไซเบอร (cyber 

psychology) รวมทั้งกรรมวิธีการเปล่ียนทัศนคติและสราง

วัฒนธรรมทางไซเบอรที่หยั่งรากลึกในระดับบุคคลหนวยงานให

เกิดภูมิคุมกัน และมีจริยธรรมทางไซเบอร ทั้งน้ีเพื่อสรางความ

พรอมในการรับมือกับภัยคุกคามทางไซเบอร อีกทั้งยังทําใหบุคคล

และหนวยงานมีขีดความสามารถดานไซเบอร ในอันที่จะปองกัน 

ตอตาน ตรวจจับ และตอบสนองตอการบุกรุก การจารกรรม หรือ

การหลอกลวง ที่จะทําใหเกิดความเสียหายได ผูวิจัยจึงมองวา

ควรทาํวิจัยใหเปนแบบสหวิทยาการตอไปในอนาคต 

 

8.3) ขอเสนอเก่ียวกับความสมดุลของขอมูล 

จากตารางที่ 1 จะเห็นวา ชุดขอมูลดังกลาวเม่ือพิจารณาตาม

ประเภทของการโจมตี (class of attack) จํานวนขอมูลที่ใชใน

การฝกฝนมีความแตกตาง และไมสมดุลกัน ( imbalance) 

เน่ืองจากเปนขอมูลที่มาจากการเก็บขอมูลการโจมตีจริง ไมได

เกิดจากการจําลองขึ้นมา ดังน้ันจํานวนครั้งของการโจมตี จึงบง

บอกถึงความถี่ของภัยคุกคามน้ัน ผูวิจัยตระหนักดีถึงปญหาที่อาจ

เกิดจากขอมูลที่ไมสมดุลอาจกระทบโดยตรงตอประสิทธิภาพของ

โมเดลและการแปลความในแงประสิทธิภาพของโมเดล แตใน

กรณีน้ีจะเห็นวา ขอมูลของคลาสที่มีจํานวนนอยที่สุดมีจํานวนถึง 

882 ขอมูล ซ่ึงมากเพียงพอตอการฝกสอนโมเดลใหสามารถ

จําแนกประเภทการโจมตีดังกลาว ดังจะเห็นไดจากคาความแมน 

กวา 90% สําหรับการตีความเรื่องประสิทธิภาพ ผูวิจัยตระหนักดี

วา นอกเหนือจากการตีความในภาพรวมของโมเดลที่เปนคาความ

แมนเฉล่ีย ที่อาจไดรับผลเชิงบวกจากประเภทการโจมตีอ่ืน ๆ ที่มี

จํานวนขอมูลฝกฝนที่มากกวา ดังน้ัน ผูวิจัยจึงนําเสนอขอมูลผล

การแสดงการประเมินผลลัพธการทาํนายผาน Confusion Matrix 

เพื่อเปนขอมูลอยางละเอียดใหแกผูที่นําโมเดลดังกลาวไปใชงาน

ตอ 
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