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Abstract

This research is aimed at developing a novel undersampling algorithm by combining the ideas of the whale
and binary whale optimization algorithms with K- nearest neighbor classification, in order to solve imbalanced data
problems. Twelve datasets of varying imbalance ratios ranging from 1.82 to 42.01 were selected from the
Knowledge Extraction based on Evolutionary Learning (KEEL) repository and also the imbalanced-learn repository,
to be used in the evaluation of the novel algorithm. This research work started by splitting each dataset into two
parts, the training set and the testing set. Whereas the minority class of each training set remained untouched, its
majority class was processed by the proposed algorithm with the parameter in K-nearest neighbor classification
fixed to K = 1, to obtain an optimal representative subset of the majority class. Then a support vector machine
classifier was trained with the new and reduced training set for performance assessment. It was found that the
proposed algorithm had best overall performance when compared with another three undersampling methods,
namely random undersampling, cluster centroid, and near-miss algorithms, showing average efficiency measurement
results as follows: Accuracy = 0.8596, F1 score = 0.6255, G-mean = 0.8941, AUROC = 0.9363, AUPRC = 0.6978,
Sensitivity = 0.9444, Precision = 0.5271, MCC = 0.6204, and Kappa = 0.5695.

Keywords: Binary whale optimization algorithm, Imbalanced data problem, K-nearest neighbor, Support vector

machine, Undersampling algorithm
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BWOA lagniimuunain WOA [9] Faannsoruldly
msmeaaswuuluusnmes (binary vectors) lnglaim

vosilanduingUseasd fe USoH

d
X ={01}4 = ﬂ{o,n
i=1

ndulsEneuteanmesie 0 uay 1 fajuausanild
Usggndldfunanvansaudifeddnisinaulawuuluung
(binary)
ImaﬁiuwiazmﬁﬂimawaaL’mLm%U@ﬂﬁT%mm%gﬂ
UFuugs lnensiSeuiieusenineendulsduuazanves
flaidunisenelendinuess (sigmoid transfer function)

fandunisateloudnusenazuananad@inisi (10)
1
g(s) = 1 4 ¢~10(s-0.5)
1089 S WWUAIAIRTLALTUIIN -2 B9 2 Fedanaliilandy
1

1+e25 1+e~15 '
AUN13NITUTUUTIINADTUBNATUAUIILULARIAIANNTH

(11)

(10)

g(s) azdANNUTUIN ~ 004 ~ 1 oy

1-X(t0), ir < g(ADo(i))
. %60, &> g(ADy()
loe#l r \Juduwdsduiidniswanwassuugiinesuaglugaa

X(t+1,0)= 11)

a

[0,1] waz i Wuswivesinmes Dy neiinmes Dy 9wl
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Feulvlunadendsaunsi (12) Faaediuldinnisyulse
nnmesuenmuialuusiazedUsznauarafens

wWisuWeuiuavassiwsdy r

D—E) f1p <05ua|A| < 1;i
D, = Dy #p=>05;i (12)
m p<05uwzd|l=1

naunisf (12) azmiuldindeulalumsusuigaanees
YaNFLRUIva9 BWOA agtuiounu WOA Tuaunisi (9)
Wigawskana i unaun1sN1sUTuUTInmeasuansumiie

Ve MMYuneunnIYineILYe BWOA Uanssisguil 2

AmnArrLdauseIme

adaUsrungamadudi

. _ L e v e £l
XU = 1,2m) usiaxAa uasmAinign X

<

[é’wmmi'l a lngdeamnsaumsiudiii r]

(Budon j=1)

|

Swiand1 A € 118 p

SNLARALS
fuldaumsii 11
Tavldanwes Dg

SR ariaafus

Hagaumsd 11 Favaunadi 11

Tavldnnes Dy Tngldnned og

JUT 2 : Tumaun1391191uTas BWOA

3.5) AuUUNIsISYUTveunTod
= 1% - I I !
mMI3TeudveunTosansautteeny 3 Ussianlvg) q
Aa N1sieuswuulidaau (supervised leaming) MsiSeu3
wuuliidifaeu (unsupervised learning) kag N1S3EUIUUY
L@ ULSY (reinforcement learning) @ lusuideagldnis
SeudvenniesUssinvmassuiiuviiasuiarlddmiv

$UNNTILUNUTEAN (classification task) LiNeaunty



1

3.5.1) Amﬁéuvm?naﬂlﬁﬁﬁ) (K-nearest neighbors: K-
) uduneudafidfiugusnainnismszesnis Tneisu
ynmsigadeyalmiimenansgldeiudeyayeiinaeu
wé’qmﬂﬁ?umizEJz‘vmLﬁauﬁ’uqm‘ﬁaaﬂaﬁqmﬂﬂaaudwqm%’a;ﬂa
Tmidfndeyayaiinaoulndyateyalnifgn Tasfidwau
oiideuseugadeyalniazgnimuaduiusensiines
K (pedrusnnmnidudymasspanadnagimun K 1Ju
$1uaud) lutumeugareandunisseyingndeyalida
gnduunindunandlu lnegaingadeyayailnaeudlng

v

nugadeyalnduniigadiuiu K @1 uazgdtaaialadl
IUNNAgR AaatuIzgnAnaaniriugateyalilag
Viudi [14]

3.5.2) SunasaInwesuvTy (Support Vector Machines:

A 9 o

SUM) Aefumouisiiendendnnisnisadrdlewedinau
(Hyperplane) Lﬁaﬁmmq‘ﬁa;&a’lﬁaaﬂﬁuﬂdu 5 9ENTALIY
Tngazdnsufuduusedns vosaunising Ussasd 1
wangay lefgyililewesimauaansoudsngudeyali

fifian [15]

3.6) msUszidlugauuy (Model Evaluation)
nasnimsaseduuulunsduunUssinndoyaue
Agfeainsinusednsamidinuuinenumangauuin
tHooufiodla Tnsirindseansnmlnvdiulvgazdfugu
NM5EF1NNUNI nGANAUEY (confusion matrix) [4]

WaRIagUN 3

waviune (Prediction)

Negative Positive
2
Lg“ §. TN FP
g 2
<
el
[{ad v
& =
S £ FN TP
o
a

’gﬂﬁ 3 : Confusion matrix

91n3UN 3 Positive, Negative, TN, FN, FP, uag TP i
ANUTENERwa LUl
- Positive fia Am1auIn Faaggnsvylituaananaula

NLVNUNHE
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Negative fio Amnaau deazgnszyliiuaanaiianle
599893

TN @9 Navhuignsanunaasslunisau

FN fio navihunedunmsauusnassadunsuan

FP Ao navhuedumeuinusnaasadunisau

TP A9 HaYNUI8ATINUNAIIIUNIIUIN

M InUsEanSnvasswuunluanuiTe s lull

AIANQNABA (Accuracy) WARIIEUNI5T (13)
TP +TN

= (13)
MRS = TP Y TN+ FP+FN
ANAINLLLLUEN (Precision) WARIAIANNITN (14)
TP
Precision = W (14)

AAula (Sensitivity) 138L38n8ne81931 AN

5¢8n (Recall) uanadsdun1si (15)

TP
Sensitivity(orRecau) = TP+—FN

AR ULEYAMATENINAIANNBL LT WazAIUL)

(15)

(F1 score) uanasisaun1s (16)
2 X (Precision X Recall)

. Precision + Recall
ANRAYLSVIANATENINAIANLTUNIZLALAIAIY

(16)

F1 score =

17 (G-mean) [22] uanssannsi (17)

G-mean = \/Sensitivity X Specificity (17)

Iawil Specificity Ao A1AINTUNIE ANUITOAIUIN

@ EunsT (18)
TN

TN + FP
A1 Matthew’s correlation coefficient (MCC) [23]

Specificity = (18)

Judrianliinnunmveslymifiaewara dadu

M InNaUAaUIvUIAYDIAAEILUANAIIU UaRS

Seaun1si (19)
_ (TN X TP) — (FP x FN)
= JTP + FP)(TP + FN)(TN + FP)(TN + FN)

A1 Cohen’s Kappa coefficient (kappa) [24] \Juen

mcc

(19)

LY o

Faian1eata senineiinnuiuaediendiaay
donndosiunnnifisdle WewSsudoutu wnsing
Anuduau dlinnuiudigusnife naass uay
;ﬂﬁmmﬁuﬂwﬁam o nan15vhune Jauanenis

AUIUAIENNTN (20)

Pa — Pe
kappa = ——=1———
1_pe 1_pe

g7l pgho AANgNADY wag

1 =P (20)
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_ (TN +FP)(TN +FN) + (FN + TP)(FP +TP)
Pe = (TP + TN + FP + FN)?
- AU lAnT I Receiver operating characteristic

curve (AUROC) n519 ROC [25] Aons1niingen
FELUINDATINAUINGSS (True Positive Rate : TPR)
WAy FMIINAUINLIA (False Positive Rate : FPR)

WaARaRagUN 4

ROC Curve

10

0.8

0.6

0.4

True Positive Rate

0.2

0.0

0.2 0.4 06 0.8 10

False Positive Rate (1-Specificity)

gﬂﬁ 4 : n37 ROC

[

197 TPR fa A1Auls wag FPR aunsamuialasadl
FP

o FP+TN
- AN UN LB NN Precision-Recall curve (AUPRC)

FPR =

N5 PR [26] AanT1Andanseninamiainuwiuen

WAZAIANTEAN Uanasagunl 5

PR Curve
1.0
0.8
506
‘B
‘o
g 0.4
0.2
0.0
0.0 0.2 0.4 0.6 0.8 1.0
Recall
U7 5: n3 I PR

3.7) Kfold Cross Validation
Huisideulunmsldnaaeuusz@nsnmaesdauuy @
fnagldsauiunstinasudinuunisseuiveaniod lnuay

wustoyatsinaeuesndu k dw Fusazdiuazdsiuy
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Foyafiiniu nasnntudeyanilsdiwazldidudmaasy
Usgdvzanvetlumauazyinuluiguiauasudnuiuinus

127

4) WANaUNITINY
4.1) ynveyaildluaniide

Turuideilidenlddoyadiuiu 12 yadeya Faduyns

¥ P

Joyafidudsauuvaduassnaid (Binary class) wazal
Sasrdrunuiliauga (R) derfunndneiu JeaziSoeyn
Foyanm IR Mndfeslusnndauandunsad 1 lnsyadeya
wianiianainguteya KEEL (28] way imbalanced-leam
291 Fadugudeyaiilduamuisunaziiniunindedogs

wsznuidelagdiulngtenideyaangudeyailuly
nageulsvaniamvesiuuunsetunewisilagnass
Fuulnyd Feanansed 1 szmiuldandeyaiis 12 yaiiden

v
= o £%

Y111l luwdTed IAUraINia18veanIen IUYBII LI

o

ANANYE YWt YuATayangutey YwIndeyangu

Y Y

1N wag Adnduanuliauna (R)

A3197 1: Meanduayndeyanldlunuidy

. IR | WUIN
31U . .
4 . wwn | Toya | TUoya
FOYAUDYA Ao- N . . IR
. veya | nau ngu
ANYY Y
usy N
glass1 9 214 76 138 1.82
IrisO 4 150 50 100 2.00
glass-0-1-2-
9 214 51 163 3.20
3 VS 4-5-6
ecoli2 7 336 52 284 5.46
glassé 9 214 29 185 6.38
ecoli 7 336 35 301 8.60
pen_digits 16 10,992 | 1,055 | 9,937 | 9.42
abalone 10 4,177 391 3,786 9.68
Libras_move 90 360 24 336 14.00
solar_flare_ m0 32 1,389 68 1,321 | 19.43
yeast me2 8 1,484 51 1,433 | 28.10
mammography 6 11,183 | 260 10,923 | 42.01




4.2) 35MIViNIYeTUnaN IS AU
e awen1sUsEENATINNITTINUYeITuRowITNIS

mAmIgaLianuuuluun3Im way Tuneudiadioutiu

'
=~

Inditgaiileustigmdoyaliauna Tnsduneuisiauet
9£8935n15dudI9819a0 F933nsvineuvestunouisi
iauoansnesuelddwielud

1% D \duwnvosdoyafinaeu anduutaen D een
W 2 1wn Ao D iduavesrananguuin way DYunu
WRYeIRa1aNauley wasli d = |D7| wnuTIuIUYDY
sreg1elumatanguun wag nt = |D*| uwnudiuiuves
meagalunaianguios
fngUszasduasiiidoiide dosnsduiesaantaya
Aananguun 1aglsrdosn1suenges Do,y © D™H4
|Droq| = |D*| IummzLﬁmﬁ’uwmsjaaﬁgmﬁaﬂﬁ%gﬂﬁ’]
wndudeyalunisasradauuy Femoud D, UD* Y
nanedudeyayrnaounds uazilaiduinguszasd Ao

f=fA):=1-r score)2 +(1- AUROC)2
+(1 — Sensitivity)® + f(n~ —n*)2

lael A € D™ Wuangegvasaaiang uuin, n”

(21)

n~(4) = |A| Wusnuvesnguiedaiieglu 4, B 10y
wdwesfilifinau deuseuaiioutual Penalty mn
Fonwngoefifisuinvesiiegnsldwinfusuiuresnana
nguies Auuald A1 F1 score, AUROC wag Sensitivity
1Bueiiléininn1svin 10-fold cross validation #ilddeya
Hnaou A U DT Seuiesudn
laituinguszasaiialdaiatundu sldidu
f:22 > [0,0)

femuuands 22 geqen D~ @udulenmavesnisiin
wmgosiamiiiuluanmadensndosanaaandusnn

uazdsluduan [0, ) Fasrdosnisnientoe vinli

'
1 o a

larudiiensiian
e TuingUszasAisfoinsideniendagaani
InNAAIENgUNIN wazisdl DT = {xy, ..., x4} \Dungquin
g 19veInaanguinn Inoisazivuniledduidaaaun
\Guilsrdunilaenilsio
¢:{0,1}4 - 2P~
Fedlomlog

dX)={x; €D X)) =1} (=1,...,d)
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TneReulvlunisidenwndes fe Weanuinesrusenaures
1 N S W ° =
X o avil i la o AdAwindu 1 aggnimualiluiden
g1 TuD ~widungosvesnananguuin wazay
laflendudseneu fe

fop:{01}¢ > [0,0)

Feaziduilsidudszneviisdesnisiasmeidign
osnnlamuvesiledtulsznoviifuuinfvesluuns
nnwed feauautRdvinliannsaihduneuisnismen
wnzaudigauuuluunimadundiemaniiniigaves

o

Hetuinguszasd f o ¢ wavduuuilaldlunisussidu
i LAY s & o v ' T v

Alsntuingussasdasilumuuundiladeuaslidudou
wupe wieutulndiian ddldmmunmsimes K = 1

DanANUT UL UYBINITYINNULAZLIA LN TATUIM

4.3) msnadauUsyanEn mYsetuneuE e

fupounmageutszavsnmifuioluid

1. Tuusdazgndoua (12 yadeya) avgnuusesnidu 2
YA Ap TayayARnaaY (training set) Wag Joyayn
VAADU (testing set) Tudns1dIu 80:20 F9n15uUs
Iuﬂ%ﬂﬂfé’msﬂdaummhiauﬂaiwdwamﬂmasum
Toyayarnasunazdoyayanagaudiniiiniig
IndiAsiudeyadualy

2. Yoyagsrnanuwsazynvzgnuusseniu 2 ngu Ao
AaNENguNIn D~ wagAanandquies DY

3. vinsdusiiegsantayana1anguuin Dypg tneld
FumeuAsite 4 38 1fun fumerAsitiaue msan
IUIUFIBYNTBYALUUEL ATANDIITUNTOUA UaY
losta luvasiiteyanananduiioedndl iindlowds
Tunselvestunoudsiithiaue isdesnism luuni
et X* e fo ﬁ'i"fﬂl,ﬁzjmsjaasumﬂmamjmmm
fo Dy = {x; € D™ :X* (i) = 1} ldrvua
T1uIURARagYIAY 20 Naleay (m = 20) uay

Avua B Wiy 100 wazdeulvlunisveganis

A o P

auYeunauiIsNiEys A
o ynewesilsiduinguszasiviiugud

o ynAvesilaiduingUssasdninfiantiinig

q
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i lildnadwsvesnsvinnedian Accuracy figannuay
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3961 Sensitivity SAngisauan Sumneauin fauuudn
wognnmesunedud gnadieaindoyaliaunadull
annsaviueaananguesldfivinfiads :nnadnsves
UseBnEnmnsvhanurestuneuiifitiausdisiy axdiu
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715799 2 : ArngUszasdningaantuneuisnulaue

A1IngUIzaeRd
4. nanwauznsgidives fiafign
Yoynvaya L. . o
AINRUTZEIA (3aUnvign
A1591197U)
0.0047557
glassl
(631)
L . 0.0000000
IrisO FFNYARNILATDOUNITIUG TN )
1
glass-0-1-2- 0.0006235
3 VS 4-5-6 (369)
0.0157653
ecoli2
(423)
0.0000000
glassé
(332)
0.0017889
ecoli
(410)
0.0000189
pen_digits
(814)
0.1069821
abalone
(993)
0.0000000
libras_move
(35)
0.1135251
solar_flare_mO
(779)
0.0074181
yeast me2
(884)
0.0453169
mammography
(462)
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157199 3: ALRALYeRIInUSEANS AN

Bnsdusiiagnean
fiain
UszBnSaw | None cC NM RUS PA
0.9430 | 0.8192 | 0.6915 | 0.8391 | 0.8596
Accuracy
(0.0616) (0.1557) | (0.2892) | (0.1420) | (0.1321)
0.6370 | 0.5957 | 0.5047 | 0.5996 | 0.6255
F1 score
(0.3680) (0.3147) | (0.3369) | (0.2773) | (0.2962)
0.6939 | 0.8552 | 0.7459 | 0.8711 | 0.8941
G-mean
(0.3670) | (0.1155) | (0.2336) | (0.1186) | (0.1042)
0.8673 | 0.8992 | 0.7962 | 0.9171 | 0.9363
AUROC
(0.1348) (0.0980) | (0.2369) | (0.1030) | (0.0812)
0.6807 | 0.6708 | 0.5739 | 0.6554 | 0.6978
AUPRC
(0.3338) (0.3093) | (0.3845) | (0.3155) | (0.3283)
o 0.6250 | 0.9126 | 0.8639 | 0.9239 | 0.9444
Sensitivity
(0.3798) (0.1008) | (0.1694) | (0.0846) | (0.0765)
» 0.6685 | 0.5240 | 0.4236 | 0.4973 | 0.5271
Precision
(0.3662) | (0.3539) | (0.3463) | (0.3046) | (0.3289)
Mce 0.6119 | 0.5741 | 0.4279 | 0.5769 | 0.6204
(0.3674) | (0.3025) | (0.4046) | (0.2711) | (0.2783)
0.6072 | 0.5233 | 0.4069 | 0.5253 | 0.5695
kappa
(0.3676) | (0.3449) | (0.3792) | (0.3089) | (0.3194)

v : amiriadulduasdasssumdaduls Ao TuneuIsnie)

Youi1INUTEINENINGIGASUAUT 1 Uudy 2 mNaIiy uarmrviogu

WA Ao ArdaudeuuusnTgIu
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