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บทคัดย่อ 
การวิจัยครั้งนี้มีวัตถุประสงค์เพื่อสร้างขั้นตอนวิธีการสุ่มตัวอย่างลดแบบใหม่ โดยใช้แนวคิดของขั้นตอนวิธีการหาค่าเหมาะสมที่สุด

แบบวาฬและไบนารีวาฬร่วมกับเทคนิคเคเพื่อนบ้านใกล้ที่สุดเพื่อใช้ในการแก้ปัญหาข้อมูลไม่สมดุล ซึ่งขั้นตอนวิธีท่ีน าเสนอนี้จะก าหนด
ค่าพารามิเตอร์เคเท่ากับหนึ่ง ทั้งนี้ได้เลือกชุดข้อมูลทดสอบจ านวน 12 ชุดจาก KEEL และ imbalanced-learn ซึ่งชุดข้อมูลจะมี
อัตราส่วนความไม่สมดุลอยู่ในช่วง 1.82 ถึง 42.01 เพื่อใช้ในการประเมินขั้นตอนวิธีใหม่เปรียบเทียบกับการแก้ปัญหาข้อมูลไม่สมดุล
ด้วยวิธีการลดจ านวนตัวอย่างข้อมูล 3 ขั้นตอนวิธี ได้แก่ การลดจ านวนตัวอย่างข้อมูลแบบสุ่ม คลัสเตอร์เซนทรอยด์ และเนียร์มิส 
งานวิจัยนี้เริ่มจากการน าชุดข้อมูลมาแบ่งเป็นสองชุด คือ ชุดข้อมูลฝึกสอนและชุดข้อมูลทดสอบ ส าหรับชุดข้อมูลฝึกสอนคลาสข้อมูล
กลุ่มน้อยจะใช้ข้อมูลชุดเดิม ในขณะที่คลาสข้อมูลกลุ่มมากจะถูกวิเคราะห์เพื่อดึงชุดข้อมูลย่อยที่เป็นตัวแทนที่ดีที่สุดด้วยขั้นตอนวิธี 
ที่น าเสนอ และประเมินประสิทธิภาพด้วยเทคนิคซัพพอร์ตเวกเตอร์แมชชีน จากผลการวิจัยพบว่าขั้นตอนวิธีที่ได้น าเสนอมีประสิทธิภาพ
การท างานโดยรวมสูงที่สุด เมื่อเทียบกับขั้นตอนวิธีการสุ่มตัวอย่างลดทั้งสามที่น ามาเปรียบเทียบ ซึ่งมีผลการวัดประสิทธิภาพโดยเฉลี่ย
ดังนี ้ Accuracy = 0.8596, F1 score = 0.6255, G-mean = 0.8941, AUROC = 0.9363, AUPRC = 0.6978, Sensitivity = 
0.9444, Precision = 0.5271, MCC = 0.6204, และ Kappa = 0.5695 
 

ค ำส ำคัญ :  ขั้นตอนวิธีการหาค่าเหมาะสมที่สุดแบบไบนารีวาฬ  ปัญหาข้อมูลไม่สมดุล  เคเพื่อนบ้านใกล้ที่สุด  ซัพพอร์ตเวกเตอร์แมชชีน  
ขั้นตอนวิธีการสุ่มตัวอย่างลด 
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Abstract 
This research is aimed at developing a novel undersampling algorithm by combining the ideas of the whale 

and binary whale optimization algorithms with K­ nearest neighbor classification, in order to solve imbalanced data 
problems. Twelve datasets of varying imbalance ratios ranging from 1.82 to 42.01 were selected from the 
Knowledge Extraction based on Evolutionary Learning (KEEL) repository and also the imbalanced­learn repository, 
to be used in the evaluation of the novel algorithm. This research work started by splitting each dataset into two 
parts, the training set and the testing set. Whereas the minority class of each training set remained untouched, its 
majority class was processed by the proposed algorithm with the parameter in K-nearest neighbor classification 
fixed to K = 1, to obtain an optimal representative subset of the majority class. Then a support vector machine 
classifier was trained with the new and reduced training set for performance assessment. It was found that the 
proposed algorithm had best overall performance when compared with another three undersampling methods, 
namely random undersampling, cluster centroid, and near-miss algorithms, showing average efficiency measurement 
results as follows: Accuracy = 0.8596, F1 score = 0.6255, G-mean = 0.8941, AUROC = 0.9363, AUPRC = 0.6978, 
Sensitivity = 0.9444, Precision = 0.5271, MCC = 0.6204, and Kappa = 0.5695. 
 

Keywords: Binary whale optimization algorithm, Imbalanced data problem, K­nearest neighbor, Support vector 
machine, Undersampling algorithm 
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1) บทน า 
ข้อมูลไม่สมดุลบนปัญหาการจ าแนกข้อมูล (classification) 

นั้น หมายถึงความไม่เท่ากันของจ านวนกลุ่มตัวอย่างในแต่ละคลาส 
(class) ซึ ่งสถานการณ์เช่นนี้มักพบบ่อยในหลายสายงาน เช่น 
การวินิจฉัยเพื่อจ าแนกประเภทผู้ป่วยโรคมะเร็ง เมื่อจ านวนของผู้
ที่ป่วยมีจ านวนน้อยกว่าผู้ที่ไม่ป่วยมาก [1] การตรวจจับธุรกรรม
ทางการเงินที่ผิดปกติ เมื่อจ านวนผู้ทุจริตมีจ านวนน้อยกวา่ผู้ที่ไม่
ทุจริต [2] การจ าแนกประเภทผู้ป่วยโรคเบาหวาน เมื่อจ านวน
ข้อมูลที่มีพบกว่าผู้ที่ป่วยมีจ านวนน้อยกว่าผู้ที่ไม่ป่วยอย่างเห็น 
ได้ชัด [3] และ อีกในหลาย ๆ สายงานที่มักจะพบเจอกับปัญหา
ข้อมูลไม่สมดุล หนึ่งในปัญหาที่มักพบส าหรับปัญหาการจ าแนก
ประเภทเมื่อข้อมูลเกิดความไม่สมดุลขึ้น คือ ถ้าน าข้อมูลไม่สมดุล
ไปสร้างตัวแบบโดยใช้การเรยีนรู้ของเครือ่ง (machine learning) 
โดยตรงจะท าให้ผลลัพธ์ท่ีได้มีความไม่ถูกต้องและมีความเอนเอียง 
(bias) ในการท านายผล ที่เป็นเช่นนี้เพราะการเรียนรู้ของเครื่อง
มักจะถูกออกแบบมาเพื่อปรับปรุงความถูกต้องและลดความ
คลาดเคลื่อน (error) ดังนั้น ตัวแบบท่ีได้จะท าการท านายผลลัพธ์
ไปทางคลาสกลุ่มมาก (majority class) โดยจะไม่เน้นการท านาย
ไปท่ีคลาสกลุ่มน้อย (minority class) 

เทคนิคการสุ่มตัวอย่าง (resampling technique) เป็นเทคนิค
ที่สามารถแก้ปัญหาของข้อมูลที่ไม่สมดุลได้ และเมื่อข้อมูลมีการ
ปรับให้มีความสมดุลแล้วก็จะสามารถน าข้อมูลเข้าสู่การสร้างตัว
แบบโดยใช้การเรียนรู้ของเครื่องได้อย่างมีประสิทธิภาพมากขึ้น 
เทคนิคการสุ่มตัวอย่างสามารถแบ่งออกได้เป็น 3 วิธีหลัก ๆ คือ
วิธีการสุ่มตัวอย่างลด (undersampling methods) วิธีการสุ่ม
ตัวอย่างเพิ่ม (oversampling methods) และ วิธีการแบบผสม 
(hybrid methods) [4] ซึ่งจะเห็นได้ว่ามีวิธีการสุ่มตัวอย่างหลาย
แบบโดยหนึ่งในวิธีที่มีประสิทธิภาพคือการสุ่มตัวอย่างลด วิธีนี้จะ
ช่วยลดจ านวนข้อมูลของคลาสกลุ่มมากลงมาเพื่อให้มีขนาดเท่ากับ
จ านวนข้อมูลของคลาสกลุ่มน้อย ถึงแม้ว่าวิธีการสุ่มตัวอย่างลด
อาจจะท าให้สูญเสียข้อมูลที่มีความส าคัญไป แต่อย่างไรก็ตามวิธี
นี ้จะช่วยลดเวลาในการประมวลผลเพื่อสร้างตัวแบบของการ
เรียนรู้ของเครื่อง และ สามารถลดปัญหาการเกิดปัญหาเกินพอดี 
(overfitting) ในการสร้างตัวแบบได้  

ในปัจจุบันมีการใช้ขั้นตอนวิธีที่ได้รับแรงบันดาลใจจากธรรมชาติ 
(nature-inspired algorithms) กับการแก้ปัญหาข้อมูลไม่สมดุล 
ยกตัวอย่างเช่น ขัน้ตอนวิธีการหาค่าเหมาะสมที่สุดแบบฝูงมด (ant 
colony optimization algorithms) ขั้นตอนวิธีการวิวัฒนาการ 

(evolutionary algorithms) ขั้นตอนวิธีเชิงพันธุกรรม (genetic 
algorithms) และขั้นตอนวิธีการปรับสมดุลกลุ่มปรับตัว (adaptive 
swarm balancing algorithms) โดยในปี ค.ศ.2013 Yu et al. 
[5] ได้น าเสนอขั้นตอนวิธีการสุ่มตัวอย่างลดแบบใหม่ที่มีแนวคิดมา
จากการหาค่าเหมาะสมแบบฝูงมด ซึ่งเรียกว่า ACO Sampling 
โดยขั้นตอนวิธีนี้จะเป็นหาชุดข้อมูลย่อยที่เหมาะสมส าหรบัคลาส
กลุ่มมาก และได้ท าการประเมินขั้นตอนวิธีด้วยชุดข้อมูล DNA 
microarray 4 ชุด ที่เป็นข้อมูลไม่สมดุล โดยตัวแยกประเภท
เทคนิคซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machine: 
SVM) และผลลัพธ์แสดงให้เห็นว่าวิธีการที่น าเสนอนั้นมีประสิทธิ-
ภาพที่ดีกว่าขั ้นตอนวิธีอื ่น โดยฟังก์ชันวัตถุประสงค์ที ่ใช้จะมี
ส่วนประกอบเป็น 3 ตัววัดประสิทธิภาพ ได้แก่ F1 score, G-
mean และ ค่าพื้นที่ใต้กราฟ Receiver operating characteristic 
curve (AUROC) ต่อมาในปี ค.ศ. 2014 López et al. [6] ได้
เสนอการใช้ขั ้นตอนวิธีแบบ Iterative Instance Adjustment 
for Imbalanced Domains (IPADE-ID) ที ่มีกรอบการท างาน
แบบเชิงวิวัฒนาการ (evolutionary framework) ซึ่งผลลัพธ์ที่
ได้พบว่าวิธีการที่น าเสนอมีประสิทธิภาพกว่าวิธีการอื่น โดย
ฟังก์ชันวัตถุประสงค์ใช้ตัววัดประสิทธิภาพ AUROC ส าหรับการ
วิวัฒนาการผลเฉลย ในปี ค.ศ. 2016 Kim et al. [7] ได้เสนอ
แนวทางการปรับให้เหมาะสมของการสุ่มตัวอย่างตามคลัสเตอร์
เพื่อเลือกตัวแทนท่ีเหมาะสม ซึ่งวิธีการนี้สามารถแก้ปัญหาข้อมูล
ไม่สมดุลได้ และได้ท าการทดสอบประสิทธิภาพของวิธีผสม
ระหว่างเทคโนโลยีคลัสเตอร์และขั้นตอนวิธีเชิงพันธุกรรมบนตัว
แบบโครงข่ายประสาทเทียม โดยวิธีการที่น าเสนอสามารถใช้
แก้ปัญหาการท านายการล้มละลายของสถาบันการเงินได้ส าเร็จ 
โดยที่ใช้ตัววัด G-mean ในฟังก์ชันวัตถุประสงค์ และใน ปี ค.ศ. 
2017 Li et al. [8] ได้น าเสนอขั้นตอนวิธีการปรับสมดุลกลุ่ม
ปรับตัว ซึ่งพบว่าสามารถปรับปรุงประสิทธิภาพของข้อมูลขนาด
ใหญ่อีกทั้งยังพบว่ามีความสอดคล้องกับชุดข้อมูลทางการแพทยท์ี่
ไม่สมดุลขนาดใหญ่โดยทั่วไปอีกด้วย ซึ่งวิธีการที่น าเสนอท าให้ตัว
แบบจ าแนกประเภทมีความน่าเชื่อถือมากขึ้นและลดเวลาการ
ท างานให้สั ้นลงเมื ่อเทียบกับวิธี brute-force โดยที ่ใช้ตัววัด
ประสิทธิภาพ kappa และ ค่าความถูกต้อง ในการประเมินฟังก์ชัน
วัตถุประสงค์ 

และเมื่อไม่นานมานี้ได้มีการสร้างขั ้นตอนวิธีใหม่ที ่ชื ่อว่า 
ขั้นตอนวิธีการหาค่าเหมาะสมทีสุ่ดแบบไบนารีวาฬ (binary whale 
optimization algorithms) [9] ซึ่งเป็นขั้นตอนวิธีที่ได้รับความ
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นิยมในการประยุกต์น าไปใช้กับหลากหลายศาสตร์ เช่น การแก้ 
ปัญหาการเลือกคุณลักษณะที่เหมาะสมส าหรับตัวแบบ (feature 
selection) [10] การแก้ปัญหาทางด้านวิศวกรรมอิเล็กทรอนิกส์ 
[9] และ การแก้ปัญหาการหาค่าพารามิเตอร์ที่เหมาะสมส าหรับ
ตัวแบบ ซึ่งจะเห็นได้ว่าขั้นตอนวิธีนี้ค่อนข้างน่าสนใจเป็นอย่าง
มากถ้าน ามาประยุกต์ใช้เพื่อแก้ปัญหาข้อมูลไม่สมดุล โดยในปี ค.ศ. 
2019 Hussien et al. ได้เสนอขั้นตอนวิธีการหาค่าเหมาะสม
ที่สุดแบบวาฬแบบใหม่โดยมีการใช้ไบนารีมาประยุกต์เข้ากับการ
เลือกคุณลักษณะย่อยที่เหมาะสมเพื่อลดจ านวนมิติของชุดขอ้มูล
บนปัญหาการจ าแนกประเภท [11] โดยวิธีการใหม่นี้จะใช้ฟังก์ชัน
การถ่ายโอนซิกมอยด์ (S shape) ในการหาคุณลักษณะที่เหมาะสม 
ผลการวิจัยพบว่าขั้นตอนวิธีใหม่นี้มีประสิทธิภาพในการค้นหา
คุณลักษณะที่เหมาะสมได้เปน็อย่างดี ในปี ค.ศ. 2020 V. Kumar 
และ D. Kumar ได้ปรับปรุง WOA ให้กลายเป็น BWOA โดย
ปรับเปลี่ยนจากเวกเตอร์ผลเฉลยที่อยู่ในปรภิูมิของจ านวนจรงิ ให้
กลายเป็นเวกเตอร์ผลเฉลยที่อยู่ในปริภูมิของไบนารี [9] และใช้
ฟังก์ชันการถ่ายโอนซิกมอยด์เพื่อใช้ในการปรับปรุงต าแหน่งของ
ผลเฉลย ผลการทดสอบเมื่อเทียบกับขั้นตอนวิธีอื ่น ๆ พบว่า
ขั ้นตอนวิธีนี ้มีประสิทธิภาพที่เหนือกว่า อีกทั้งยังทดสอบกับ
ปัญหาการสั่งการเดินเครื่องโรงไฟฟ้า (unit commitment) ซึ่ง
เป็นปัญหาทางวิศวกรรมไฟฟ้า ผลการทดสอบพบว่าขั้นตอนวิธีที่
น าเสนอมีประสิทธิภาพที่ดีกว่าขั้นตอนวิธีอื่น ๆ ในแง่ของต้นทุน
การผลิตที่ต ่าลง และในปีเดียวกันนี้ Sayed et al. ได้น าเสนอตัว
แบบอัจฉริยะแบบผสมที่ใช้ขั้นตอนวิธีการวิเคราะห์คลัสเตอร์
ร่วมกับขั้นตอนวิธีแบบไบนารีเวอร์ชันของ WOA และ Moth 
flam optimization [12] เพื่อใช้ในการเลือกคุณลักษณะที่ส าคญั
ส าหรับวิเคราะห์ข้อมูลมะเร็งเต้านมทางคลินิก ผลการทดลอง
แสดงให้เห็นว่าข้ันตอนวิธีท่ีน าเสนอสามารถสร้างคุณลักษณะของ
ข้อมูลที่มีความหมายและมีนัยส าคัญได้ และงานวิจัยสุดทา้ยในปี 
ค.ศ. 2020 Hussien et al. ได้เสนอ BWOA ที่ใช้ฟังก์ชันการ 
ถ่ายโอนแบบ S shape และ V shape [13] ผลลัพธ์พบว่าขั้นตอน
วิธีที ่น าเสนอมีประสิทธิภาพดีกว่าขั ้นตอนวิธีอื่น ๆ และได้น า
ขั้นตอนวิธีนี้ไปแก้ปัญหาทางวิศวกรรม และปัญหาการเดินทาง
ของพนักงาน (travelling salesman problem) จากการศึกษา
พบว่าได้ผลลัพธ์ที่ดีกว่าขั้นตอนวิธีอื่นทั้งด้านความแม่นย าและ
ความเร็ว 

จากงานวิจัยต่าง ๆ จะพบว่าขั้นตอนวิธีการหาค่าเหมาะสม
แบบไบนารี่วาฬนั้น มีความสามารถที่โดดเด่นในการตัดสินใจว่า

จะเลือกหรือไม่เลือกสิ่งใดตามฟังก์ชันวัตถุประสงค์ที่ก าหนด เช่น 
การเลือกคุณลักษณะที่เหมาะสมส าหรับการสร้างตัวแบบและตัด
คุณลักษณะที่ไม่เหมาะสมทิ้งไป การเลือกสั่งการเดินเครื่องโรงไฟฟ้า
ว่าเครื่องใดควรท างานเพื่อให้ได้ประโยชน์สูงสุด เป็นต้น จะเห็น
ได้ว่าขั้นตอนวิธีการหาค่าเหมาะสมแบบไบนารี่วาฬมีประสิทธิภาพ
ที่ดีจึงท าให้หลายงานวิจัยมีการประยุกต์ใช้ขั้นตอนวิธีนี้กันอย่าง
แพร่หลาย ด้วยความสามารถของขั้นตอนวิธีที่ได้กล่าวมาข้างต้น 
สามารถน ามาประยุกต์ใช้ในการเลือกกลุ่มตัวอย่างข้อมูลยอ่ยที่มี
แนวโน้มที่จะเป็นตัวแทนที่ดีของกลุ่มตัวอย่างข้อมูลขนาดใหญ่ได้ 
ดังนั้น งานวิจัยนีจ้ึงได้น าเสนอขั้นตอนวิธีใหม่ที่อิงการสุ่มตัวอย่าง
ลดโดยเกิดจากการรวมการท างานของ ขั้นตอนวิธีการหาค่าเหมาะ 
สมที่สุดแบบไบนารีวาฬ และขั้นตอนวิธีเคเพื่อนบ้านใกล้ที่สุด (K-
nearest neighbor) [14] และเนื่องจากการท างานของขั้นตอน
วิธีไบนารี่วาฬมีการวนซ ้าเพื่อค านวณฟังก์ชันวัตถุประสงค์จ านวน
มาก ในงานวิจัยนี้จึงได้เลือกขั้นตอนวิธีเคเพื่อนบ้านใกล้ที่สุดใน
การสร้างตัวแบบเพื่อประเมินค่าของฟังก์ชันวัตถุประสงค์ เพราะ
ง่ายและไม่ซับซ้อน หลังจากท่ีได้ท าการวิเคราะห์เพื่อดึงชุดข้อมูล
ย่อยที่เป็นตัวแทนที่ดีที่สุดของคลาสกลุ่มมากด้วยขั้นตอนวิธีที่น า 
เสนอเสร็จแล้ว จะน าข้อมูลที่มีการปรับจ านวนทั้งสองคลาสใหม้ี
ความสมดุลแล้วนั้น เข้าสู่การสร้างตัวแบบโดยใช้เทคนิคซัพพอร์ต
เวกเตอร์แมชชีน [15] เนื่องจากเทคนิคซัพพอร์ตเวกเตอร์แมชชีน
เป็นเทคนิคทีม่ีประสิทธิภาพที่ดีในการแก้ปัญหาการจ าแนกประเภท
ข้อมูล เหมาะส าหรับข้อมูลที่มีขนาดไม่ใหญ่มากและท างานได้ดี
แม้ว่าข้อมูลจะมีจ านวนคุณลักษณะที่มาก [5] ถึงอย่างไรก็ตาม
เทคนิคซัพพอร์ตเวกเตอร์ก็มีข้อจ ากัดเมื่อน าไปใช้กับข้อมูลไม่
สมดุลซึ่งท าให้ประสิทธิภาพการท านายลดลงอย่างมาก [16] หาก
ขั้นตอนวิธีใดสามารถปรับปรุงสมดุลของข้อมูลได้ดี ก็จะสามารถ
ดึงประสิทธิภาพในการสร้างตัวแบบของเทคนิคซัพพอร์ตเวกเตอร์
แมชชีนได้ดีเช่นกัน ดังนั้นจึงเลือกใช้เทคนิคซัพพอร์ตเวกเตอร์  
แมชชีนเพื่อประเมินประสิทธิภาพการท างานของขั้นตอนวิธีที่
น าเสนอ โดยในงานวิจัยนี้ได้มีการเปรียบเทียบผลลัพธ์ที่ได้กับขั้น 
ตอนวิธีการสุ่มตัวอย่างลดอีก 3 วิธี ซึ่งได้แก่ การลดจ านวนตัวอย่าง
ข้อมูลแบบสุ่ม (random undersampling) [17] คลัสเตอร์เซน
ทรอยด์ (cluster centroid) [18] และ เนียร์มิส (near-miss) [19] 
ส าหรับตัววัดที่ใช้ในการประเมินประสิทธิภาพของขั้นตอนวิธี
ข ้างต้นมีด ังต่อไปนี้ Accuracy, F1score, G-mean, AUROC, 
AUPRC, Sensitivity, Precision, Matthew’ s correlation 
coefficient (MCC), และ Cohen’s Kappa Coefficient (Kappa) 
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2) วัตถุประสงค์ของงานวิจัย 
เพื่อพัฒนาขั้นตอนวิธีใหม่ในการแก้ปัญหาข้อมูลไม่สมดุลอิง

วิธีการสุ่มตัวอย่างลด โดยรวมการท างานของขั้นตอนวิธีการหาค่า
เหมาะสมที่สุดแบบไบนารีวาฬ และขั้นตอนวิธีเคเพื่อนบ้านใกล้
ที่สุด 

 
3) ทฤษฎีและงานวิจัยท่ีเกี่ยวข้อง 

3.1) อัตราส่วนความไม่สมดุล (Imbalance Ratio) 
อัตราส่วนความไม่สมดุลเป็นตัววัดที่เอาไว้บ่งบอกระดับความ

ไม่สมดุลของข้อมูลที่มีลักษณะสองคลาส แสดงในสมการที่ 1 [20] 
 ImbalanceRatio(𝐼𝑅)  =  

𝑛−

𝑛+
 (1) 

โดยที่ 𝑛−คือ จ านวนของกลุ่มตัวอย่างในคลาสลบ (คลาสกลุ่ม
มาก) และ 𝑛+คือ จ านวนของกลุ่มตัวอย่างในคลาสบวก (คลาส
กลุ่มน้อย) ซึ่งตัววัดนี้สามารถใช้เพื่อเรียงล าดับความแตกต่างของ
ความไม่สมดุลของข้อมูลแต่ละชุดได้ หากค่าอัตราส่วนความไม่
สมดุลมีค่ามากกว่าหนึ่งหรือน้อยกว่าหนึ่งอาจบ่งบอกได้ว่าชุด
ข้อมูลนั้นเป็นข้อมูลที่ไม่สมดุล ถึงอย่างไรก็ตามตัววัดนี้ก็อาจจะ
ไม่ใช่ตัววัดความไม่สมดุลของข้อมูลที่ดีเสมอไป ทั้งนี้ขึ้นอยู่กับ
ความซับซ้อนของข้อมูลที่น ามาวิเคราะห์ด้วย [4] 
 
3.2) วิธีการสุ่มตัวอย่างลด (Undersampling Methods) 

เป็นวิธีการที่ใช้เพื่อเลือกหาชุดข้อมูลย่อยเพื่อเป็นตัวแทนของ
ข้อมูลคลาสกลุ่มมาก หลังจากนั้นจะน าข้อมูลที่ได้เข้าสู่การสร้าง
ตัวแบบในปัญหาการจ าแนกประเภทตอ่ไป โดยวิธีการสุ่มตัวอย่าง
ลดทีง่านวิจัยนีน้ ามาเปรียบเทียบกับขั้นตอนวิธีที่น าเสนอมีทั้งหมด 
3 ขั้นตอนวิธี ได้แก ่การลดจ านวนตัวอย่างข้อมูลแบบสุ่ม คลัสเตอร์
เซนทรอยด์ และ เนียร์มิส 

3.2.1) การลดจ านวนตัวอย่างข้อมูลแบบสุ่ม จะท าการสุ่มเลือก
หาชุดข้อมูลย่อยจากคลาสกลุ่มมาก เนื่องจากเป็นวิธีการแบบสุ่ม
ท าให้ในแต่ละครั้งที่ท าการสุ่มก็จะได้ชุดข้อมูลย่อยที่แตกต่างกัน
ออกไป [17] 

3.2.2) คลัสเตอร์เซนทรอยด์ จะท าการสร้างจุดข้อมูลใหม่หรือ
ชุดข้อมูลย่อยใหม่ ที่มีจ านวนเท่ากับขนาดของคลาสกลุ่มน้อย ซึ่ง
เบื้องหลังการท างานของวิธีนี้คือใช้ K-means algorithm โดยท า
การระบุจ านวนกลุ่มหรือคลัสเตอร์ (cluster) ที่ต้องการจะแบ่ง 
ซึ่งจ านวนกลุ่มที่ว่านี้จะต้องมีขนาดเท่ากับจ านวนของคลาสกลุ่ม
น้อย หลังจากนั้น จะท าการสร้างเซนทรอยด์บนข้อมูลคลาสกลุ่ม
มาก และจะท าการปรับค่าต าแหน่งเซนทรอยด์ไปจนกว่าเซน

ทรอยด์จะไม่มีการเปลี่ยนแปลงต าแหน่ง สุดท้ายเซนทรอยด์ที่ถูก
สร้างจะกลายเป็นชุดข้อมูลย่อยที่เป็นตัวแทนของคลาสกลุ่มมาก 
[18] 

3.2.3) เนียร์มิส จะท าการเลือกชุดข้อมูลย่อยจากคลาสกลุ่ม
มาก โดยในแต่ละจุดข้อมูลของคลาสกลุ่มมากจะท าการหาจุด
ข้อมูลของคลาสกลุ่มน้อย 3 จุดที่อยู่ใกล้ที่สุด ท าการหาระยะทาง
ระหว่าง 3 จุดนั้น แล้วค านวณระยะทางเฉลี่ย ท าแบบนี้ทุกจุด
ข้อมูลของคลาสกลุ่มมาก หลังจากนั้นน าระยะทางเฉลี่ยที่ค านวณ
ได้มาเรียงจากน้อยไปมาก และจะท าการเลือกชุดข้อมูลย่อยของ
คลาสกลุ่มมากจากจุดข้อมูลที่มีระยะทางเฉลี่ยน้อยที่สุด จ านวน
เท่ากับขนาดของคลาสกลุ่มน้อย [19] 
 
3.3) ขั ้นตอนวิธ ีการหาค่าเหมาะสมที ่ส ุดแบบวาฬ (Whale 
Optimization Algorithm: WOA) 

WOA เป็นหนึ่งในขั้นตอนวิธีการหาค่าเหมาะสมที่สุดแบบเมตา
ฮิวริสติก (meta heuristic optimization algorithm) ที่ได้แรง
บันดาลใจในการสร้างมาจากพฤติกรรมการล่าเหยื่อของวาฬหลัง
ค่อม (humpback whale) โดยพฤติกรรมการล่าเหยื่อของวาฬ
ชนิดนี้จะแบ่งออกเป็นสองเฟส เฟสแรกวาฬหลังค่อมจะท าการ
ส ารวจหาเหยื่อ (exploration phase) โดยเหยื่อของวาฬหลัง
ค่อมจะเป็นปลาตัวเล็กหรือแพลงก์ตอน หลังจากที่เจอเหยื่อแล้ว
จะเข้าสู่เฟสที่สอง โดยวาฬหลังค่อมจะท าการปิดล้อมเหยื่อและ
โจมตีเหยื่อ (exploitation phase) โดยวิธีการโจมตีเหยื่อวาฬ
หลังค่อมจะว่ายวนรอบเหยื ่อพร้อมกับปล่อยฟองอากาศมา
ล้อมรอบเหยื่อซึ่งจะมีลักษณะคล้ายเลข ‘9’ แสดงดังรูปที่ 1 ด้วย
พฤติกรรมการล่าเหยื่อที่น่าสนใจนี้จึงท าให้ Mirjalili และ Lewis 
[21] ท าการศึกษาและพัฒนา WOA ขึ้นมาเพื่อประยุกต์ใช้ในการ
แก้ปัญหาต่าง ๆ ได้อย่างมากมาย 

 

 
 

รูปที่ 1 : การปล่อยฟองอากาศของวาฬหลังค่อม 
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พิจารณาฟังก์ชัน 𝑓(𝑥) ที่นิยามบนเซต 𝑊 ⊂ ℝ𝑑 ซึ่งเป็น
เซตที ่ม ีขอบเขต โดยในที ่น ี ้จะเร ียกฟังก ์ช ัน  𝑓 ว ่าฟังก ์ชัน
วัตถุประสงค์ (fitness function) โดยเป้าหมายของฟังก์ชันนี้คือ
หา 𝑥0 ∈ 𝑊 ที ่ท าให้ฟังก์ชัน 𝑓(𝑥) มีค่ามากที่สุด (หรือน้อย
ที่สุด) เริ่มต้นด้วยการระบุจ านวนจุด 𝑥1, … , 𝑥𝑚 ใน 𝑊 โดยจุด
เหล่านี้จะเปรียบเสมือนเวกเตอร์บอกต าแหน่งของวาฬแต่ละตัว
ซึ ่งมีทั ้งหมด 𝑚 ตัว (หรือ เปรียบเสมือนผลเฉลยของฟังก์ชัน
ทั้งหมด 𝑚 ผลเฉลย) ซึ่งจุดเหล่านี้จะถูกปรับปรุงต าแหน่งไปตาม
รอบการวนซ ้าสูงสุดที่ก าหนดไว้ (maximum iteration) และ
สุดท้ายจะได้ 𝑥0 ที่ท าให้ฟังก์ชัน 𝑓(𝑥) มีค่ามากที่สุด (หรือนอ้ย
ที่สุด) 

เนื่องจากวาฬทั้งหมด 𝑚 ตัว จะท างานโดยอิสระจากวาฬตัว
อื ่น เราจึงได้ให้ค าอธิบายส าหรับวาฬแต่ละตัวและก าหนด
สัญลักษณ์ไว้ดังนี้ ให้ 𝑋𝑗

⃗⃗  ⃗(𝑡) เป็นเวกเตอร์บอกต าแหน่งของวาฬ
ตัวที่ 𝑗 ณ รอบการวนซ ้า 𝑡 (นั่นคือ 𝑋𝑗

⃗⃗  ⃗(0) = 𝒙𝑗โดยที่ 𝑗 = 1, 

… ,𝑚 และก าหนดให้ต าแหน่งในตอนเริ ่มต้น  (𝑡 = 0) จะถูก
สร้างขึ้นมาด้วยการสุ่มตัวเลขในจ านวนจริง) และ 𝑋∗⃗⃗ ⃗⃗ (𝑡) จะบ่ง
บอกถึงต าแหน่งของวาฬตัวท่ีดีที่สุดที่ท าให้ฟังก์ชันวัตถุประสงค์มี
ค่ามากที่สุด (หรือน้อยที่สุด) ตั้งแต่เริ่มการวนซ ้าจนจบรอบการ
วนซ ้า 

ในการปรับปรุงเวกเตอร์บอกต าแหน่งของวาฬในทั้งสองเฟส 
ตัวแปรที่ส าคัญแสดงดังสมการที่ 2  

โดยที่ 𝑡 คือ ครั้งการวนรอบปัจจุบัน และ 𝑀𝑎𝑥𝐼𝑡𝑒𝑟 คือ การวน
ซ ้าสูงสุดก่อนการหยุดการท างาน โดยค่า 𝑎(𝑡) นี้จะลดลงแบบ
เชิงเส้นตั้งแต่ 2 ถึง 0 โดยขึ้นอยู่กับครั้งการวนรอบปัจจุบัน และ
เปรียบเสมือนตัวแปรที่เอาไว้ก าหนดขนาดของการค้นหาเหยื่อ
ของวาฬ ยิ่งในช่วงแรกของการค้นหาวาฬ วาฬจะออกไปได้ไกล
มากแต่เมื ่อถึงช่วงท้ายวาฬจะเริ ่มไม่ไปห่างจากบริเวณที่หา
อาหาร และเพื่อให้เข้าใจได้ง่ายค่า 𝑎(𝑡) จะถูกเขียนแทนด้วย 𝑎 

3.3.1) ตัวแบบการปิดล้อมและโจมตี (Exploitation Phase) 
อันดับแรกในการล่าเหยื่อของวาฬหลังค่อมเมื่อเจอเหยื่อแล้ววาฬ
หลังค่อมจะท าการเข้าไปปิดล้อมเหยื่อ (Encircling method) 
โดยลักษณะพฤติกรรมสามารถจ าลองและสร้างตัวแบบทาง
คณิตศาสตร์ดังสมการที่ (3) และ (4) 

โดยที ่  | ⋅ | เป ็นการหาค ่าสมบูรณ์ในแต ่ละองค ์ประกอบ
( elementwise absolute) , 𝐴 = 𝐴(𝑡, 𝑗) = 𝑎 ⋅ (2𝑟 − 1) 
และ 𝐶 = 𝐶(𝑡, 𝑗) = 2𝑟 เมื ่อ 𝑟 = 𝑟(𝑡, 𝑗) เป็นตัวแปรแบบ
สุ่มที่มีการแจกแจงแบบยูนิฟอร์ม (Uniform Distribution) อยู่
ในช่วง [0,1] ดังนั้นค่า A และ C จึงมีการแจกแจงแบบยูนิฟอร์ม 
ซึ่งอยู่ในช่วง [𝑎,−𝑎] และ [0,2] ตามล าดับ และ 𝐷𝐸

⃗⃗⃗⃗  ⃗ บ่งบอกถึง
ระยะทางจากเวกเตอร์บอกต าแหน่งที่ดีที่สุดที่ถูกคูณด้วยตัวแปร
สุ่ม 𝐶 ถึงเวกเตอร์บอกต าแหน่งตัวท่ี 𝑗 ณ รอบการวนซ ้าท่ี 𝑡 

สมการที่ (4) เป็นสมการที่แสดงการอัพเดตเวกเตอร์บอก
ต าแหน่งของวาฬให้ปิดล้อมเข้าใกล้วาฬตัวท่ีท าให้ค่าของฟังก์ชัน
วัตถุประสงค์ดีที ่สุด หรือเข้าใกล้แหล่งอาหาร โดยจะเห็นว่า
สมการการปรับปรุงเวกเตอร์บอกต าแหน่งแบบปิดล้อมจะขึ้นอยู่
กับตัวแปร A และ C และพฤติกรรมการปิดล้อมที่ค่อย ๆ หดตัว
เข้าหาเหยื่อก็ถูกจ าลองด้วยการลดลงของค่าพารามิเตอร์ 𝑎 

เมื่อวาฬหลังค่อมท าการปิดล้อมเหยื่อเรียบร้อยแล้ววาฬหลัง
ค่อมจะท าการว่ายวนรอบเหยื่อพร้อมกับปล่อยฟองอากาศออกมา 
(bubble-net attacking method) โดยสมการการปรับปรุง
เวกเตอร์บอกต าแหน่งของพฤติกรรมนี้ แสดงในสมการที่ (5) และ 
(6) 

โดยที่ 𝐷𝐵
⃗⃗⃗⃗  ⃗ บ่งบอกถึงระยะทางจากเวกเตอร์บอกต าแหน่งที่ดี 

ที่สุดถึงเวกเตอร์บอกต าแหน่งตัวที่ 𝑗 ณ รอบการวนซ ้าที่ 𝑡 และ
𝑙 = 𝑙(𝑡, 𝑗) เป็นตัวแปรแบบสุ่มที่มีการแจกแจงแบบยูนิฟอร์ม
อยู่ในช่วง [-1,1] และ 𝑏 คือค่าคงที่ท่ีใช้ในการก าหนดรูปร่างการ
หมุนวนของวาฬ 

3.3.2) ตัวแบบการส ารวจหาเหยื่อ (Exploration Phase) 
เพื่อให้การค้นหาเหยื่อหรือการค้นหาผลเฉลยมีความหลากหลาย 
ดังนั้นต้องมีการปรับเปลี่ยนต าแหน่งที่จะให้วาฬไปหา ซึ่งจากเดิม
วาฬจะต้องปรับปรุงเวกเตอร์บอกต าแหน่งไปหาวาฬตัวที่มีค่า
ฟังก์ชันวัตถุประสงค์ที่ดีที่สุด เปลี่ยนเป็นให้ปรับปรุงเวกเตอร์
บอกต าแหน่งไปหาวาฬตัวอื่น ๆ เพื่อท าให้ได้ผลเฉลยที่มีความ
หลากหลายและมีโอกาสที่จะเกิดต าแหน่งที่มีค่าของฟังก์ชันวัตถุ 
ประสงค์ที่ดีกว่าเดิมได้ ซึ่งสามารถสร้างตัวแบบทางคณิตศาสตร์
ได้ดังสมการที่ (7) และ (8) 

 𝑎(𝑡) = 2 (1 −
𝑡

𝑀𝑎𝑥𝐼𝑡𝑒𝑟
) (2) 

 𝐷𝐸
⃗⃗⃗⃗  ⃗ = 𝐷𝐸

⃗⃗⃗⃗  ⃗(𝑡, 𝑗) = |𝐶 ⋅ 𝑋∗⃗⃗ ⃗⃗  (𝑡) − 𝑋 𝑗(𝑡)|   (3) 
 𝑋 𝑗(𝑡 + 1) = 𝑋∗⃗⃗ ⃗⃗  (𝑡) − 𝐴 ⋅ 𝐷𝐸

⃗⃗ ⃗⃗   (4) 

 𝐷𝐵
⃗⃗⃗⃗  ⃗ = 𝐷𝐵

⃗⃗⃗⃗  ⃗(𝑡, 𝑗) = |𝑋∗⃗⃗ ⃗⃗  (𝑡) − 𝑋 𝑗(𝑡)|   (5) 
 𝑋 𝑗(𝑡 + 1) = 𝑋∗⃗⃗ ⃗⃗  (𝑡) + 𝐷𝐵

⃗⃗⃗⃗  ⃗𝑒𝑏𝑙 𝑐𝑜𝑠( 2𝜋𝑙)   (6) 

 𝐷𝑅
⃗⃗⃗⃗  ⃗ = 𝐷𝑅

⃗⃗⃗⃗  ⃗(𝑡, 𝑗) = |𝐶 ⋅ 𝑋 𝑟𝑎𝑛𝑑(𝑡) − 𝑋 𝑗(𝑡)|   (7) 
 𝑋 𝑗(𝑡 + 1) = 𝑋 𝑟𝑎𝑛𝑑(𝑡) − 𝐴 ⋅ 𝐷𝑅

⃗⃗⃗⃗  ⃗   (8) 
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โดยที่ 𝐷𝑅
⃗⃗⃗⃗  ⃗ บ่งบอกถึงระยะทางจากเวกเตอร์บอกต าแหน่งที่ถูกสุ่ม

มาหนึ่งตัวจากทั้งหมด 𝑚 ตัว โดยคูณด้วยตัวแปรสุ่ม 𝐶 ถึงเวกเตอร์
บอกต าแหน่งตัวที่ 𝑗 ณ รอบการวนซ ้าที่ 𝑡 และ 𝑋 𝑟𝑎𝑛𝑑(𝑡) คือ 
เวกเตอร์บอกต าแหน่งของวาฬตัวอื่น ๆ ที่ไม่ใช่ตัวที่ดีที่สุดซึ่งจะ
ถูกเลือกมาแบบสุ่ม ณ เวลา 𝑡 

3.3.3) การเปลี ่ยนเฟส (Switching Phase) เน ื ่องจากมี
เวกเตอร์บอกต าแหน่งของวาฬ (หรือผลเฉลย) หลายตัวในแต่ละ
รอบการวนซ ้า ท าให้วาฬแต่ละตัวต้องมีการสุ่มเลือกพฤติกรรมว่า
จะถูกปรับปรุงเวกเตอร์บอกต าแหน่งด้วยสมการใด ซึ่งเกณฑ์การ
เปลี่ยนเฟสจะแสดงดังสมการที่ (9) 

โดยที่ 𝑝 = 𝑝(𝑡, 𝑗) เป็นตัวแปรแบบสุ่มที่มีการแจกแจงแบบยูนิ
ฟอร์มบนช่วง [0,1]  
 

3.4) ขั้นตอนวิธีการหาค่าเหมาะสมที่สุดแบบไบนารีวาฬ (Binary 
Whale Optimization Algorithm: BWOA) 

BWOA ได้ถูกพัฒนามาจาก WOA [9] ซึ่งสามารถน ามาใช้ใน
การหาผลเฉลยแบบไบนารีเวกเตอร์ (binary vectors) โดยโดเมน
ของฟังก์ชันวัตถุประสงค์ คือ ปริภูมิ 

𝒳 = {0,1}𝑑 = ∏{0,1}

𝑑

𝑖=1

 

จากส่วนประกอบของเวกเตอร์คือ 0 และ 1 ดังนั้นสามารถน าไป
ประยุกต์ใช้กับหลากหลายงานที่ต้องใช้การตัดสินใจแบบไบนารี 
(binary)  
 โดยที่ในแต่ละองค์ประกอบของเวกเตอร์บอกต าแหน่งจะถูก
ปรับปรุง โดยการเปรียบเทียบระหว่างค่าตัวแปรสุ่มและค่าของ
ฟังก์ชันการถ่ายโอนซิกมอยด์ (sigmoid transfer function) ซึ่ง
ฟังก์ชันการถ่ายโอนซิกมอยด์จะแสดงดังสมการที่ (10) 

โดยที่ 𝑠 เป็นค่าคงที่ที่เพิ่มขึ้นจาก -2 ถึง 2 ซึ่งส่งผลให้ฟังก์ชัน

𝑔(𝑠) จะมีค่าเพิ ่มขึ ้นจาก 1

1+𝑒25 ≈ 0 ถึง 1

1+𝑒−15 ≈ 1 และ
สมการการปรับปรุงเวกเตอร์บอกต าแหน่งจะแสดงดังสมการที่ 
(11) 

โดยที่ 𝑟 เป็นตัวแปรสุ่มที่มีการแจกแจงแบบยูนิฟอร์มอยู่ในช่วง 
[0,1] และ 𝑖 เป็นดัชนีของเวกเตอร์ 𝐷⃗⃗ 0 โดยที่เวกเตอร์ 𝐷⃗⃗ 0 จะมี

เงื่อนไขในการเลือกดังสมการที่ (12) ซึ่งจะเห็นได้ว่าการปรับปรุง
เวกเตอร์บอกต าแหน่งของวาฬในแต่ละองค์ประกอบจะอาศัยการ
เปรียบเทียบกับค่าของตัวแปรสุ่ม 𝑟 

จากสมการที่ (12) จะเห็นได้ว่าเงื่อนไขในการปรับปรุงเวกเตอร์
บอกต าแหน่งของ BWOA จะเหมือนกับ WOA ในสมการที่ (9) 
เพียงแต่แตกต่างกันที่สมการการปรับปรุงเวกเตอร์บอกต าแหน่ง
เพียงเท่านั้น ภาพขั้นตอนการท างานของ BWOA แสดงดังรูปที่ 2 
 

 
 

รูปที่ 2 : ขั้นตอนการท างานของ BWOA 
 

3.5) ตัวแบบการเรียนรู้ของเครื่อง 
การเรียนรู้ของเครื่องสามารถแบ่งออกเป็น 3 ประเภทใหญ่ ๆ 

คือ การเรียนรู้แบบมีผู้สอน (supervised learning) การเรียนรู้
แบบไม่มีผู้สอน (unsupervised learning) และ การเรียนรู้แบบ
เสริมแรง (reinforcement learning) ซึ ่งในงานวิจัยจะใช้การ
เรียนรู้ของเครื่องประเภทการเรียนรู้แบบมีผู้สอนและใช้ส าหรับ
งานการจ าแนกประเภท (classification task) เพียงเท่านั้น  

𝑋 𝑗(𝑡 + 1) = {

𝑋∗⃗⃗⃗⃗  (𝑡) − 𝐴 ⋅ 𝐷𝐸
⃗⃗ ⃗⃗  ถ้า𝑝 < 0.5และ|𝐴| < 1;

𝑋∗⃗⃗⃗⃗  (𝑡) + 𝐷𝐵
⃗⃗⃗⃗  ⃗𝑒𝑏𝑙 𝑐𝑜𝑠( 2𝜋𝑙) ถ้า𝑝 ≥ 0.5 ;⬚

𝑋 𝑟𝑎𝑛𝑑(𝑡) − 𝐴 ⋅ 𝐷𝑅
⃗⃗ ⃗⃗  ถ้า𝑝 < 0.5และ|𝐴| ≥ 1

 (9) 

 𝑔(𝑠) =
1

1 + 𝑒−10(𝑠−0.5)
 (10) 

𝑋 𝑗(𝑡 + 1, 𝑖) = {
1 − 𝑋 𝑗(𝑡, 𝑖), ถ้า𝑟 ≤ 𝑔(𝐴𝐷⃗⃗ 0(𝑖))

𝑋 𝑗(𝑡, 𝑖), ถ้า𝑟 > 𝑔(𝐴𝐷⃗⃗ 0(𝑖))
 (11) 

 
𝐷⃗⃗ 0 = {

𝐷𝐸
⃗⃗ ⃗⃗   ถ้า 𝑝 < 0.5 และ |𝐴| < 1 ;⬚

𝐷𝐵
⃗⃗⃗⃗  ⃗ ถ้า 𝑝 ≥ 0.5 ;⬚

𝐷𝑅
⃗⃗⃗⃗  ⃗ ถ้า 𝑝 < 0.5 และ 𝐴| ≥ 1

 (12) 
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3.5.1) เคเพื ่อนบ้านใกล้ที ่สุด (K-nearest neighbors: K-
NN) เป็นขั้นตอนวิธีที่มีพื้นฐานมาจากการหาระยะทาง โดยเริ่ม
จากการน าจุดข้อมูลใหม่มาพล็อตลงปริภูมิเดียวกับข้อมูลชุดฝึกสอน 
หลังจากนั้นหาระยะทางเทียบกับจุดข้อมูลชุดฝึกสอนว่าจุดข้อมูล
ใหม่นี้มีจุดข้อมูลชุดฝึกสอนใกล้จุดข้อมูลใหม่กี่จุด โดยที่จ านวน
จุดที่ล้อมรอบจุดข้อมูลใหม่จะถูกก าหนดจ านวนด้วยพารามิเตอร์ 
𝐾 (โดยส่วนมากหากเป็นปัญหาสองคลาสมักจะก าหนด 𝐾 เป็น
จ านวนคี่) ในขั้นตอนสุดท้ายจะเป็นการระบุว่าจุดข้อมูลใหม่นี้จะ
ถูกจ าแนกว่าเป็นคลาสไหน โดยดูจากจุดข้อมูลชุดฝึกสอนที่ใกล้
กับจุดข้อมูลใหม่มากที่สุดจ านวน 𝐾 ตัว และดูว่าคลาสใดมี
จ านวนมากที่สุด คลาสนั้นจะถูกติดฉลากให้กับจุดข้อมูลใหม่โดย
ทันท ี[14] 

3.5.2) ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machines: 
SVM) คือขั ้นตอนวิธีที ่อาศัยหลักการการสร้างไฮเปอร์เพลน 
(Hyperplane) เพื่อตัดแบ่งข้อมูลให้ออกเป็นกลุ่ม ๆ อย่างชัดเจน 
โดยจะมีการปร ับส ัมประสิทธ ิ ์ของสมการวัตถุประสงค์ให้
เหมาะสม เพื่อที่จะท าให้ไฮเปอร์เพลนสามารถแบ่งกลุ่มข้อมูลให้
ดีที่สุด [15] 

 
3.6) การประเมินตัวแบบ (Model Evaluation) 

หลังจากท าการสร้างตัวแบบในการจ าแนกประเภทข้อมูลแลว้
จะต้องมีการวัดประสิทธิภาพว่าตัวแบบมีว่าความเหมาะสมมาก
น้อยเพียงใด โดยตัววัดประสิทธิภาพโดยส่วนใหญ่จะมีพื้นฐาน
การสร้างมาจากเมทริกซ์ความสับสน (confusion matrix) [4] 
แสดงดังรูปที่ 3  

 

 
 

รูปที่ 3 : Confusion matrix 
 

 จากรูปที ่ 3 Positive, Negative, TN, FN, FP, และ TP มี
ความหมายดังต่อไปนี้ 
 - Positive คือ ค่าทางบวก ซึ่งจะถูกระบุให้กับคลาสทีส่นใจ

ที่จะท านายผล 

 - Negative คือ ค่าทางลบ ซึ่งจะถูกระบุให้กับคลาสที่สนใจ
รองลงมา 

- TN คือ ผลท านายตรงกับผลจริงในทางลบ 
- FN คือ ผลท านายเป็นทางลบแต่ผลจริงเป็นทางบวก 
- FP คือ ผลท านายเป็นทางบวกแต่ผลจริงเป็นทางลบ 
- TP คือ ผลท านายตรงกับผลจริงในทางบวก 

ตัววัดประสิทธิภาพของตัวแบบท่ีใช้ในงานวิจัยนี้มีดังต่อไปนี้ 
- ค่าความถูกต้อง (Accuracy) แสดงดังสมการที่ (13) 

- ค่าความแม่นย า (Precision) แสดงดังสมการที่ (14) 

- ค่าความไว (Sensitivity) หรือเรียกอีกอย่างว่า ความ
ระลึก (Recall) แสดงดังสมการที่ (15) 

- ค่าเฉลี่ยเลขคณิตระหว่างค่าความแม่นย าและความไว 
(F1 score) แสดงดังสมการที่ (16) 

- ค่าเฉลี่ยเรขาคณิตระหว่างค่าความจ าเพาะและค่าความ
ไว (G-mean) [22] แสดงดังสมการที่ (17) 

โดยที่ Specificity คือ ค่าความจ าเพาะ สามารถค านวณ
ได้ดังสมการที่ (18) 

- ค่า Matthew’s correlation coefficient (MCC) [23] 
เป็นตัววัดที่ใช้วัดคุณภาพของปัญหาที่มีสองคลาส ซึ่งเป็น
หน่วยวัดที่สมดุลแม้ขนาดของคลาสจะแตกต่างกัน แสดง
ดังสมการที่ (19) 

- ค่า Cohen’s Kappa coefficient (kappa) [24] เป็นค่า
ตัวช้ีวัดทางสถิติ ระหว่างผู้ให้ความเห็นสองฝ่ายว่ามีความ
สอดคล้องกันมากเพียงใด เมื่อเปรียบเทียบกับ เมทริกซ์
ความสับสน ผู้ให้ความเห็นฝ่ายแรกก็คือ ผลจริง และ 
ผู้ให้ความเห็นฝ่ายที่สอง คือ ผลการท านาย ซึ่งแสดงการ
ค านวณดังสมการที่ (20) 

โดยที ่𝑝𝑎คือ ค่าความถูกต้อง และ  

 Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (13) 

 Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (14) 

 Sensitivity(orRecall) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (15) 

 
F1 score =

2 × (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (16) 

 G-mean = √𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 × 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (17) 

 Specificity =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (18) 

 MCC =
(𝑇𝑁 × 𝑇𝑃) − (𝐹𝑃 × 𝐹𝑁)

√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 (19) 

 
𝑘𝑎𝑝𝑝𝑎 =

𝑝𝑎 − 𝑝𝑒

1 − 𝑝𝑒

= 1 −
1 − 𝑝𝑎

1 − 𝑝𝑒

 (20) 
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𝑝𝑒 =
(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁) + (𝐹𝑁 + 𝑇𝑃)(𝐹𝑃 + 𝑇𝑃)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)2
 

- ค่าพื ้นที ่ใต้กราฟ Receiver operating characteristic 
curve (AUROC) กราฟ ROC [25] คือกราฟที ่พล็อต
ระหว่างอัตราผลบวกจริง (True Positive Rate : TPR) 
และ อัตราผลบวกเท็จ (False Positive Rate : FPR) 
แสดงดังรูปที่ 4 

 

 
 

รูปที่ 4 : กราฟ ROC 
 

โดยที่ TPR คือ ค่าความไว และ FPR สามารถค านวณได้ดังนี ้

FPR =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

- ค่าพื ้นที ่ใต ้กราฟ Precision-Recall curve (AUPRC) 
กราฟ PR [26] คือกราฟท่ีพล็อตระหว่างค่าความแมน่ย า
และค่าความระลึก แสดงดังรูปที่ 5 

 

 
 

รูปที่ 5: กราฟ PR 
 

3.7) K-fold Cross Validation 
 เป็นวิธีที่นิยมในการใช้ทดสอบประสิทธิภาพของตัวแบบ ซึ่ง
มักจะใช้ร่วมกับการฝึกสอนตัวแบบการเรียนรู้ของเครื่อง โดยจะ
แบ่งข้อมูลชุดฝึกสอนออกเป็น k ส่วน ซึ่งแต่ละส่วนจะมีจ านวน

ข้อมูลที่เท่ากัน หลังจากนั้นข้อมูลหนึ่งส่วนจะใช้เป็นตัวทดสอบ
ประสิทธิภาพของโมเดลและท าวนไปเช่นนี้จนครบจ านวนที่แบ่ง
ไว ้[27] 
 

4) วิธีด าเนินการวิจัย 
4.1) ชุดข้อมูลที่ใช้ในงานวิจัย  
 ในงานวิจัยนี้เลือกใช้ข้อมูลจ านวน 12 ชุดข้อมูล ซึ่งเป็นชุด
ข้อมูลที่ตัวแปรตามแบ่งเป็นสองคลาส (Binary class) และค่า
อัตราส่วนความไม่สมดุล (IR) มีค่าที่แตกต่างกัน ซึ่งจะเรียงชุด
ข้อมูลตาม IR จากน้อยไปมากดังแสดงในตารางที่ 1 โดยชุดข้อมลู
เหล่านี้น ามาจากฐานข้อมูล KEEL [28] และ imbalanced-learn 
[29] ซึ่งเป็นฐานข้อมูลที่ได้รับความนิยมและมีความน่าเชื่อถือสูง
เพราะงานวิจัยโดยส่วนใหญ่นิยมน าข้อมูลจากฐานข้อมูลนี้ไปใช้
ทดสอบประสิทธิภาพของตัวแบบหรือขั ้นตอนวิธีที ่ได้ถูกสร้าง
ขึ้นมาใหม่ ซึ่งจากตารางที่ 1 จะเห็นได้ว่าข้อมูลทั้ง 12 ชุดที่เลือก
น ามาใช้ในงานวิจัยนี้ มีความหลากหลายทั้งทางด้านของจ านวน
คุณลักษณะ ขนาดข้อมูล ขนาดข้อมูลกลุ่มน้อย ขนาดขอ้มูลกลุ่ม
มาก และ ค่าอัตราส่วนความไม่สมดุล (IR) 

 
ตารางที่ 1: รายละเอยีดชุดข้อมูลที่ใช้ในงานวิจัย 

ชื่อชุดข้อมูล 
จ านวน
คุณ- 

ลักษณะ 

ขนาด
ข้อมูล 

ขนาด
ข้อมูล
กลุ่ม
น้อย 

ขนาด
ข้อมูล
กลุ่ม
มาก 

IR 

glass1 9 214 76 138 1.82 

Iris0 4 150 50 100 2.00 

glass-0-1-2-
3_VS_4-5-6 

9 214 51 163 3.20 

ecoli2 7 336 52 284 5.46 

glass6 9 214 29 185 6.38 

ecoli 7 336 35 301 8.60 

pen_digits 16 10,992 1,055 9,937 9.42 

abalone 10 4,177 391 3,786 9.68 

Libras_move 90 360 24 336 14.00 

solar_flare_m0 32 1,389 68 1,321 19.43 

yeast_me2 8 1,484 51 1,433 28.10 

mammography 6 11,183 260 10,923 42.01 
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4.2) วิธีการท างานของขั้นตอนวิธีท่ีน าเสนอ  
 เราได้น าเสนอการประยุกต์รวมการท างานของขั้นตอนวิธีการ
หาค่าเหมาะสมที่สุดแบบไบนารีวาฬ และ ขั้นตอนวิธีเคเพื่อนบ้าน
ใกล้ที่สุดเพื่อแก้ปัญหาข้อมูลไม่สมดุล โดยขั้นตอนวิธีที่น าเสนอนี้
จะอิงวิธีการสุ่มตัวอย่างลด ซึ่งวิธีการท างานของขั้นตอนวิธีที่
เสนอสามารถอธิบายได้ดังต่อไปนี้ 

ให้ 𝐷 เป็นเซตของข้อมูลฝึกสอน จากนั้นแบ่งเซต 𝐷 ออก 
เป็น 2 เซต คือ 𝐷−เป็นเซตของคลาสกลุ่มมาก และ 𝐷+แทน
เซตของคลาสกลุ ่มน้อย และให้ 𝑑 = |𝐷−| แทนจ านวนของ
ตัวอย่างในคลาสกลุ่มมาก และ 𝑛+ = |𝐷+| แทนจ านวนของ
ตัวอย่างในคลาสกลุ่มน้อย 

วัตถุประสงค์ของงานวิจัยนี้คือ ต้องการสุ่มตัวอย่างลดข้อมูล
คลาสกลุ ่มมาก โดยเราต้องการหาเซตย่อย 𝐷𝑟𝑒𝑑

− ⊂ 𝐷−ซึ่ง 
|𝐷𝑟𝑒𝑑

− | ≈ |𝐷+| ในขณะเดียวกันเซตย่อยที่ถูกเลือกนี้จะถูกน า 

มาเป็นข้อมูลในการสร้างตัวแบบ ซึ ่งตอนนี้ 𝐷𝑟𝑒𝑑
− ∪ 𝐷+ จะ

กลายเป็นข้อมูลชุดฝึกสอนแล้ว และฟังก์ชันวัตถุประสงค์ คือ 

โดยที่  𝐴 ⊆ 𝐷− เป ็นเซตย ่อยของคลาสกล ุ ่มมาก , 𝑛− =

𝑛−(𝐴) = |𝐴| เป็นจ านวนของกลุ่มตัวอย่างที่อยู่ใน 𝐴, 𝛽 เป็น
พารามิเตอร์ที่ไม่ติดลบ ซึ่งเปรียบเสมือนกับค่า Penalty หาก
เลือกเซตย่อยที่มีจ านวนของตัวอย่างไม่เท่ากับจ านวนของคลาส
กลุ่มน้อย ก าหนดให้ ค่า F1 score, AUROC และ Sensitivity 
จะเป็นค่าที่ได้จากการท า 10-fold cross validation ที่ใช้ข้อมูล
ฝึกสอน 𝐴 ∪ 𝐷+ เรียบร้อยแล้ว 
 ฟังก์ชันวัตถุประสงค์ที่เราได้สร้างขึ้นมานั้น เราได้ฟังก์ชัน 

𝑓 : 2𝐷−
→ [0,∞) 

นิยามบนเซตก าลัง 2𝐷−ของเซต 𝐷− (ซึ่งเป็นโอกาสของการเกิด
เซตย่อยทั้งหมดที่เป็นไปจากการเลอืกเซตยอ่ยจากคลาสกลุม่มาก 
และส่งไปยังเซต [0,∞)) ซึ ่งเราต้องการหาเซตย่อยที ่ท าให้
ฟังก์ชันนี้มีค่าต ่าที่สุด  
 จากฟังก์ชันวัตถุประสงค์เราต้องการเลือกเซตย่อยออกมา
จากคลาสกลุ่มมาก และเรามี 𝐷− = {𝒙1, … , 𝒙𝑑} เป็นกลุ่มตัว 
อย่างของคลาสกลุ่มมาก โดยเราจะก าหนดฟังก์ชันที่มีคุณสมบตัิ
เป็นฟังก์ชันหนึ่งต่อหนึ่งคือ 

𝜙 :{ 0,1}𝑑 → 2𝐷−
 

ซึ่งนิยามโดย 

𝜙(𝑋 ) = {𝒙𝑖 ∈ 𝐷− : 𝑋⃗⃗⃗⃗ (𝑖) = 1} (𝑖 = 1, . . . , 𝑑) 

โดยเงื่อนไขในการเลือกเซตย่อย คือ เมื่อพบว่าองค์ประกอบของ

X
r

ณ ดัชนีที่ 𝑖 ใด ๆ ที่มีค่าเท่ากับ 1 จะถูกก าหนดให้ไปเลือก
ตัวอย่างตัวที่ 𝑖 ใน𝐷−มาเป็นเซตย่อยของคลาสกลุ่มมาก และจะ
ได้ฟังก์ชันประกอบ คือ 

𝑓 ∘ 𝜙 :{ 0,1}𝑑 → [0,∞) 
ซึ่งจะเป็นฟังก์ชันประกอบที ่เราต้องการที่จะหาค่าต ่าสุด 

เนื ่องจากโดเมนของฟังก์ชันประกอบนี้เป็นปริภูมิของไบนารี
เวกเตอร์ ด้วยคุณสมบัตินี้ท าให้สามารถน าขั้นตอนวิธีการหาค่า
เหมาะสมที่สุดแบบไบนารีวาฬเข้ามาช่วยหาค่าที่ต ่าที ่สุดของ
ฟังก์ชันวัตถุประสงค์ 𝑓 ∘ 𝜙 และตัวแบบที่เราใช้ในการประเมิน
ค่าฟังก์ชันวัตถุประสงค์จะเป็นตัวแบบที่เข้าใจง่ายและไม่ซับซอ้น
นั้นคือ เคเพื่อนบ้านใกล้ที่สุด ซึ่งได้ก าหนดพารามิเตอร์ 𝐾 = 1 

เพื่อลดความซับซ้อนของการท างานและเวลาในการค านวณ  
 
4.3) การทดสอบประสิทธิภาพของขั้นตอนวิธีท่ีเสนอ 
 ขั้นตอนการทดสอบประสิทธิภาพมีดังต่อไปนี้ 

1. ในแต่ละชุดข้อมูล (12 ชุดข้อมูล) จะถูกแบ่งออกเป็น 2 
ชุด คือ ข้อมูลชุดฝึกสอน (training set) และ ข้อมูลชุด
ทดสอบ (testing set) ในอัตราส่วน 80:20 ซึ่งการแบ่ง
ในครั้งนี้อัตราส่วนความไม่สมดุลระหว่างสองคลาสของ
ข้อมูลชุดฝึกสอนและข้อมูลชุดทดสอบยังคงมีความ
ใกล้เคียงกับข้อมูลต้นฉบับ 

2. ข้อมูลชุดฝึกสอนแต่ละชุดจะถูกแบ่งออกเป็น 2 กลุ่ม คือ 
คลาสกลุ่มมาก 𝐷− และคลาสกลุ่มน้อย 𝐷+ 

3. ท าการสุ่มตัวอย่างลดข้อมูลคลาสกลุ่มมาก 𝐷𝑟𝑒𝑑
−  โดยใช้

ขั้นตอนวิธีทั้ง 4 วิธี ได้แก่ ขั้นตอนวิธีที่น าเสนอ การลด
จ านวนตัวอย่างข้อมูลแบบสุ่ม คลัสเตอร์เซนทรอยด์ และ 
เนียร์มิส ในขณะที่ข้อมูลคลาสกลุ่มน้อยยังคงไว้เหมือนเดิม 
ในกรณีของขั้นตอนวิธีที่น าเสนอ เราต้องการหาไบนารี
เวกเตอร์ 𝑋∗⃗⃗ ⃗⃗  ของ 𝑓 ∘ 𝜙 ซึ่งเซตย่อยของคลาสกลุ่มมาก 
คือ 𝐷𝑟𝑒𝑑

− = {𝒙𝑖 ∈ 𝐷− : 𝑋⃗⃗⃗⃗ ∗ (𝑖) = 1} เราได้ก าหนด
จ านวนผลเฉลยเท่ากับ 20 ผลเฉลย (𝑚 = 20) และ
ก าหนด 𝛽 เท่ากับ 100 และเงื ่อนไขในการหยุดการ
ท างานของขั้นตอนวิธีท่ีน าเสนอ คือ  
• หากค่าของฟังก์ชันวัตถุประสงค์เท่ากับศูนย์ 
• หากค่าของฟังก์ชันวัตถุประสงค์ที ่ดีที ่สุดไม่มีการ

เปลี่ยนแปลงภายใน 350 รอบการวนซ ้า 

𝑓 = 𝑓(𝐴) : = (1 − F1 score)2 + (1 − AUROC)2 
                        +(1 − 𝑆ensitivity)2 + 𝛽(𝑛− − 𝑛+)2 (21) 
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• หากครบรอบการวนซ ้าสูงสุด คือ 1,000 รอบการวน
ซ ้า 

4. น าข้อมูลฝึกสอน 𝐷𝑟𝑒𝑑
− ∪ 𝐷+ ที่ผ่านการสุ่มตัวอย่างลด

ในแต่ละขั้นตอนวิธี มาสร้างตัวแบบด้วยเทคนิคซัพพอร์ต
เวกเตอร ์แมชชีน โดยใช้ 10-fold cross validation 
ส าหรับการหาค่าพารามิเตอร์ที่เหมาะสมที่สุด และใช้ F1 
score เป็นตัววัดประสิทธิภาพ 

5. ประเมินประสิทธิภาพด้วยข้อมูลชุดทดสอบ และวัดผล
ของตัววัดประสิทธิภาพต่าง ๆ ที่ได้กล่าวในหัวข้อ 3.6 

การท างานโดยภาพรวมของงานวิจัยนี้ แสดงแผนผังการท างาน
ดังรูปที่ 6 
 

 
 

รูปที่ 6 : กระบวนการท างานโดยภาพรวม 
 

5) ผลการวิจัย 
 การหาเซตย่อยของคลาสกลุ่มมากที่เป็นตัวแทนที่เหมาะสม
ที่สุดด้วยขั้นตอนวิธีที่น าเสนอ สามารถแสดงออกมาในรูปแบบ

ของกราฟการลู่เข้าของฟังก์ชันวัตถุประสงค์ของแต่ละชุดข้อมูล 
ซึ่งสามารถแสดงดังตารางที่ 2 โดยที่ แกน X และ Y ของกราฟ 
คือ ค่าวัตถุประสงค์และรอบการวนซ ้า ตามล าดับ ซึ่งจากตารางที่ 2 
จะเห็นได้ว่า แต่ละชุดข้อมูลจะมีค่าฟังก์ชันวัตถุประสงค์ที่แตกต่าง
กันออกไป อีกทั้งยังมีรอบการวนซ ้าที่หยุดท างานที่แตกต่างกัน
ด้วย 

ผลการวิจัยพบว่าเมื่อน าข้อมูลที่ไม่ได้ผ่านการท าสมดุลข้อมูล
และข้อมูลที่ผ่านการท าสมดุลข้อมูลด้วยขั้นตอนวิธีท่ีน าเสนอและ
ขั้นตอนวิธีอื่นอีก 3 วิธี ได้แก่ การลดจ านวนตัวอย่างข้อมูลแบบ
สุ่ม คลัสเตอร์เซนทรอยด์ และ เนียร์มิส ผลลัพธ์จากการน าชุด
ข้อมูลทดสอบมาทดสอบผ่านตัวแบบซัพพอร์ตเวกเตอร์แมชชีนท่ี
ได้หาค่าพารามิเตอร์อย่างเหมาะสมจากข้อมูลชุดฝึกสอน
เรียบร้อยแล้ว ผลลัพธ์ของตัววัดประสิทธิภาพต่าง ๆ ในแต่ละชุด
ข้อมูล (12 ชุดข้อมูล) จะถูกน ามาหาค่าเฉลี่ยเลขคณิตซึ่งจะแสดง
ดังตารางที่ 3 และได้ก าหนดตัวย่อที่อยู่บนหัวตารางที่ 3 ให้มี
ความหมายดังต่อไปนี้ 

- None หมายถึง การใส่ข้อมลูต้นฉบับลงไปโดยไม่มีการ
ท าสมดลุข้อมูล  

- CC หมายถึง วิธีการสุม่แบบคลสัเตอร์เซนทรอยด์  
- NM หมายถึง วิธีเนียร์มิส 
- RUS หมายถึง วิธีการลดจ านวนตวัอย่างข้อมูลแบบสุ่ม 
- PA หมายถึง ข้ันตอนวิธีท่ีรวมการท างานของขั้นตอน

วิธีการหาค่าเหมาะสมทีสุ่ดแบบไบนารีวาฬ และ 
ขั้นตอนวิธีเคเพื่อนบ้านใกล้ที่สดุ(ขั้นตอนวิธีที่น าเสนอ) 

 
6) สรุปและอภิปรายผล 

โดยปกติแล้วถ้าเราน าข้อมูลที่ไม่สมดุลมาสร้างตัวแบบทันที
จะท าให้ได้ผลลัพธ์ของการท านายมีค่า Accuracy ที่สูงมากและ
ส่งผลให้ Precision สูงตามไปด้วย แต่ในขณะเดียวกันจะเห็นได้
ว่าค่า Sensitivity มีค่าที่ต ่ามาก นั้นหมายความว่า ตัวแบบซัพ
พอร์ตเวกเตอร์แมชชีนที ่ถูกสร้างจากข้อมูลไม่สมดุลนั ้นไม่
สามารถท านายคลาสกลุ่มน้อยได้ดีเท่าที่ควร จากผลลัพธ์ของ
ประสิทธิภาพการท างานของขั้นตอนวิธีที่น าเสนอข้างต้น จะเห็น
ได้ชัดเจน ว่าข้ันตอนวิธีท่ีเสนอมีค่าเฉลี่ยของตัววัดประสิทธิภาพที่
ค่อนข้างสูงหลายตัววัด โดยตัววัดที่มีค่าเฉลี่ยสูงสุดมาเป็นอันดับ
หนึ ่ง คือ G-mean, AUROC, AUPRC, Sensitivity และ MCC 
ตัววัดที่มีค่าเฉลี่ยสูงสุดอับดับที่สอง คือ Accuracy, F1 score, 
Precision และ kappa ที่เป็นเช่นนี้เพราะขั้นตอนวิธีที่น าเสนอมี
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การเลือกชุดข้อมูลกลุ่มย่อยที่เป็นตัวแทนที่ดีของคลาสข้อมูลกลุ่ม
มากโดยอิงการเลือกจากฟังก์ชันวัตถุประสงค์ ซึ ่งฟังก ์ชัน
วัตถุประสงค์จะเป็นตัวบ่งบอกว่าชุดข้อมูลกลุ่มย่อยที่เลือกมาดี
มากน้อยเพียงใด ซึ่งในการท างานได้ท าการหาชุดข้อมูลกลุ่มย่อย
ที ่ท าให้ค่าฟังก์ชันวัตถุประสงค์มีค่าต ่าที ่ส ุดเท่าที ่เป็นไปได้ 
ผลลัพธ์คือ กลุ่มข้อมูลย่อยนั้นจะมีขนาดของคลาสข้อมูลกลุ่ม
น้อยและคลาสข้อมูลกลุ่มมากใหม่ที่มขีนาดที่ใกล้เคียงกันมาก อีก
ทั้งค่าของ F1 score,  AUROC และ Sensitivity ก็จะดีตามไป
ด้วย ซึ่งกระบวนการท างานจะแตกต่างกับวิธีการสุ่มตัวอย่างลด
อีก 3 วิธี โดยวิธีการลดจ านวนตัวอย่างข้อมูลแบบสุ่มจะเน้นไปที่
การสุ่มตัวอย่างแบบไม่มีเป้าหมายหรือฟังก์ชันวัตถุประสงค์ 
วิธีคลัสเตอร์เซนทรอยด์จะเน้นไปที่การหาจุดกึ่งกลางของกลุ่ม
เพื่อเป็นตัวแทนของคลาสข้อมูลกลุ่มมาก และ วิธีเนียร์มิสจะเน้น
การหาระยะระหว่างจุดข้อมูลเพื่อหาชุดข้อมูลย่อยของคลาส
ข้อมูลกลุ่มมาก 
 สรุปแล้วขั้นตอนวิธีที่น าเสนอที่เกิดจากการรวมการท างาน
ของขั้นตอนวิธีการหาค่าเหมาะสมที่สุดแบบไบนารีวาฬ และ 
ขั้นตอนวิธีเคเพื่อนบ้านใกล้ที่สุด มีประสิทธิภาพในการแก้ปญัหา
ข้อมูลไม่สมดุลจากข้อมูล 12 ชุดข้อมูลที่เหนือกว่าขั้นตอนวิธีอื่น
ที่น ามาเปรียบเทียบอีก 3 วิธี ได้แก่ การลดจ านวนตัวอย่างข้อมูล
แบบสุ่ม คลัสเตอร์เซนทรอยด์ และ เนียร์มิส 
 

7) ข้อเสนอแนะ 
 1. ขั้นตอนวิธีที่น าเสนอได้ใช้เทคนิคเคเพื่อนบ้านใกล้ที่สุดใน
การประเมินค่าของฟังก์ชันวัตถุประสงค์ ในการพัฒนาต่อไป
อาจจะเปลี ่ยนเทคนิคการเรียนรู ้ของเครื ่องเป็นวิธ ีอ ื ่น  ที ่มี
ประสิทธิภาพมากกว่านี้ได้ ถึงอย่างไรก็ตามควรค านึงถึงการ
ก าหนดค่าพารามิเตอร์ของตัวแบบให้เหมาะสม หากตัวแบบมี
ความซับซ้อนมากก็จะท าให้การก าหนดพารามิเตอร์มีความยาก
และท้าทายตามไปด้วย 
 2. สามารถประยุกต์ใช้เทคนิคการเรียนรู้ของเครื่องแบบอ่ืน ๆ 
เพื่อประเมินประสิทธิภาพของขั้นตอนวิธีที่น าเสนอ ซึ่งการท า
เช่นนี้จะท าให้เห็นว่า ข้ันตอนวิธีท่ีน าเสนอนนั้นสามารถใช้ร่วมกับ
เทคนิคการเรียนรู้ของเครื่องแบบใดถึงท าให้เกิดประสิทธิภาพ
สูงสุด อย่างไรก็ตามประสิทธิภาพของขั้นตอนวิธีก็ขึ้นอยู่กับชุด
ข้อมูลที่น ามาใช้ด้วยเช่นกัน 
 
 

ตารางที่ 2 : ค่าวัตถุประสงค์ที่ดีที่สุดจากขั้นตอนวธิีที่น าเสนอ 

ชื่อชุดข้อมูล 
กราฟลักษณะการลู่เข้าของ

ค่าวัตถุประสงค ์

ค่าวัตถุประสงค ์
ที่ดีที่สุด 

(รอบที่หยุด 
การท างาน) 

glass1 

 

0.0047557 
(631) 

Iris0 **หยุดตั้งแตร่อบการวนซ ้าแรก 
0.0000000 

(1) 

glass-0-1-2-
3_VS_4-5-6 

 

0.0006235 
(369) 

ecoli2 

 

0.0157653 
(423) 

glass6 

 

0.0000000 
(332) 

ecoli 

 

0.0017889 
(410) 

pen_digits 

 

0.0000189 
(814) 

abalone 

 

0.1069821 
(993) 

libras_move 

 

0.0000000 
(35) 

solar_flare_m0 

 

0.1135251 
(779) 

yeast_me2 

 

0.0074181 
(884) 

mammography 

 

0.0453169 
(462) 
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ตารางที่ 3: ค่าเฉลี่ยของตัววัดประสิทธภิาพ 

ตัววัด
ประสิทธภิาพ 

วิธีการสุ่มตัวอย่างลด 

None CC NM RUS PA 

Accuracy 
0.9430 
(0.0616) 

0.8192 
(0.1557) 

0.6915 
(0.2892) 

0.8391 
(0.1420) 

0.8596 
(0.1321) 

F1 score 
0.6370 
(0.3680) 

0.5957 
(0.3147) 

0.5047 
(0.3369) 

0.5996 
(0.2773) 

0.6255 
(0.2962) 

G-mean 
0.6939 
(0.3670) 

0.8552 
(0.1155) 

0.7459 
(0.2336) 

0.8711 
(0.1186) 

0.8941 
(0.1042) 

AUROC 
0.8673 
(0.1348) 

0.8992 
(0.0980) 

0.7962 
(0.2369) 

0.9171 
(0.1030) 

0.9363 
(0.0812) 

AUPRC 
0.6807 
(0.3338) 

0.6708 
(0.3093) 

0.5739 
(0.3845) 

0.6554 
(0.3155) 

0.6978 
(0.3283) 

Sensitivity 
0.6250 
(0.3798) 

0.9126 
(0.1008) 

0.8639 
(0.1694) 

0.9239 
(0.0846) 

0.9444 
(0.0765) 

Precision 
0.6685 
(0.3662) 

0.5240 
(0.3539) 

0.4236 
(0.3463) 

0.4973 
(0.3046) 

0.5271 
(0.3289) 

MCC 
0.6119 
(0.3674) 

0.5741 
(0.3025) 

0.4279 
(0.4046) 

0.5769 
(0.2711) 

0.6204 
(0.2783) 

kappa 
0.6072 
(0.3676) 

0.5233 
(0.3449) 

0.4069 
(0.3792) 

0.5253 
(0.3089) 

0.5695 
(0.3194) 

หมายเหตุ : ตัวหนาขีดเส้นใต้และตัวธรรมดาขีดเส้นใต้ คือ ขั้นตอนวิธีที่มีค่า
ของตัววัดประสิทธิภาพสูงสุดอันดับที่ 1 และ 2 ตามล าดับ และค่าที่อยู่ใน
วงเล็บ คือ ค่าส่วนเบี่ยงเบนมาตรฐาน 
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