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บทคัดยอ 

เน่ืองจากประชากรมีอายุที่ยืนยาวมากขึ้นทําใหปจจุบันประเทศไทยไดเขาสูสังคมผูสูงอายุ และในป พ.ศ. 2563 พบวามีจํานวน

ประชากรที่มีอายุ 60 ปขึ้นไปทั้งหมด 11.627 ลานคนคิดเปนอัตราสวนรอยละ 17.57 ของประชากรทั้งหมดในประเทศไทย และจะมี

ประชากรอายุ 60 ปขึ้นไปในอัตราสวนรอยละ 28 ของประชากรทั้งหมดในประเทศไทยภายในป พ.ศ. 2573 โดยปกติรางกายของ 

ทุกคนจะเส่ือมลงตามอายุที่มากขึ้นและหน่ึงในอาการปวยที่มีอัตราการเกิดมากขึ้น คือ อาการสมองเส่ือม โดยเฉพาะโรคอัลไซเมอร  

ยิ่งอายุมากขึ้นก็จะพบผูปวยดวยโรคน้ีเพิ่มมากขึ้นในอัตราสวนเกือบสองเทาในทุก 5 ป โดยโรคน้ีไมสามารถปองกันและไมสามารถ

รักษาใหหายขาดได แตถาสามารถตรวจเจอโรคอัลไซเมอรไดกอนก็จะยิ่งมีโอกาสรักษาใหอาการดีขึ้นหรือเส่ือมชาลง งานวิจัยน้ีเปน 

การนําโครงขายประสาทเทียมแบบลึกมาพัฒนาเพื่อทําการจําแนกโรคอัลไซเมอรโดยใชขอมูลรูปภาพจากเครื่องตรวจดวยคล่ืน

แมเหล็กไฟฟา หรือเอ็มอารไอ และวิธีในการเตรียมขอมูลอยางงาย ขอมูลที่ใชในงานวิจัยน้ีประกอบดวยรูปเอ็มอารไอของสมองปกติ

จํานวน 2,560 รูป และรูปเอ็มอารไอของสมองที่เปนโรคอัลไซเมอรจํานวน 2,561 รูป รวมรูปเอ็มอารไอที่ใชในงานวิจัยน้ีทั้งหมดจํานวน 

5,121 รูป ผลการวิจัยพบวามีคาความถูกตองเทากับรอยละ 97.56 ความแมนยําเทากับรอยละ 98.22 คาความระลึกเทากับรอยละ 

96.89 และคาเฉล่ียเทากับรอยละ 97.54 

 

คําสําคัญ :  โรคอัลไซเมอร  โครงขายประสาทเทียมแบบลึก  ผูสูงอายุ  เครื่องตรวจดวยคล่ืนแมเหล็กไฟฟา 
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Abstract 

Thailand has entered an aging society as a result of its population's longevity; in 2020, there were 11.627 million 

persons in Thailand who were 60 or older, or 17.57 percent of the country's overall population. By 2030, Thailand 

will have a population that is 60 years of age or older, making up approximately 28% of the total population. 

Everyone's body naturally deteriorates with age, and dementia, particularly Alzheimer's disease, is one of the more 

common conditions. The number of individuals who have this disease increases with age, increasing by around 

double every five years. Both treatment and prevention are not possible for this illness. Early detection of 

Alzheimer's disease increases the likelihood that symptoms can be treated to improve or delay further decline. In 

this study, simple data preparation techniques and magnetic resonance imaging (MRI) data were used to categorize 

Alzheimer's disease using deep neural network (DNN). The 5,121 total images used in this study were composed 

of 2,560 MRI images for the normal case and 2,561 MRI images for the Alzheimer case. According to the data 

analysis, this model has an accuracy of 97.56%, a precision of 98.22%, a recall of 96.89%, and an F1Score of 97.54%. 

 

Keywords:  Alzheimer's disease, Deep neural network, Elderly, MRI 
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1) บทนํา 

โรคอัลไซเมอรเปนหน่ึงในอาการสมองเส่ือม (dementia) 

ชนิดหน่ึงที่พบไดบอยในผูสูงอายุโรคน้ีเกิดจากการตายของเซลล

สมองจนเกิดภาวะสมองเส่ือม ผูปวยจะไมสามารถตัดสินใจแยก

ถูกผิดได ไมสามารถควบคุมอารมณ ความทรงจําสูญหาย สุดทาย

จะไมสามารถใชชีวิตประจําวันไดตามปกติ [1]–[5] แมกระทั่ง 

การกินอาหาร การเขาหองนํ้า โรคน้ียังไมสามารถรักษาใหหายขาด 

และไดมีการประมาณการจากองคการอนามัยโลก (WHO) วา

ภายในป ค.ศ. 2030 จะมีผูสูงอายุในโลกที่เปนผูปวยโรคอัลไซเมอร

จะมีมากถึง 75 ลานคน [6], [7] 

จากขอมูลของหนวยงานราชการไทยที่ ช่ือวากรมกิจการ

ผูสูงอายุ (Department of Older Persons: DOP) ไดจัดทําขอมูล

ประชากรในประเทศไทยเม่ือป ค.ศ. 2020 พบวามีจํานวนผูสูงอายุ

ทั้งหมด 11.627 ลานคน คิดเปนอัตราสวนรอยละ 17.57 ของ

ประชากรทั้งหมดในประเทศไทย [1] จึงทําใหคาดการณไดวาอาจ 

จะมีผูสูงอายุที่มีภาวะสมองเส่ือมในประเทศไทยสูงถึง 1 ลานคน 

จะเห็นวาจํานวนผูปวยจะเพิ่มสูงมากขึ้นตามจํานวนประชากร

ผูสูงอายุและประเทศไทยจะเขาสูสังคมผูสูงอายุอยางสมบูรณ 

(complete aged society) ภายในป ค.ศ. 2022 และประเทศ

ไทยจะเขาสูการเปนสังคมผูสูงวัยระดับสุดยอด (super-aged 

society) ภายในป ค.ศ. 2032 คือมีประชากรอายุ 60 ปขึ้นไปใน

อัตราสวนรอยละ 28 แสดงวาประชากรทุก 100 คน เราจะพบ

จํานวนผูสูงอายุ 28 คน ของจํานวนประชากรทั้งหมด [3], [8] 

จากเหตุผลดังกลาวขางตนทําใหเกิดแนวคิดที่จะพัฒนาโมเดล

สําหรับการคัดแยกผูปวยโรคอัลไซเมอรจากรูปที่ไดจากเครื่อง 

ตรวจดวยคล่ืนแมเหล็กไฟฟา หรือ เอ็มอารไอ (Magnetic 

Resonance Imaging: MRI) โดยใชเทคนิคการเรียนรู เ ชิงลึก 

(deep learning) เพื่อเปนเครื่องมือในการตรวจคัดกรองเบื้องตน

กอนสงไปใหแพทยทําการวินิจฉัยตอไป 

กอนหนาน้ีไดมีงานวิจัยที่เก่ียวกับการนําเทคโนโลยีปญญา 

ประดิษฐ (Artificial Intelligence: AI) มาประยุกตใชในการตรวจ

โรคอัลไซเมอรแตละงานตางใชขอมูลแตกตางกัน [9]–[15] แตใน

งานวิจัยน้ีไดใชฐานขอมูลรูปภาพของเครื่องเอ็มอารไอจากเว็บไซด 

www.kaggle. com/ datasets/ tourist5 5 / alzheimers- data 

set-4-class-of-images นอกจากน้ีมีงานวิจัยกอนหนาที่ใชขอมูล

เดียวกันน้ีในการสรางโมเดลที่ใชทํานายโรคอัลไซเมอร [16] แต

พบวามีคาความถูกตองเพียง 70.30% เทาน้ัน 

 

2) การดาํเนินงานวิจัยและทฤษฎีที่เก่ียวของ 

ในงานวิจัยน้ีไดทําการทดลองตามผังงาน (flow chart) ดังรูป

ที่ 1 โดยจะนําขอมูลตั้งตน (dataset) มาทําการเตรียมขอมูล

เบื้องตน (pre-process) หลังจากน้ันจะนําขอมูลทั้งหมดมาแบง

ออกเปนสองชุด โดยทําการแบงโดยใชอัตราสวน 80 ตอ 20 คือ 

ขอมูลชุดสอน (training set) มีอัตราสวนเทากับ 80% และ

ขอมูลชุดทดสอบ (test set) มีอัตราสวนเทากับ 20% หลังจาก

น้ันจะนําขอมูลชุดสอนไปสรางโมเดล (model creation) และ

นําโมเดลที่ไดไปประเมินประสิทธิภาพ (model evaluation) 

และทดสอบโมเดลที่ไดกับขอมูลชุดทดสอบวามีประสิทธิภาพ

เปนไปตามที่ไดออกแบบหรือยัง ถายังไมไดใหกลับไปปรับแตง

โมเดลในสวนของการสรางโมเดลใหม หรือกลับไปเริ่มทําในสวน

ของขอมูลตั้งตน แตถาประสิทธิภาพของโมเดลเปนไปตามที่

ออกแบบใหนําโมเดลไปใชงานได (model deployment) และ

รายละเอียดการทํางานของแตละสวนจะมีดังน้ี 

2.1) ขอมูลจากเครื่องตรวจดวยคล่ืนแมเหล็กไฟฟา  

เครื่องตรวจดวยคล่ืนแมเหล็กไฟฟา หรือเอ็มอารไอ คือเทคนิค

การสรางภาพดวยคล่ืนแมเหล็ก ใชเปนเครื่องมือในการตรวจหา

ความผิดปกติของรางกาย การตรวจรางกายโดยใชคล่ืนสนาม 

แมเหล็กความเขมสูง ในการสรางภาพเสมือนจริงของอวัยวะ

ภายในตาง ๆ ของรางกาย โดยเฉพาะ สมอง หัวใจ เสนประสาท

ในรางกาย และสวนที่เปนโรคมะเร็งได เครื่องตรวจดวยคล่ืน

แมเหล็กไฟฟา สามารถใหภาพที่แยกความแตกตางระหวาง

เน้ือเยื่อตาง ๆ (soft tissues) ทําใหมีความถูกตองแมนยําในการ

วินิจฉัยโรคมากยิ่งขึ้น อีกทั้งสามารถทําการตรวจไดแบบ 3 มิติ 

ภาพที่ไดจึงชัดเจน ทําใหแพทยสามารถตรวจวินิจฉัยความผิดปกติ

ในรางกายไดอยางแมนยําละเอียดกวาเอกซเรยคอมพิวเตอร 

(Computed Tomography: CT) 

 

Preprocess

Training SetDataset

Test Set

Model 

Creation

Model 

Evaluation

Model 

Deployment
Performance 

Check

Yes No

 
 

รูปที่ 1 : ขั้นตอนการทดลอง 
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รูปที่ 2 แสดงภาพถายของสมองจากเครื่องเอ็มอารไอที่ใชใน

การทดลองน้ี ประกอบไปดวยภาพถายของสมองกรณีไมมีอาการ

ปวยของโรคอัลไซเมอร (non demented) ดังแสดงในรูปที่ 2(ก) 

และภาพถายของสมองกรณีมีอาการปวยของโรคอัลไซเมอร 

(demented) ดังรูปที่ 2(ข) 

 

  
(ก) non demented (ข) demented 

 

รูปที่ 2 : ภาพถายสมองที่ไดจากเคร่ืองเอ็มอารไอ 

 

2.2) การเตรียมขอมูล 

ในขั้นตอนน้ีจะทําการประมวลผลขอมูลเบื้องตนกอนเขาสู

การสรางโมเดลโดยจะทําการแปลงขอมูลจากขอมูลที่เปนรูปภาพ

ไปเปนไฟลตาราง (.CSV) แสดงดังรูปที่ 3 โดยไดทําการแปลขอมูล

ทั้งหมดใน dataset จํานวน 5121 รูป แตละรูปมีขนาด 176 × 

208 pixel ทําการแปลงโดยนําจุด pixel แตละจุดมาเรียงตอกัน 

1 จุดตอ 1 ชอง ตามแนวนอนจะไดทั้งหมด 36,608 ชอง และ 

จะนําผลที่ไดไปเปนผลเฉลยของแตละรูปมาบวกตอทายอีก 

หน่ึงชอง จะไดเปนตารางแนวนอนจํานวน 36,609 ชอง จากน้ัน

กลับไปนํารูปที่ 2 มาเรียงตอกันแบบเดิมในแถวใหมจนครบ 

5,121 รูป จะไดตารางขนาด 5,121 แถว × 36,609 หลัก โดยนํา

คาที่ไดมาบวกจะเปนขอมูลผลการตรวจโรคอัลไซเมอร ถาผลลัพธ

เทากับ 1 น่ันคือเปนโรคอัลไซเมอร และในทางกลับกันถาผลลัพธ

เทากับ 0 แสดงวา ไมเปนโรคอัลไซเมอร 

โดยขอมูลในแนวนอนตั้งแต pixel 0 จนถึง pixel 36607 จะ

ใหเปนตัวแปร ×0 ถึง ×36607 และผลลัพธจะกําหนดใหเปน 

ตัวแปร Y จากน้ันทําการตรวจสอบการขาดหายไปของขอมูล 

(missing value) และเช็คขอมูลที่ มีคาผิดแปลกไปจากปกติ 

(check outlier) ในการทดลองน้ีไดใชขอมูลรูปภาพทั้งหมดจาก

เครื่องเอ็มอารไอจํานวน 5,121 รูป ดังตารางที่ 1 และไดทําการ

แบงกลุมขอมูลออกเปนสองกลุม คือ 

กลุมแรก คือ กลุมขอมูลรูปเอ็มอารไอของสมองปกติจํานวน 

2,560 รูป และไดแบงขอมูลในกลุมน้ีเพื่อนําไปประมวลผมเปน

ขอมูลชุดสอนจํานวน 2,052 รูป และขอมูลชุดทดสอบจํานวน 

508 รูป 

กลุมที่สอง คือ กลุมขอมูลรูปเอ็มอารไอของสมองที่เปนโรค 

อัลไซเมอร ซ่ึงจะเปนการรวมรูปสมองจากเครื่องเอ็มอารไอที่เปน

โรคอัลไซเมอรทั้งหมดรวมเปนจํานวน 2561 รูป และไดแบงขอมูล

ในกลุมน้ีเพื่อนําไปประมวลผลเปนขอมูลชุดสอนจํานวน 2,044 

รูป และขอมูลชุดทดสอบจํานวน 517 รูป 

 

ตารางที่ 1 : จํานวนขอมูลที่ใชทั้งหมด 

Dataset เปนโรคอัลไซเมอร ไมเปนโรคอัลไซเมอร Total 

Training set 2044 2052 4096 

Test set 517 508 1025 

Total 2561 2560 5121 

 

2.3) การสรางโมเดล 

ในสวนน้ีจะเปนการนําขอมูลชุดสอนทั้งหมดที่ไดจากกระบวน- 

การกอนหนามาสรางโมเดล และทําการฝกสอน (training) โดยใช

โครงขายประสาทเทียมแบบลึก (Deep Neural Network: DNN) 

ใชสําหรับการจําแนกประเภทของขอมูล (binary classification) 

ดังแสดงในรูปที่ 5 โดยโมเดลน้ีมีพื้นฐานมาจากการนําโครงขาย

ประสาทเทียม (Artificial Neural Network: ANN) ดังรูปที่ 4 ซ่ึง

ประกอบไปดวยช้ันตาง ๆ ดังน้ี ช้ันอินพุต (input layer) ช้ันซอน 

(hidden layer) และช้ันเอาตพุต (output layer) โดยแตละช้ัน

จะประกอบไปดวยโหนด (node) ตาง ๆ ในที่น้ีแสดงเปนวงกลม 

โดยโหนดในช้ันอินพุตจะรับขอมูลเขามา และจะสงขอมูลตอไป

ยังโหนดในช้ันซอน โดยโหนดในช้ันอินพุตจะเช่ือมตอกับโหนดใน

ช้ันซอนดวยเสนตรงที่เรียกวา W11 จนถึง W1n และโหนดในช้ัน

ซอนจะเช่ือมตอไปยังโหนดในช้ันเอาตพุตดวยเสนตรงเรียกวา 

W21 จนถึง W2n โดยแตละโหนดจะเช่ือมตอกันแบบสมบูรณ 

(fully connected) และในสวนของโครงขายประสาทเทียมแบบ

ลึกดังรูปที่ 5 จะประกอบไปดวยช้ันตาง ๆ เหมือนกับโครงขาย

ประสาทเทียม ตางกันตรงที่โครงขายประสาทเทียมแบบลึก จะมี

การเพิ่มช้ันซอนใหมีมากกวาหน่ึงช้ัน เพื่อลดเวลาในการคํานวณ

ของคอมพิวเตอรใหนอยลง โดยยังมีความสามารถในการ

พยากรณที่ซับซอนไดแบบเดิม 
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รูปที่ 3 : การแปลงขอมูลจากรูปภาพไปเปนไฟลตาราง 

 

Input Layer Hidden Layer Output Layer

Input 1

Input 2

Input n

Output

Node

W11

W21

W1n

W2n

 
 

รูปที่ 4 : โครงขายประสาทเทยีม (ANN) 

 

Input Layer Hidden Layer 1 Hidden Layer 2 Hidden Layer n Output Layer

Input 1

Input 2

Input n

Output

Node

W11

W1n

W21 W31

W41

W2n W3n

W4n

 
 

รูปที่ 5 : โครงขายประสาทเทยีมแบบลึก (DNN) 

 

2.4) การประเมินประสิทธิภาพของโมเดล 

ขั้นตอนน้ีจะเปนการประเมินประสิทธิภาพของโมเดลที่ใช

จําแนกประเภทของขอมูลวามีความถูกตองแมนยําเพียงใด โดย

นําขอมูลชุดทดสอบ มาทดสอบกับโมเดลที่ไดสรางไว โดยวิธีที่ใช

ในการประเมินประสิทธิภาพของโมเดลดังน้ี 

2.4.1) แผนภูมิความรอนเมทริกซสหสัมพันธ 

แผนภูมิความรอนเมทริกซสหสัมพันธ (confusion matrix) 

คือ ตารางที่ใชวัดความสามารถในการพยากรณของโมเดลเทียบ

กับส่ิงที่เกิดขึ้นจริงแสดงดังรูปที่ 6 โดยมีตัวแปรตาง ๆ ดังน้ี  

• True Positive (TP) คือ โมเดลทํานายวาเปนโรคอัลไซ-

เมอรจริง และในความเปนจริงก็เปนโรคอัลไซเมอร 

• True Negative (TN) คือ โมเดลทํานายวาไมเปนโรคอัล-

ไซเมอร และในความเปนจริงก็ไมเปนโรคอัลไซเมอร 

• False Positive (FP) คือ โมเดลทํานายวาเปนโรคอัลไซ-

เมอร แตในความเปนจริงกลับไมไดเปนโรคอัลไซเมอร  

• False Negative (FN) คือ โมเดลทํานายวาไมเปนโรคอัล-

ไซเมอร แตในความเปนจริงกลับเปนโรคอัลไซเมอร 
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รูปที่ 6 : แผนภูมิความรอนเมทริกซสหสัมพันธ 
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2.4.2) คาความถูกตอง 

คาความถูกตอง (accuracy) คือ อัตราสวนของโมเดลที่

พยากรณไดอยางถูกตองเทียบกับขอมูลทั้งหมด ดังความสัมพันธ

ตอไปน้ี  

TP+TNAccuracy 100%
TP+TN+FP+FN
 = ×  

     (1) 

โดยที่ TP คือ โมเดลทํานายวาเปนโรคอัลไซเมอรไดถูกตอง 

 TN คือ โมเดลทํานายวาไมเปนโรคอัลไซเมอรไดถูกตอง 

 FP คือ ไมเปนโรคอัลไซเมอรแตโมเดลทํานายวาเปนโรค 

 อัลไซเมอร  

 FN คือ เปนโรคอัลไซเมอรแตโมเดลทํานายวาไมเปนโรค 

   อัลไซเมอร 

2.4.3) ความแมนยํา 

ความแมนยํา (precision) คืออัตราสวนที่โมเดลพยากรณวา

เปนโรคอัลไซเมอรไดอยางถูกตอง เทียบกับขอมูลที่ โมเดล

พยากรณวาเปนโรคอัลไซเมอรทั้งหมด ดังความสัมพันธตอไปน้ี 

TPPrecision 100%
TP+FP
 = ×  

               (2) 

โดยที่ TP คือ โมเดลพยากรณวาเปนโรคอัลไซเมอรไดอยาง

   ถูกตอง 

 FP คือ ไมเปนโรคอัลไซเมอรแตโมเดลทํานายวาเปนโรค 

   อัลไซเมอร 

2.4.4) คาความระลึก 

คาความระลึก (recall) คืออัตราสวนของขอมูลที่โมเดล

พยากรณวาเปนโรคอัลไซเมอรไดอยางถูกตอง เทียบกับขอมูล

ทั้งหมดที่เปนโรคอัลไซเมอร แสดงดังสมการตอไปน้ี  

TPRecall 100%
TP+FN
 = ×  

                 (3) 

เม่ือ TP คือ โมเดลพยากรณวาเปนโรคอัลไซเมอรไดอยาง

   ถูกตอง  

 FN คือ โมเดลพยากรณผิดวาไมเปนโรคอัลไซเมอร 

2.4.5) คาเฉล่ีย 

คาเฉล่ีย (F1Score) คือ การหาคาเฉล่ียของโมเดลที่ใชพยากรณ

โดยใหความสําคัญมากกับขอมูลที่มีคานอย และใหความสําคญันอย

กับขอมูลที่มีคามาก (harmonic mean) แสดงดังความสัมพันธ

ตอไปน้ี 

Precision RecallF1Score 2 100%
Precision+Recall

× = × ×  
     (4) 

 

 

2.5) การนําโมเดลไปใชงาน 

หลังจากไดทําการประเมินประสิทธิภาพของโมเดลแลวถาได

ประสิทธิภาพตามที่ตองการจะสามารถนําโมเดลที่ไดสรางไปใช

งานตอได แตถาทําการประเมินประสิทธิภาพของโมเดลแลว แต

ยังไมไดประสิทธิภาพตามที่ตองการใหกลับไปเตรียมขอมูลใหม 

หรือกลับไปสรางโมเดลใหมจนไดประสิทธิภาพตามตองการ 

 

 
 

รูปที่ 7 : กราฟแสดงความสัมพันธระหวางฟงกชันการสูญเสียเทียบกับ

จํานวนรอบที่ใชสอน 

 

 
 

รูปที่ 8 : แผนภูมิความรอนเมทริกซสหสัมพันธขอมูลชุดสอน 

 

 
 

รูปที่ 9 : แผนภูมิความรอนเมทริกซสหสัมพันธขอมูลชุดทดสอบ 
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3) ผลการทดลอง 

การทดลองในงานวิจัย น้ีได ใชภาษาไพทอนทํางานบน 

Google Colab โดยใชไลบรารี Scikit-learn ในการสรางโมเดล

เน่ืองจากสามารถใชไดฟรีและไมมีคาใชจาย โดยกําหนดใหช้ัน

อินพุตมีจํานวนโหนดเทากับตัวแปรที่ปอนเขา และช้ันเอาตพุตมี

จํานวนโหนดเทากับตัวแปรผลลัพธ มีช้ันซอนทั้งหมดสามช้ัน

เพราะเหมาะกับปญหาที่มีความซับซอน [17] ตามหลักการทั่วไป 

(rule of thumb) จํานวนโหนดที่ช้ันซอนไมควรเกินสองเทา ของ

จํานวนโหนดที่ช้ันอินพุต [18] ในงานวิจัยน้ีกําหนดใหมีช้ันซอน

ช้ันที่หน่ึง 50 โหนด ช้ันซอนช้ันที่สองมี 15 โหนด และช้ันซอนช้ัน

ที่สามมี 15 โหนด ใชรีลู (ReLu) เปนฟงกชันถายโอน (activation 

function) ตั้งคาอัตราการเรียนรู (learning rate) เปน 0.00015 

กับกําหนดจํานวนรอบสําหรับการฝกสอน (Epoch) จํานวน 100 

รอบ โดยสองคาน้ีไดมาจากการใช วิธีลองผิดลองถูกจากการ

ทดลอง (trial and error) ประกอบกับการดูจากฟงกชันการ

สูญเสีย (loss function) และกําหนดขนาดของขอมูลที่ใชในการ

ปรับคา นํ้าหนัก (batch size) ให มีขนาดขอมูลเทากับ 64 

เน่ืองจากมีขอมูลจํานวนมากซ่ึงคาปกติสําหรับขอมูลที่มีจํานวน

ไมมาก (ประมาณ 1000) จะใชคาการปรับนํ้าหนักอยูที่ 32 [18], 

[19] 

ในงานวิจัยน้ีไดทําการแบงโปรแกรมออกเปน 2 โปรแกรมคือ 

โปรแกรมที่ 1 ใชสําหรับทําการอานขอมูลรูปภาพเขามาทีละรูป

เพื่อทําการแปลงจากรูปภาพไปเปนตารางจนครบทั้งหมดแลว

เก็บขอมูลที่แปลงไดเปนไฟลตาราง (.CSV) สวนโปรแกรมที่ 2 ใช

สําหรับทําการอานไฟลที่ไดจากโปรแกรมที่ 1 แลวเขาสูขั้นตอน

ในการสรางโมเดลและทดสอบการทํางาน การแบงโปรแกรม 

แบบน้ีมีขอดีคือ ทําใหเกิดความสะดวกและรวดเร็วในการปรับ

คาตัวแปรเสริมที่เปนตัวกําหนดคาการทํางานตาง ๆ  (hyper-

parameter) เพราะทุกครั้งที่มีการปรับคาตัวแปรเสริมก็ไมตอง

ไปเริ่มแปลงขอมูลใหม สามารถเรียกใชขอมูลที่แปลงมาแลวจาก

โปรแกรมที่ 1 ไดเลยทําใหลดเวลาในการประมวลผลได  

รูปที่ 7 แสดงกราฟความสัมพันธระหวางฟงกชันการสูญเสีย 

(loss function) เทียบกับจํานวนรอบที่ใชในการฝกสอนจากรูป

จะเห็นวาการสูญเสียจะลดลงเรื่อย ๆ จนความชันแทบจะไม

เปล่ียนแปลงหรือเปล่ียนแปลงนอยมาก ซ่ึงหมายความวาจํานวน

รอบในการสอนที่กําหนดไวมีความเหมาะสมแลวไมมีความจําเปน

ที่จะเพิ่มจํานวนรอบที่ใชในการฝกสอนเพื่อเพิ่มประสิทธิภาพ และ

การสูญเสียเขาใกลศูนย 

รูปที่ 8 แสดงแผนภูมิความรอนเมทริกซสหสัมพันธขอมูล

ชุดสอนแสดงใหเห็นวาโมเดลที่ไดสรางขึ้นมาสามารถที่จะจําแนก

ประเภทของขอมูลรูปภาพที่เปนโรคอัลไซเมอร และไมเปนโรค 

อัลไซเมอรไดอยางถูกตองทั้งหมด 

รูปที่ 9 แสดงแผนภูมิความรอนเมทริกซสหสัมพันธขอมูลชุด

ทดสอบ ซ่ึงแสดงใหเห็นวาโมเดลที่ไดสรางขึ้นมาสามารถจําแนก

ประเภทของขอมูลรูปภาพที่ไมเปนโรคอัลไซเมอรไดถูกตอง

จํานวน 499 รูป จากรูปภาพทั้งหมดจํานวน 508 รูป และ

สามารถที่จะจําแนกประเภทของขอมูลรูปภาพที่เปนโรคอัลไซ

เมอรไดถูกตองจํานวน 501 รูป จากทั้งหมด 517 รูป เม่ือนํา

ขอมูลแผนภูมิความรอนเมทริกซสหสัมพันธขอมูลชุดทดสอบ

คาํนวนตามสมการ (1) ถึง (4) พบวาจะไดคาความถูกตองเทากับ 

97.56% ความแมนยําเทากับ 98.22% คาความระลึกเทากับ 

96.89% และมีคาคาเฉล่ียเทากับ 97.54% 

 

4) สรุปผล 

ในงานวิจัยน้ีไดทําการนําโครงขายประสาทเทียมแบบลึกมา

ประยุกตในการจําแนกประเภทของขอมูลวาเปนโรคอัลไซเมอร 

หรือไมเปนโรคอัลไซเมอร โดยไดใชเทคนิคการแบงโปรแกรม

ออกเปน 2 โปรแกรม โดยโปรแกรมที่ 1 ทําการแปลงขอมูลจาก

รูปภาพไปเปนตารางที่ละจุดจนครบทั้งหมดและเก็บเปนไฟล 

โปรแกรมที่ 2 จะอานไฟลที่ไดจากโปรแกรมที่ 1 กอนสงขอมูล

เขาสูโครงขายประสาทเทียมแบบลึกและประเมินประสิทธิภาพ

ของโมเดล การทําแบบน้ีจะทําใหทุกครั้งที่ทําการปรับคาตัวแปร

เสริมและเริ่มฝกสอนใหมจะใชเวลาไมนาน ในงานน้ีใชเวลาใน

การฝกสอน 3 นาที 51 วินาที ผลที่ไดเปนที่นาพอใจตรงตามที่ได

ออกแบบโดยมีคาความถูกตองอยูที่ 97.56% จากแผนภูมิความ

รอนเมทริกซสหสัมพันธของขอมูลชุดสอน และขอมูลชุดทดสอบ 

แสดงดังรูปที่ 8 และรูปที่ 9 ตามลําดับจะเห็นวาโมเดลที่ไดจาก

การทดลองน้ีทํางานไดดีสามารถทํานายไดถูกตองแมนยํากับ

ขอมูลชุดสอน แตกับขอมูลชุดทดสอบยังมีขอผิดพลาดที่จะตอง

แกไขในอนาคต 

แนวทางในการพัฒนาโมเดลที่ใชในการตรวจโรคอัลไซเมอร

สามารถนําโครงขายประสาทเทียมแบบคอนโวลูชัน (Convolutional 

Neural Network: CNN) เขามาประยุกตในการพัฒนาโมเดล 

และในชุดขอมูลถามีประวัติของผูปวยเชน อายุ เพศ จํานวน

ผูปวย เปนตน จะเปนประโยชนอยางมาก เพราะขอมูลเหลาน้ีมี

ผลตอการนําไปใชประกอบการตัดสินใจของแพทยผูเช่ียวชาญ ใน
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อนาคตเม่ือการพัฒนาโมเดลไดประสิทธิภาพตามตองการแลว

สามารถนําโมเดลที่ไดไปใชเพื่อใหคอมพิวเตอรทํางานรวมกับ

แพทยผูเช่ียวชาญ เพื่อเปนแนวทางในการตรวจวินิจฉัยให มี

ประสิทธิภาพมากยิ่งขึ้น 
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