
การพัฒนากระบวนการสกัดชื่อภูมิศาสตร์จากข้อความทวิตเตอร์ด้วยแบบจ าลอง
คอนดิชันนอลแรนดอมฟิลด์ 

 
ธุวชิต แฉล้มเขตต์1*  ชนินทร์ ทินนโชติ2  อรรถพล ธํารงรัตนฤทธิ์3 

 
1*,2ภาควิชาวิศวกรรมส ารวจ คณะวิศวกรรมศาสตร์ จุฬาลงกรณม์หาวิทยาลัย, กรุงเทพมหานคร, ประเทศไทย  

3ภาควิชาภาษาศาสตร์ คณะอักษรศาสตร์ จุฬาลงกรณ์มหาวิทยาลยั, กรุงเทพมหานคร, ประเทศไทย 
 

*ผู้ประพันธบ์รรณกิจ อีเมล : tuvachitchalamkate@gmail.com 
 

รับต้นฉบับ: 18 พฤษภาคม 2565; รับบทความฉบับแก้ไข: 27 กรกฎาคม 2565; ตอบรับบทความ: 19 กันยายน 2565; 
เผยแพร่ออนไลน์: 22 ธันวาคม 2565 

 
 

บทคัดย่อ 
ระบบนําทางแผนที่ออนไลน์ทั้งบนเว็บบราวเซอร์ โทรศัพท์เคลื่อนที่  และแพลตฟอร์มอื่น ๆ ปัจจุบันมีความสําคัญขึ้นอย่างมาก

เนื่องจากการเพิ่มขึ้นของผู้ใช้งาน ผู้ให้บริการ โดยช่ือสถานที่หรือช่ือภูมิศาสตร์คือแหล่งข้อมูลสําคัญที่ผู้ใช้งานมักจะใช้เป็นคําสําคัญ 
ในการค้นหา รวมทั้งการจัดเก็บข้อมูลเหล่านี้ให้อยู่เป็นหมวดหมู่ต่าง ๆ ด้วย ซึ่งงานวจิัยนี้มีวัตถุประสงค์เพื่อสร้างแบบจําลองที่สามารถ
สกัดเอาช่ือภูมิศาสตร์พร้อมทั้งจัดหมวดหมู่แบบอัตโนมัติโดยมีแหล่งข้อมูลสําคัญคือสื่อสังคมออนไลน์จากทวิตเตอร์ซึ่งเป็นแพลตฟอร์ม
ที่ได้รับความนิยมในประเทศไทยแพลตฟอร์มหนึ่ง เป็นแหล่งข้อมูลข่าวสารที่มีความรวดเร็วและมีการอัพเดตข้อมูลตลอดเวลาทําใหม้ี
โอกาสพบกับช่ือภูมิศาสตร์ที่เป็นสถานที่ใหม่ ๆ ซึ่งเป็นประโยชน์กับการรวบรวมข้อมูลภูมิสารสนเทศโดยที่ไม่จําเป็นต้องออกไปสํารวจ
ข้อมูลภาคสนามเพียงอย่างเดียว ซึ่งเครื่องมือทางด้านการรู้จําช่ือเฉพาะในภาษาไทยนั้นไม่สามารถนํามาใช้ได้โดยตรงเนื่องจากมีการ
แบ่งประเภทของช่ือเฉพาะที่ไม่ได้จําแนกหมวดหมู่ของช่ือภูมิศาสตร์ไว้  โดยในส่วนของงานวิจัยนี้นําเอาอัลกอริทึมคอนดิชันนอล 
แรนดอมฟิลด์มาประยุกต์ใช้ร่วมกับคุณลักษณะทางภาษา เช่น คําบุพบทที่แสดงถึงสถานที่ (ใกล้ ไกล ถัดจาก ถัดไป ฯลฯ) คํานําหน้า 
เช่น โรงเรียน ตลาด วัด หมู่บ้าน ฯลฯ ซึ่งในงานวิจัยนี้มีการสร้างคลังข้อมูลภาษา (corpus) ขึ้นมาจากข้อความทวิตเตอร์ จํานวน 
28,082 ข้อความ แบ่งเป็นข้อมูลสําหรับฝึกสอน 22,445 ข้อความ คิดเป็นร้อยละ 80 และข้อมูลสําหรับทดสอบจาํนวน 5,617 ข้อความ 
คิดเป็นร้อยละ 20 โดยออกแบบการทดลองออกเป็น 2 กลุ่มหลัก ตามอัลกอริทึมที่ใช้ในการตัดคํา ซึ่งผลการศึกษาแบบจําลองที่ให้ค่า
ความถูกต้องโดยรวม (F1) สูงที่สุดคือ 0.946 ซึ่งใหค้วามถูกต้องโดยรวมเพียงพอสําหรับการนําไปใช้งานในส่วนท่ีเกี่ยวข้องต่อไป  
 

ค ำส ำคัญ :  ภูมิสารสนเทศ  การเรียนรู้ของเครื่องจักร  การประมวลผลภาษาธรรมชาติ  
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Abstract  
Navigation systems and online maps, Mobile application, and other platforms, are becoming increasingly 

important due to increasing users and providers. Place names or geonames (geographic names) are essential 
sources of information that users tend to use as keywords in their searches. Including storing these data in different 
categories. This research aims to create a model capable of extracting geonames and automatically categorizing 
them from the social media source of Twitter, one of the popular platforms in Thailand. It is a fast and always up-
to-date information source, providing the opportunity to discover new geographic locations and helpful in gathering 
geospatial information without needing a field survey. Named-entity recognition standard tool cannot be used 
directly because of the classification of name entities that are not categorized by geographic names. As for the 
model, the conditional random field algorithm is applied to linguistic features such as place prepositions (near, far, 
next, next to, etc.) and prefixes, for instance, school, market, temples, villages, etc. This study, the Corpus was 
created from 28,082 Twitter messages, representing 80 percent of the 22,445 training set and 20 percent of the 
test set of 5,617 messages. According to the algorithm used to word tokenize, the experiment was designed into 
two main groups. The study result of the model with the highest overall accuracy (F1) was 0.946, which provided 
sufficient overall accuracy for relevant applications both on the web browser. 
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1) บทนํา 
ข้อมูลจากสื่อสังคมออนไลน์มีการเพิ่มขึ้นอย่างต่อเนื่องใน 

แต่ละปี โดยมีทั้งข้อมูลที่เป็นข่าวสาร กระดานข่าว ข้อมูลที่เป็น
การโต้ตอบระหว่างผู้ใช้งาน ประกาศ ฯลฯ ซึ่งประเทศไทยมีผู้รับ
ข่าวสารจากสื่อสังคมออนไลน์เป็นจํานวนถึงร้อยละ 78 จาก
ประชากรทั้งหมด เป็นสัดส่วนที่มากที่สุดในโลก โดยทวิตเตอร์มี
ผู้ใช้งานในประเทศไทยอยู่อันดับที่ 10 ของโลกและเป็นแพลตฟอร์ม
ที่ได้รับความนิยมในการรับรู้ข่าวสารรองจาก Facebook [1] 
ดังนั้นจึงเป็นไปได้ว่ามีข้อมูลอีกมากมายที่เราสามารถนํามาใช้
ประโยชน์ได้ในหลากหลายวัตถุประสงค์ โดยพบว่าข้อมูลดิจิตอล
เหล่านี้ทั้ง สื่อสังคมออนไลน์ เว็บบล็อก ฯลฯ กว่าร้อยละ 60  
มีการอ้างอิงเชิงตําแหน่ง [2] การสกัดเอาข้อมูลที่มีการกล่าวถึง
หรืออ้างถึงในเชิงตําแหน่ง เช่น ช่ือสถานที่ หรือบริบทที่ทําให้
เข้าใจได้ว่าเป็นการสื่อถึงสถานที่ใดสถานที่หนึ่ง ในปัจจุบันมีการ
ศึกษาวิจัยในภาษาต่าง ๆ โดยเฉพาะภาษาอังกฤษ ซึ่งเรียก
กระบวนการนี้ว่า การสกัดข้อมูลทางภูมิศาสตร์ (Geographic 
Information Retrieval : GIR) ประกอบไปด้วย 2 ขั้นตอนที่สําคัญ
คือ 1) การรู้จําภูมินาม (toponym recognition, toponym 
extraction, geotagging) และ 2) การเข้ารหัสทางภูมิศาสตร์ 
(Geocoding, Toponym resolution, Toponym ambiguation) 
สําหรับงานวิจัยนี้จะพัฒนาแบบจําลองในส่วนแรกซึ่งเป็นขั้นตอน
ที่ใช้ในการสกัดข้อมูลช่ือเฉพาะที่เป็นข้อมูลช่ือสถานที่ หรือช่ือ
ทางภูมิศาสตร์ออกมาจากข้อความ [3] 

จากเนื้อความข้างต้นเครื่องมือสําคัญในการสกัดช่ือเฉพาะ 
หรือ Named Entities Recognition : NER เป็นหนึ่งในเครื่องมือ
ที่นักภูมิสารสนเทศนํามาใช้เมื่อต้องประมวลผลข้อมูลจํานวนมาก
ที่อยู่ในรูปของข้อความ เพื่อสกัดเอาช่ือเฉพาะ เช่น ช่ือบุคคล 
สถานที่ องค์กร วันและเวลา ช่ือยา หรือ คําเฉพาะที่เราสนใจ 
ฯลฯ โดยความท้าทายของการสกัดช่ือภูมิศาสตร์ออกจากข้อความ
คือ ความกํากวมที่อยู่ภายในประโยค เช่น ในตัวอย่างประโยค 
“Paris Hilton is in Paris” จากตัวอย่างข้างต้น Paris ที่ เป็น 
ช่ือคน และ Paris ที่เป็นช่ือเมืองเขียนนําด้วยอักษรตัวใหญ่
เช่นเดียวกันทําให้ต้องพิจารณาถึงบริบทของคําในประโยค ซึ่งใน
ที่นี้มีบุพบทที่ใช้คือ คําว่า “in” ทําให้สามารถแยกหน้าที่ของคํา
ว่า “Paris” ที่เป็นช่ือบุคคลและช่ือสถานที่ได้ สําหรับภาษาไทย
นั้นยังไม่พบว่ามีผู้พัฒนาเครื่องมือในการทํา NER เพื่อสกัดข้อมูล
ที่เป็นช่ือสถานทีโ่ดยเฉพาะหรือ จําแนกสถานที่ออกมาจากข้อความ 

เครื่องมือในการทํา NER ภาษาไทยท่ีใช้กันแพร่หลายปัจจุบัน
คือ PyThaiNLP [4] แต่จําแนกประเภทของช่ือเฉพาะในกลุ่มหลัก
ที่สําคัญ คือ ช่ือบุคคล ช่ือองค์กร ช่ือสถานที่ วัน เวลา URLs ฯลฯ 
ซึ่งจะพบว่าช่ือสถานที่น้ันไม่ได้แยกประเภทออกมาเป็นหมวดหมู่ 
ทําให้การสกัดข้อมูลเพื่อที่จะเก็บรวบรวมข้อมูลช่ือสถานท่ีสําคัญ 
หรือนําไปวิเคราะห์เชิงพื้นที่ (spatial analysis) อาทิเช่น หาก
ต้องการนําไปใช้ในการเก็บข้อมูลช่ือสถานที่เพื่อทําฐานข้อมูล
สําหรับระบบนําทาง พบว่ามักจะมีการแบ่งประเภทหมวดหมู่ใน
การให้บริการ หรือหากนําไปวิเคราะห์เชิงพื้นที่ การจําแนกข้อมูล
ที่เป็นขอบเขตการปกครอง ซึ่งเป็นข้อมูลแบบพื้นที่รูปปิด (polygon) 
หากแสดงในระบบภูมิสารสนเทศ และข้อมูลตําแหน่ง โรงเรียน 
วัด อาคารสูง ร้านค้า ฯลฯ ซึ่งเป็นข้อมูลรูปแบบจุด (point) โดย
ในกรณี้หากข้อมูลช่ือเฉพาะมีความน่าจะเป็นช่ือสถานที่เหล่านั้น
ไม่สามารถหาค่าพิกัดอ้างอิงได้ การคาดคะเนโดยใช้ขอบเขตการ
ปกครองมาช่วยจึงสามารถกําหนดขอบเขตของสถานที่เหล่านั้น
ได้แคบลง [5], [6] 

เนื่องจากข้อมูลทวิตเตอร์มีปริมาณและความถี่ของข้อมูลที่
เกิดขึ้นสูงมากในแต่ละวันทําให้มีโอกาสที่จะได้รับข้อมูล ข่าวสาร
ใหม่ ๆ อยู่ตลอด [7] ดังนั้นสําหรับงานวิจัยนี้จึงมีวัตถุประสงค์ที่
จะพัฒนากระบวนการสร้างเครื่องมือเพื่อสกัดข้อมูลช่ือภูมิศาสตร์
จากสื่อสังคมออนไลน์คือ ทวิตเตอร์รวมทั้งจําแนกชนิดของช่ือ
เฉพาะเหล่านี้เพื่อให้สามารถนําข้อมูลไปใช้เป็นฐานข้อมูลอ้างอิง
ในการสํารวจภาคสนามต่าง ๆ รวมทั้งยังเป็นข้ันตอนแรกของการ
พัฒนาระบบแปลความหมายทางภูมิศาสตร์ให้มีความถูกต้องและ
ใช้งานได้อย่างมีประสิทธิภาพ  
 

2) ทบทวนวรรณกรรม  
สําหรับงานวิจัยทางด้านการสกัดช่ือเฉพาะทางภูมิศาสตร์นั้น

ปัจจุบันยังอยู่ในวงที่จํากัดเนื่องจากเป็นการนําข้อมูลที่ได้ไปใช้ใน
งานทางด้านภูมิสารสนเทศซึ่งเป็นงานเฉพาะทางเป็นส่วนใหญ่
โดยเฉพาะสําหรับภาษาไทย ซึ่งวิธีการที่ใช้จะเป็นการนําเอาแนว
ทางการแก้ปัญหาทางด้านการรู้จําช่ือเฉพาะหรือ Named-Entity 
Recognition : NER มาประยุกต์ใช้งาน ซึ่งเนื้อหาในส่วนนี้จะ
นําเสนอใน 2 หัวข้อสําคัญ คือ 2.1) งานวิจัยทางด้านการรู้จํา 
ภูมินาม และ 2.2) งานวิจัยทางด้านการรู้จําช่ือเฉพาะซึ่งเป็น
ภาษาไทย 
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2.1) งานวิจัยทางด้านการรู้จ าภูมินาม 
ปัจจุบันมีการศึกษาวิจัยในด้านนี้ค่อนข้างจํากัดโดยหัวข้อที่

สําคัญในแนวทางวิจัยนี้คือ แก้ไขปัญหาในเรื่องการรู้จําช่ือที่มีความ
กํากวม และช่ือที่ไม่ได้ถูกบรรจุอยู่ในอักขรานุกรมทางภูมิศาสตร์ 
การนําคลังคําสั่ง Stanford-NER มาปรับใช้เพื่อสร้างคุณสมบัติ
ในการหาคําที่เป็นคํานามเฉพาะหรือ proper-nouns เนื่องจาก
ช่ือทางภูมิศาสตร์นั้นก็จัดเป็นช่ือเฉพาะประเภทหนึ่งพร้อมทั้งใช้
พจนานุกรมเอนทิตี้ซึ่งเป็นพจนานุกรมที่เก็บข้อมูลคุณสมบัติของ
ช่ือเฉพาะต่าง ๆ เช่น ตําแหน่งที่ตั้ง (หากเป็นสถานที่) สี ฤดูกาล 
[8], [9] การนําอัลกอริทึม Conditional Random Fields : CRFs 
มาใช้ร่วมกับการกําหนดคุณลักษณะจาก หน้าที่ของคํา (POS-
tagss) บริบทของคําในประโยคได้แก่ คําอุปสรรค (prefix) และ
คําปัจจัย (suffix) เพื่อนํามาสร้างแบบจําลองสกัดช่ือเฉพาะที่เป็น
โบราณสถาน โดยเปรียบเทียบกับอีก 2 วิธีคือ SVM และ HMM 
โดยเปรียบเทียบความถูกต้องจาก google geocoding API ซึ่ง
พบว่า CRF ให้ผลลัพธ์เป็นอัตราการเช่ือมโยงข้อมูลระหว่างช่ือ
ภูมิศาสตร์ที่สกัดออกด้วยแบบจําลองกับฐานข้อมูลอย่าง google 
geocoding API ได้จํานวนมากที่สุด [10] นอกจากนี้ยังมีการ
สร้างคุณลักษณะจากการสร้างกฎ (rule-based) ขึ้นมา เช่น คํา
ว่า “street” หากเจอวลี “treet” แล้วพบตัวอักษรข้างหน้าเป็น 
[s, S] ให้ติดแท็กคํานั้นเป็น location [11]  

 

2.2) งานวิจัยทางด้านการรู้จ าช่ือเฉพาะภาษาไทย (Thai NER) 
งานวิจัยทางด้านการรู้จําช่ือเฉพาะภาษาไทยยังมีอยู่จํากัด

หากเทียบกับภาษาที่มีความนิยม เช่น ภาษาอังกฤษ ฝรั่งเศส หรือ 
จีน ในเริ่มแรกของงานด้านนี้มีการใช้วิธีการทางสถิติ ร่วมกับ
แบบจําลองฮิวริสติก โดยสร้างกฎขึ้นมาจากบริบทของช่ือเฉพาะ
เช่น คําสําคัญหรือคําที่อยู่ใกล้กับช่ือเฉพาะ ซึ่งผลที่ได้พบว่าใช้ได้
ดีกับงานเขียนประเภทนิตยสารแต่หากเป็นหนังสือพิมพ์จะให้ผล
ที่ไม่ดีเท่าที่ควรเนื่องจากหนังสือพิมพ์จะมีการใช้สํานวนที่เป็น
ทางการน้อยกว่านิตยสาร [12] หลังจากนั้นมีการนําแบบจําลอง 
maximum entropy มาใช้ร่วมกับแบบจําลองฮิวริสติกและ
พจนานุกรมศัพท์เฉพาะซึ่งผ่านการตัดคํามาแล้ว โดยผลที่ได้
พบว่าให้ผลดีกับช่ือบุคคล รองลงมาคือช่ือองค์กร แต่สําหรับช่ือ
สถานที่นั้นมีความถูกต้องน้อยที่สุดเนื่องจากมีความคลุมเครือ
มากกว่าช่ือประเภทอ่ืน [13] ในปี 2009 มีการนําเอาแบบจําลอง 
CRF มาใช้เพื่อสร้าง NER ภาษาไทย โดยใช้คลังข้อมูล “BEST 
2009” ของ NECTEC จํานวน 90,000 คํา ในงานวิจัยนี้แบ่ง

ข้อมูลออกเป็น 2 ส่วนคือ 1) ตัดคํา และ 2) ตัดพยางค์ (syllable 
segmentation) ซึ่งพบว่าใหค้่าความถูกต้องโดยรวมใกล้เคียงกัน 
คือ 0.8039 และ 0.808 ตามลําดับ หากพิจารณาเฉพาะส่วนของ
ช่ือสถานที่พบว่า ค่าความถูกต้องโดยรวมเป็น 0.7372 และ 
0.7692 ตามลําดับ [14] สําหรับในปัจจุบันมีการนําโครงข่าย
ประสาทเทียมแบบวกกลับ คือ Bi-Directional Long Short 
Term Memory : Bi-LSTM ร่วมกับ CRF จําแนกเป็น 13 ช้ัน
ข้อมูล โดยช่ือสถานที่ก็เป็นหนึ่งในจํานวนนั้น ซึ่งสําหรับช่ือ
สถานที่มีค่าความถูกต้องโดยรวมอยู่ที่ 0.8773 ซึ่งเป็นงานวิจัยที่
ให้ค่าความถูกต้องสูงทีสุ่ดในปัจจุบัน [15] 

จากงานวิจัยที่ผ่านมาพบว่าการสร้างแบบจําลองเพื่อสกัดข้อมูล
ช่ือเฉพาะนั้นมีหลายงานวิจัยที่นําคุณลักษณะทางด้านภาษาและ
การใช้อักขรานุกรมหรือพจนานุกรมศัพท์เฉพาะมาใช้งาน แม้ใน
ปัจจุบันจะมีการนําโครงข่ายประสาทเทียมมาประยุกต์ใช้งานแต่
หากมีการสร้างคุณลักษณะเพิ่มไปด้วยก็มีแนวโน้มจะส่งผลให้
แบบจําลองสามารถทํางานได้ดียิ่งขึ้นซึ่ง CRF มีข้อได้เปรียบ
แบบจําลองที่สร้างมาจากโครงข่ายประสาทเทียมในแง่ของเวลา 
(ทรัพยากร) ในการประมวลผล 
 

3) แบบจําลอง Conditional Random Fields : CRFs 
แบบจําลอง Conditional Random Fields (CRFs) เป็น

แบบจําลองความน่าจะเป็นแบบหนึ่งที่นิยมใช้กับข้อมูลที่เป็นลําดับ 
(sequence) เช่น การประยุกต์ใช้กับการประมวลผลธรรมชาติ 
โดยเฉพาะอย่างยิ่ง การทํา Named Entity Recognition (NER) 
ซึ่ ง แบบจํ าลองนี้ พิ สู จน์ แล้ วว่ า ให้ ผลที่ ดี กั บการตั ดคํ า  
(segmentation) หรือติดป้าย (labelling) ให้กับข้อมูลที่ เป็น
ลําดับ แบบจําลองนี้พัฒนามาจาก maximum entropy Markov 
models (MEMMs) โดย CRF สามารถลดข้อจํากัดของ MEMMs 
ลงได้ ซึ่งแบบจําลอง CRF เป็นแบบห่วงโซ่ตรงหรือ linear-chain 
CRF แสดงความสัมพันธ์ตามสมการที่ (1) และ (2) [16] 

 

𝑝(𝑦|𝑥) =
1

𝑍(𝑥)
 ∏ 𝑒𝑥𝑝𝑇

𝑡=1 (∑ 𝜃𝑘
𝐾
𝑘=1 𝑓𝑘(𝑦𝑡 , 𝑦𝑡−1,𝑥𝑡))   (1) 

 

เมื่อ 𝑓𝑘(𝑦𝑡, 𝑦𝑡−1,𝑥𝑡) คือฟังก์ชันคุณลักษณะ; x คือลําดับผลลัพธ์
ค่าสังเกต; y คือลําดับผลลัพธ์ค่าที่ทํานาย; 𝜃𝑘 คือค่าน้ําหนักของ
ฟังก์ชันคุณลักษณะ; T, t คือลําดับของเหตุการณ์ที่ต่อเนื่อง; K, k 
คือจํานวนของฟังก์ชันคุณลักษณะ; Z(x) คือการปรับข้อมูล 
(normalization) ซึ่งคํานวณได้จากสมการที่ (2)  
 

𝑍(𝑥) =  ∑ ∏ 𝑒𝑥𝑝𝑇
𝑡=1 (∑ 𝜃𝑘

𝐾
𝑘=1 𝑓𝑘(𝑦𝑡 , 𝑦𝑡−1,𝑥𝑡))𝑦      (2) 
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4) วิธีการดําเนินงานวิจัย 
ในงานวิจัยช้ินนี้มีการเก็บรวบรวมข้อมูลจากแหล่งข้อมูล 

ทวิตเตอร์ จํานวน 28,082 ข้อความ ซึ่งใช้ twitter API เป็น
เครื่องมือหลักในการดึงข้อมูลผ่านการโปรแกรมด้วยภาษา 

python จากสมมติฐานของงานวิจัยนี้ตัวแปรอิสระประกอบไป
ด้วยส่วนการดําเนินงาน ส่วนสําคัญในหัวข้อท่ี 4.1) – 4.6) แสดง
สรุปขั้นตอนตามรูปท่ี 1 

 

 
 

รูปที่ 1 : แสดงขั้นตอนการดําเนินงานสร้างแบบจําลองด้วย CRF 
 
4.1) การออกแบบการทดลอง  

งานวิจัยนี้มีสมมติฐานคือ CRF และฟังก์ชันคุณสมบัติที่นํามาใช้
จะสามารถทําให้ได้แบบจําลองในการสกัดข้อมูลช่ือภูมิศาสตร์ที่มี
ประสิทธิภาพ (วัดประสิทธิภาพจาก F1-score) โดยตัวแปรอิสระ
ของงานวิจัยนี้คือ ฟังก์ชันคุณสมบัติที่ส่งผลต่อประสิทธิภาพของ
แบบจําลอง โดยฟังก์ชันคุณสมบัติต่าง ๆ ที่ใช้แสดงในหัวข้อที่ 
4.6 เช่น แบบจําลอง CRF ที่มีฟังก์ชันคุณสมบัติ POS-tagss + 
บุพบทที่บ่งบอกถึงสถานที่ ให้ค่า F1-score ที่น้อยกว่า POS-
tagss + บุพบทที่บ่งบอกถึงสถานที่ + คําอุปสรรค (prefix) เป็น
ต้น ซึ่งทั้งนี้ไม่แน่ว่าการมีฟังก์ชันคุณสมบัติที่มากกว่าจะให้ค่า 
F1-score ได้มากกว่า จึงจําเป็นท่ีจะต้องมีการทดลองและสรุปผล
ว่าฟังก์ชันคุณสมบัติใดท่ีส่งผลต่อประสิทธิภาพของแบบจําลอง  

4.2) ส่วนการรวบรวมและประมวลผลข้อมูลเบื้องต้น  
การรวบรวมข้อมูลจะใช้เครื่องมือ ค้นหาออกเป็น 2 ส่วนหลัก 

คือ 1. ค้นหาจากคําสําคัญ หรือ hashtag ที่มักจะมีคําสําคัญ
เกี่ยวกับสถานที่ เช่น อร่อยบอกต่อ js100radio รีวิวไทยแลนด์ 
กรุงเทพมหานคร นนทบุรี สมุทรปราการ ฯลฯ โดยจํากัดข้อมูล
ที่มาจากกรุงเทพและปริมณฑลเป็นหลัก และ 2. ค้นหาจาก 
bounding box กําหนดขอบเขตให้ครอบคลุมกรุงเทพ และ 
ปริมณฑล หลังจากนั้นจึงประมวลผลข้อมูลเบื้องต้นด้วยการตัด
ข้อความที่สั้นเกินไป หรือ ข้อความที่ซ้ํา รวมทั้งคําที่มีการซ้ําของ
ตัวอักษรมาก ๆ เช่น “ยากกกกกกกกก” “มากมายก่ายกองงงงง
งงงง” ได้ข้อความจํานวนทั้งหมด 28,082 ข้อความ แบ่งเป็น
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ข้อมูลสําหรับฝึกสอน 22,445 ข้อความ คิดเป็นร้อยละ 80 และ
ข้อมูลสําหรับทดสอบจํานวน 5,617 ข้อความ คิดเป็นร้อยละ 20  
 

4.3) การท าฉลากให้กับข้อมลูเพื่อสรา้งคลังข้อมลูทางภาษา (Corpus)  
ในงานวิจัยนี้แบ่งประเภทของช่ือภูมิศาสตร์ออกเป็น 18 ชนิด 

โดยใน 18 ชนิดนั้นจัดอยู่ใน 5 หมวดสําคัญ ได้แก่ 1. สถานที่
ธรรมชาติ 2. สิ่งปลูกสร้าง 3. ขอบเขตการปกครอง 4. สถานที่ที่
ไม่อยู่ในอาณาเขตของประเทศไทย 5. สถานที่อ่ืน ๆ ใช้วิธีติดฉลาก
ของข้อมูลด้วยมนุษย์ (human annotation) ซึ่งมีการสร้างคู่มือ
เพื่อเป็นแนวทางในการตัดสินใจเลือกฉลากที่เหมาะสมกับช่ือ
ภูมิศาสตร์ในแต่ละประเภท แสดงตัวอย่างรูปแบบของฉลากท่ีใช้
ดังตารางที่ 1 

 
ตารางที่ 1 : ตัวอย่างขอ้ความและลักษณะการติดฉลาก 

ล าดับ ข้อความ 

1. @Ordinary_Champ วิว<NAT>แม่น้ําโขงนครพนม</NAT>
สวยสุดละ นี่ชอบมากกกกกก 

2. 141062 @7.57 ฝนตกหนั ก เลย  <ROAD>แจ้ งวัฒนะ</
ROAD> น่าจะตกก่อนออกจากบ้าน อุตสาห์จะไปเดินออก

กําลังกาย<RCT>สวนจตุจักร</RCT> ท่าจะไม่รอด😂 

… ……. 

3. ตักบาตรเข้าสารแห้ง. . . เราก้อทําน่ะ 👍🏼🤗🤗  — ที่  
<MKT>ตลาดน้ําขวัญ-เรียม</MKT> / <RP>วัดบางเพ็งใต้+
วัดบําเพ็ญเหนือ กรุงเทพมหานคร</RP> 

 
4.4) การตัดค าจากประโยคภาษาไทยเพื่อน าไปใช้ในการประมวลผล 
(Thai Tokenization) 

การตัดคําถือเป็นขั้นตอนแรกในการดําเนินการเพื่อสร้าง
แบบจําลองการสกัดชื่อภูมิศาสตร์ออกมาจากข้อความ เนื่องจาก
ข้อความที่ไม่ว่าจะเป็นประโยค หรือวลีต่างก็ประกอบไปด้วยคําที่
มากกว่า 1 คําเรียงร้อยกัน โดยการตัดคําภาษาไทยในปัจจุบันมีผู้
ศึกษาและมีการพัฒนาคลังคําสั่งในภาษา python ออกมาให้ใช้
งาน ในงานวิจัยนี้เลือกเครื่องมือในการตัดคําจาก PyThaiNLP 2 
แบบคือ newmm ซึ่งเป็นการใช้อัลกอริทึม maximal matching 
กับพจนานุกรมคําศัพท์ภาษาไทยเป็นพื้นฐาน และอีกวิธีหนึ่งคือ 
Attacut ซึ่งเป็นการนําเทคนิคการเรียนรู้เชิงลึก (deep learning) 
มาใช้งาน โดยมีการนําบริบททางความหมายของคําและประโยค
มาใช้ประกอบทําให้ได้ผลที่ดีกว่าการตัดคําโดยใช้อัลกอริทึม 
maximal matching มาก [17] สําหรับในงานวิจัยนี้จะนําทั้ง

สองวิธีนี้มาใช้ร่วมกับแบบจําลองทางคณิตศาสตร์อย่าง CRF เพื่อ
เป็นการทดสอบอีกทางหนึ่งว่าเครื่องมือที่ใช้ในการตัดคํามีผลต่อ
แบบจําลองในทางใดทางหนึ่ง  
 

4.5) การเปลี่ยนรูปแบบฉลากข้อมลูให้เป็นรูปแบบล าดบั (Sequence 
Tagging) แบบ IOB tags 

การสร้าง tag แบบ IOB tags ซึ่งเป็นรูปแบบการสร้างฉลาก
ให้กับข้อมูลแบบเป็นลําดับ (sequence tagging) โดย B คือ 
หน่วยแรกของช่ือเฉพาะ (beginning nouns phrase) I คือ 
ส่วนประกอบของช่ือเฉพาะซึ่งต่อเนื่องมาจากหน่วยแรก (inside 
current noun phrase) และสุดท้าย O คือ คําอื่นหรือ token 
อื่นที่เราไม่ได้จะสกัดเอาช่ือเฉพาะออกมา [18] ซึ่งเราจะดําเนินการ
ต่อเนื่องมาจากขั้นตอนการตัดคําเนื่องจากตัวตัดคําที่ไม่เหมือนกัน
จะทําให้หน่วยย่อยของคําแตกต่างกัน เช่น ตัวอย่างข้อความที่ 1 
ในตารางที่ 1  
“@Ordinary_Champ วิว<NAT>แม่น้ําโขงนครพนม</NAT>
สวยสุดละ นี่ชอบมากกกกกก” 
(@Ordinary_Champ, O), (วิว, O), (แม่น้ํา , B-NAT), (โขง, I-
NAT), (นครพนม, I-NAT), (สวย, O), (สุด, O), (ละ, O), (นี่, O), 
(ชอบมากกกกกก, O) จากตัวอย่างข้างต้นนี้จะพบว่า คําว่า 
“แม่น้ําโขงนครพนม” คือคําที่เราต้องการสกัดออกมาจาก
ประโยคที่ 1 ซึ่งประกอบไปด้วยหน่วยย่อย 3 ส่วน คือ แม่น้ํา, 
โขง, นครพนม โดย แม่น้ํา คือหน่วยแรกของช่ือ และ โขงกับ
นครพนม คือส่วนประกอบของช่ือตามลําดับ และคําที่เหลือมี
ฉลากเป็น O ซึ่งเราไม่ต้องการสกัดออกมา 
 

4.6) การก าหนดคุณลักษณะเพื่อสร้างแบบจ าลอง (Featurization) 
ในการกําหนดคุณลักษณะเป็นการคัดเลือกเอาคุณลักษณะ

เด่นของช่ือแต่ละประเภทที่เราต้องการจําแนกออกจากกัน เช่น 
หากมีคําบุพบทนําหน้า “อยู่ที่” “ที่” “ถัดจาก” ฯลฯ มักจะเป็น
คําที่บ่งบอกถึงสถานท่ี หรือ การติด tag หน้าท่ีของคําในประโยค
หรือ Part of speech tagging (POS-tagss) โดยช่ือเฉพาะนั้น
มักจะทําหน้าที่ เป็นคํานามเป็นหลัก ในประโยค โดยแบ่ง
คุณลักษณะสําคัญดังนี้  

4.6.1) หน้าที่ของค าในประโยค (Part of Speech Tagging: 
POS-tagss) โดยส่วนมากช่ือเฉพาะมักจะทําหน้าที่เป็นคํานามใน
ประโยค การนํา POS-tagss มาใช้จะสามารถระบุช่ือเฉพาะได้ดี
ขึ้น 
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4.6.2) บุพบทที่แสดงถึงการระบุสถานที่ หากมีคําบุพบท
นําหน้าช่ือเฉพาะเหล่านี้ก็อาจมีแนวโน้มที่จะเป็นช่ือภูมิศาสตร์ได้
เนื่องจากมีความเป็นไปได้ที่จะอ้างอิงเชิงตําแหน่ง เช่น “อยู่” 
“อยู่ท่ี” “ที”่ “ถึง” “ไปถึง” ฯลฯ 

4.6.3) ค าอุปสรรค (Prefix) เป็นคํานําหน้าช่ือเฉพาะ เช่น มี
คําว่า “โรงเรียน” “มหาวิทยาลัย” ก็มีแนวโน้มว่ามีโอกาสเป็นช่ือ
ภูมิศาสตร์ที่เกี่ยวข้องกับสถานศึกษา 

4.6.4) ค าท้าย (Suffix) เป็นคําที่อยู่ท้ายช่ือซึ่งสื่อถึงประเภท
ของช่ือเฉพาะนั้น ๆ ได้ เช่น “วิทยาลัย” มีแนวโน้มที่จะเป็นช่ือ
ภูมิศาสตร์ที่เกี่ยวกับสถานศึกษา หรือ “ดีพาร์ทเมนต์สโตร์” ที่มี
แนวโน้มจะเป็นห้างสรรพสินค้า  

4.6.5) การสร้างอักขรานุกรมเพื่อน ามาเป็นหนึ่งในคุณลักษณะ
ส าคัญของแบบจ าลอง (Gazetteer) การสร้างอักขรานุกรมนําข้อมูล
ช่ือภูมิศาสตร์ของกรมแผนที่ทหารมาเป็นส่วนหนึ่งในการสร้าง
อักขรานุกรม อีกทั้งมีการใช้เทคนิคการขูดเว็บ (web scraping) 
จากแหล่งข้อมูลที่มีช่ือสถานที่หลากหลาย เช่น wongnai retty 
รวมทั้งข้อมูล open data จาก https://data.go.th/ ซึ่งเป็น
ข้อมูลที่เข้าใช้งานได้แบบไม่มีค่าใช้จ่ายโดยผ่านการจัดทําจาก
หน่วยงานภาครัฐที่เป็นเจ้าของข้อมูล ตัวอย่างการใช้งานอักขรานกุรม
ช่ือภูมิศาสตร์ เช่น เรา สามารถรวบรวมรายช่ือเกี่ยวกับสถานศึกษา
มาได้ดังนี้ [‘โรงเรียนกรุงเทพคริสเตียนวิทยาลัย’, ‘โรงเรียนสวน
กุหลาบวิทยาลัย’, ‘โรงเรียนสตรีวิทยา’] ซึ่งมีการเก็บข้อมูลเป็น 
2 กลุ่ม คือ กลุ่มของช่ือที่ไม่มีการตัดคํา และ กลุ่มที่มีการตัดคํา 
ตัวอย่างจากลิสต์ของช่ือสถานศึกษาข้างต้น เมื่อมีการตัดคําเก็บ
ข้อมูลได้เป็น [[‘โรงเรียน’, ‘กรุงเทพ’, ‘คริสเตียน’, ‘วิทยาลัย’], 
[‘โรงเรียน’, ‘สวนกุหลาบ’, ‘วิทยาลัย’], [‘โรงเรียน’, ‘สตรี’, 
‘วิทยา’]] โดยจะกล่าวถึงส่วนของการนําคุณลักษณะมาใช้สําหรบั
การสร้างแบบจําลองในส่วนถัดไป  

4.6.6) ค าข้างเคียงที่อยู่ติดกัน (n–gram) สําหรับนิยามของ 
n-gram คือของที่อยู่ติดกันเป็น n ลําดับ เช่น bi-gram หมายถึง
คําสองคําที่อยู่ติดกัน ดังตัวอย่าง [‘โรงเรียน’, ‘กรุงเทพ’, ‘คริส
เตียน’, ‘วิทยาลัย’] หากกําหนดให้คําว่า ‘คริสเตียน’ เป็น
ตําแหน่งที่ n คําว่า ’กรุงเทพ’ ที่อยู่ก่อนหน้าจะเป็น n-1 และ 
‘วิทยาลัย’ ซึ่งเป็นคําถัดไปจะอยู่ในตําแหน่งที่ n+1 ซึ่งสําหรับ
งานวิจัยนี้จะมีการใช้ quadigram หรือคําที่อยู่ก่อนหน้า ถัดไป
มากที่สุด 4 คํา โดยจากมีงานวิจัยที่อธิบายเหตุผลหลักพบว่าใน
ภาษาไทยหากคําอยู่ห่างกันมากกว่า 4 คําขึ้นไปจะมีความสัมพนัธ์

กันน้อยมาก ดังนั้นใช้เพียง quadigram ก็เพียงพอแล้วสําหรับ
ภาษาไทย [19] 

4.6.7) คุณสมบัติอื่น ๆ นอกเหนือจากคุณสมบัติที่กล่าวถึงมา
ในข้างต้นแล้วยังมีคุณสมบัติอื่น ๆ ทีน่ํามาใช้เพิ่มเติมได้แก ่ความ
ยาวของของคํา (word length) รูปแบบของคํา (word shape) 
เช่น มีตัวเลขประกอบในคํา มีการเว้นช่องว่างระหว่างคํา มี
สัญลักษณ์เช่ือมคํา มีภาษาไทยผสมกับภาษาอังกฤษ การมี
อักขระพิเศษ รวมทั้ง อีโมติคอนต่าง ๆ ประกอบอยู่ในคําด้วย 
แสดงตัวอย่างฟังก์ขันคุณสมบัติตามตารางที่ 2  
 

ตารางที่ 2 : สรุปตัวอย่างฟังก์ชันคุณสมบัติที่ใช้ในงานวิจัย 

Feature Function Return of function  

POS-tags <NCMN>,… , etc. 

Preposition  word, False 

Prefix word, False 

Suffix word, False 

gazetteer word, False 

N-gram  word, False 

Space  True, False 

Word length 28 

Word shape Eeedd_TTTTTT 

 
จากตารางที่ 2 แสดงตัวอย่างของฟังก์ชันคุณสมบัติและ

ตัวอย่างค่าที่ฟังก์ชันคืนมา โดยสําหรับ POS-tagss จะใช้คลัง
คําสั่งจาก PyThaiNLP ซึ่งคืนค่า POS-tagss ของคําในรูปแบบ 
Orchid corpus, ฟังก์ชันบุพบทเชิงตําแหน่ง จนถึง N-gram 
ฟังก์ชันจะคืนค่ามาเป็นคําที่พบ แต่หากไม่เข้าเง่ือนไขกําหนดให้
คืนค่าเป็น False เช่น หากมีคําที่อยู่ใน set ของคําดังต่อไปนี้ 
set(['อยู่','อยู่ที่','ถึง','ไปถึง','มาถึง','มุ่งหน้า','เข้าสู่','เส้น','เยื้อง','
ถัดไป','ถัดจาก','ตรงข้าม','ตรงกับ','ตรงข้ามกับ',……,'ติด','ติดกับ','
ข้าง','ข้างหน้า']) ให้คืนค่ากลับมาเป็นคําที่พบใน set ข้างต้น และ
สุดท้ายคือฟังก์ชันคุณสมบัติอื่น ๆ ได้แก่ ภายในคํามีช่องว่าง
หรือไม่, ความยาวของคํา เช่น คําว่า “สยามวัน” จะคืนค่ามาเปน็
ตัวเลขแทนด้วยจํานวนตัวอักษรของคําคือ 7 และรูปร่างของคํา
ซึ่งในที่นี้คือ ประกอบไปด้วยตัวอักษรภาษาอังกฤษตัวใหญ่หรือ
ตัวเล็ก, ตัวอักษรภาษาไทย, ตัวเลข มีช่องว่างระหว่างตัวอักษร
หรือไม่ เช่น คําว่า “ร้าน Coffeebeans สยามพารากอน” เมื่อ
ผ่านฟังก์ชันรูปร่างของคําจะคืนค่าเป็น “TTTTEeeeeeeeeee 
_TTTTTTTTTTT” เป็นต้น  
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4.7) เครื่องมือท่ีใช้ในการประมวลผล 
ในหัวข้อนี้จะกล่าวโดยสรุปในส่วนของภาษาโปรแกรม คลัง

คําสั่งที่ใช้ รวมถึงทรัพยากรในการประมวลผล  
4.7.1) ภาษาโปรแกรมและคลังค าสั่งที่ใช้ในการทดลอง ใน

งานวิจัยนี้ใช้ภาษาไพธอนเป็นภาษาหลัก โดยมีการใช้คลังคําสั่ง
จาก scikit-learn และ sklearn-crfsuite เพื่อสร้างแบบจําลอง 

CRF รวมถึงคลังคําสั่งจาก pythanlp เพื่อประมวลผลข้อความ
เบื้องต้นและตัดคํา (tokenization)  

4.7.2) เครื่องมือท่ีใช้ในการประมวลผล เป็น gaming laptop 
dell inspiron 7559; ram 16 gb; gpu nvidia geforce gtx 
960m; เวลาที่ใช้ในการฝึกฝนแบบจําลอง 3 ชม. 30 นาที  

 

 
 

รูปที่ 2 : แสดงตัวอย่างการสร้างฟังก์ชันคุณลักษณะ (featurization) 

จากรูปที่ 2 แสดงตัวอย่างขั้นตอนการเตรียมข้อมูลและการ
ทํา featurization ไล่เรียงจากการตัดคําในแต่ละประโยคด้วย 
newmm หรือ arttacut จาก PyThaiNLP หลังจากนั้นจึงติด 
POS-tagss ด้วยรูปแบบของ Orchid corpus และติดฉลากตาม
รูปแบบของ IOB tags พร้อมทั้งจัดรูปแบบของข้อมูลที่ใช้ในการ
ฝึกฝนและทดสอบแบบจําลองในรูปแบบ Conll2003 หลังจาก
นั้นจึงจะนําข้อมูลผ่านฟังก์ชันคุณลักษณะที่สร้างเตรียมไว้ โดย
ผลลัพธ์จากขั้นตอนนี้เมื่อทํา featurization จะออกมาเป็นข้อมูล
แบบ dictionary ซึ่งเก็บ key เป็นช่ือฟังก์ชันที่ใช้ และ value 
เป็นส่วนที่ฟังก์ชันได้คืนค่ากลับมาดังแสดงตัวอย่างไว้ในหัวข้อ
ย่อยที่ 4.6.7  

 

5) ผลการวิจัยและอภิปรายผล 
การจําแนกข้อมูลช่ือภูมิศาสตร์ออกจากข้อความโดยใช้แบบ 

จําลองคอนดิชันนอลแรนดอมฟิลด์แบ่งผลลัพธ์ในการจําแนกออก 
เป็นกลุ่มตามคุณลักษณะที่มีแนวโน้มจะส่งผลต่อประสิทธิภาพ
ของแบบจําลอง  
5.1) การประเมินประสิทธิภาพของแบบจ าลอง  

ในงานวิจัยนี้เลือกใช้เมทริกซ์ 3 ตัว คือ ความแม่นยํา (precision), 
ความครบถ้วน (recall) และ ความถูกต้องโดยรวม (F1) ซึ่งใน
การประเมินจะประเมินจากความถูกต้องในระดับคํา (phrase 
level) พร้อมท้ังมีความถูกต้องในระดับ token แสดงไว้ควบคู่กัน 
แต่ประสิทธิภาพจะยึดตามความถูกต้องในระดับคําเป็นหลัก  
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Precision = 
TP

TP+FP
   (1) 

 

Recall = 
TP

TP+FN
            (2) 

 

F1-Score = 2*
Precision*Recall
Precision+Recall

         (3) 

 
โดย TP คือ จํานวนข้อมูลที่แบบจําลองสกัดออกมาได้ตรงกับ

ข้อมูลกํากับ 
 FP คือ จํานวนข้อมูลที่ไม่ได้มีการกํากับไว้แต่แบบจําลอง

สกัดออกมา 
 FN คือ จํานวนข้อมูลทีก่ารกํากับไว้แต่แบบจําลองไม่สามารถ

สกัดออกมาได้ 
สําหรับการประเมินประสิทธิภาพด้วย F1-Token เพียงอย่าง

เดียวยังไม่ถูกต้องครบถ้วนนักเนื่องจากการสร้างแบบจําลองเรา
ต้องการที่จะสกัดช่ือภูมิศาสตร์ทั้งช่ือออกมาจากข้อความไม่ใช่
เพียงแค่ส่วนใดส่วนหนึ่งของช่ือ ตัวอย่างเช่น การหาค่า F1-Token 
ประโยคว่า “วิวแม่น้ําโขงนครพนมสวยสุดละ นี่ชอบมาก” แสดง
ตัวอย่างตามรูปที่ 3  

 

 
 

รูปที่ 3 : แสดงตัวอย่างการหาค่า F1-Token 
 

จากรูปที่ 3 คํานวณ F1-Token ได้ดังนี้ TP = 2, FP = 1, FN 
= 1 Precission = 2/(2+1), Recall = 2/(2+1), F1 = 2* [(0.67*
0.67)/(0.67+0.67)] = 0.34 และสําหรับ F1-Phrase ข้อมูล
กํากับที่มี 2 token นั้นจะถูกรวมเป็น tag เดียว ซึ่งถ้ามีส่วนหนึ่ง
ส่วนใดของ token ผิดไปให้ถือว่าคําตอบที่ได้จากแบบจําลองผิด 
เช่น (แม่น้ํา, B-NAT), (โขง, I-NAT), (นครพนม, B-ADMIN) จะ
รวม token และ tag เป็น แม่น้ําโขง, NAT และ นครพนม, 

ADMIN ซึ่งจากรูปที่ 3 สําหรับคําว่าแม่น้ําโขง แบบจําลองให้
คําตอบ token สุดท้ายผิดจึงถือว่าแบบจําลองให้คําตอบที่ผิดใน
กรณีนี้ จากตัวอย่างค่าที่คํานวณ F1-Phrase ได้จาก TP = 1, FP 
= 1, FN = 1, Precission = 1/(1+1), Recall = 1/(1+1), F1 = 
2*[(0.5*0.5)/(0.5+0.5)] = 0.25 จากตัวอย่างข้างต้นจะพบว่า
ควรพิจารณาที่ระดับ F1-Phrase มากกว่า เนื่องจากผลลัพธ์
สุดท้ายของแบบจําลองช่ือภูมิศาสตร์ที่ครบสมบูรณ์  
 
5.2) ประสิทธิภาพของแบบจ าลองสกัดช่ือภูมิศาสตรจ์ากข้อความ  

โดยแสดงผลลัพธ์ตามตารางที่ 2 ซึ่งทุกกลุ่มนั้นจะมีพื้นฐาน
อยู่บนแบบจําลอง CRF มีฟังก์ชัน optimizer คือ LBFGS มีการ
ใช้ฟังก์ชันคุณลักษณะคํานําหน้า คําตามหลัง รูปร่างของคํา และ
หน้าที่ของคํา (POS-tags) โดยผลจากการจําแนกในงานวิจัยแบ่ง
ออกเป็นกลุ่มตามฟังก์ชันคุณลักษณะดังนี้  
 
ตารางที่ 3 : แสดงการเปรียบเทียบค่าความถูกตอ้งโดยรวมระหวา่งฟังก์ชัน

คุณลักษณะในแบบจําลอง CRF 

Tokenize 
Library 

Gram Gazetteer F1-
Token 

F1-
Phrase 

newmm 3 - 0.909 0.881 

newmm 3 √ 0.91 0.882 

newmm 4 - 0.908 0.885 

newmm 4 √ 0.908 0.885 

attacut 3 - 0.95 0.938 

attacut 3 √ 0.956 0.946 

attacut 4 - 0.951 0.941 

attacut 4 √ 0.956 0.946 

 

จากตารางที่ 3 กลุ่มของแบบจําลองจะแบ่งออกเป็น 2 กลุ่ม
จากอัลกอริทึมที่ใช้ตัดคํา คือ newmm และ attacut โดยพบว่า
แบบจําลองที่ใช้ attacut เป็นตัวตัดคําให้ค่าความถูกต้องโดยรวม
ในระดับคําสูงกว่า newmm คือ 0.946 ส่วน newmm คือ 0.885 
โดยแบบจําลองที่ใช้ตัวตัดคํา newmm นั้นพบว่า แบบจําลองที่ใช้ 
4 gram จะใช้ gazetteer เป็นคุณลักษณะหรือไม่ ก็ให้ค่า F1-
Phrase เท่ากันท้ัง 2 แบบ คือ 0.885 และสําหรับกลุ่มที่ใช้ตัวตัด
คําเป็น attacut พบว่า 3 gram หรือ 4 gram และจากแบบจําลอง
ที่ให้ค่าความถูกต้องโดยรวมสูงที่สุด แสดงผลความถูกต้องของ
การจําแนกแยกตามประเภทของช่ือภูมิศาสตร์ ตามตารางที่ 4 
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ตารางที่ 4 : แสดงรายละเอียดการจําแนกชื่อภูมิศาสตร์ตามชนิดของสถานที่ 

TAG ความหมาย Precision Recall F1 

ACP สถานศึกษา 0.946 0.946 0.946 

ADMIN ขอบเขตการปกครอง 0.964 0.951 0.958 

BSN อาคารสํานักงาน 0.913 0.808 0.857 

DEP ห้างสรรพสินค้า-ขนาดใหญ ่ 0.949 0.903 0.925 

FPLACE สถานที่ที่อยู่นอกประเทศไทย 0.956 0.869 0.91 

GOV สํานักงาน สถานที่ราชการ 1.0 0.84 0.913 

HP สถานพยาบาล 1.0 0.958 0.979 

MKT ตลาด 1.0 1.0 1.0 

MON อนุสาวรีย ์วงเวยีน  1.0 1.0 1.0 

NAT สถานที่ตามธรรมชาต ิ 0.909 0.909 0.909 

RCT สวนสาธารณะ สวนสนุก สนามกีฬา สถานที่สันทนาการตา่ง ๆ 0.87 0.909 0.889 

RES สถานที่พักอาศัย 0.964 0.9 0.931 

ROAD ถนน ซอย  0.979 0.903 0.94 

RP สถานที่สําคัญทางศาสนา 0.962 0.98 0.971 

RT ร้านอาหาร 0.946 0.953 0.95 

STORE ร้านค้าขนาดยอ่ม 1.0 0.917 0.957 

TRAN สถานีขนส่งมวลชน ท่ารถ สถานีรถไฟ รถไฟฟ้า ทา่เรือ 0.925 0.949 0.937 

OTHER สถานที่อื่น ๆ 1.0 1.0 1.0 

จากตารางที่ 4 ความถูกต้องโดยรวมซึ่งสําหรับตารางนี้จะ
กล่าวถึง F1-Phrase เพียงอย่างเดียว เนื่องจากเป็นการสกัดคําที่
ครบถ้วนแล้วออกมาจากประโยค ของช่ือภูมิศาสตร์ที่เป็น ตลาด 
อนุสาวรีย์ หรือสถานท่ีอื่น ๆ มีความถูกต้องโดยรวมที่สูงมากกว่า
ช้ันข้อมูลอื่น F1 คือ 1.0 ทั้งนี้อาจเนื่องจาก ตลาดมักมีคําหน้า
ขึ้นต้นด้วย “ตลาด” เป็นคุณลักษณะที่เด่นชัดจึงแยกออกจาก
ข้อมูลอื่นได้ง่าย ส่วนชนิดของสถานที่ท่ีค่า F1 น้อยที่สุด คืออาคาร 
สํานักงาน (BSN) คือ 0.857 ทั้งนี้อาจจะเนื่องจากเป็นช่ือที่
ค่อนข้างมีความหลากหลายและกํากวมระหว่างช่ือบุคคล รวมถึง
ช่ือหน่วยงาน องค์กรต่าง ๆ อย่างทวิตเตอร์  
 
5.3) Transition Score and Feature Learns 

ซึ่งในหัวข้อน้ีจะเป็นการสรุปภาพรวมของความน่าจะเป็นของ
แบบจําลองในการทํานาย tag ของช่ือภูมิศาสตร์ ว่าหากมี tag 
ไหนที่มีค่า transition สูงจะแสดงว่าแบบจําลองมีโอกาสที่จะคล้อย
ตามในแต่ละ tag นั้นและส่วนของ feature learns จะเป็นการ
แสดงผลของคุณลักษณะที่ส่งผลต่อประสิทธิภาพของแบบจําลอง 
โดยในหัวข้อนี้จะแสดงใน 30 ลําดับแรกของคุณลักษณะที่
แบบจําลองเรียนรู้แสดงตามตารางที่ 5 6 และ 7 

โดยจากตารางที่ 5 tag ที่ให้ค่า likely transition สูงที่สุด I-
MKT -> I-MKT ซึ่งเป็น tag ที่เป็นส่วนย่อยหมายความถึงช่ือ
ตลาด พบว่าสอดคล้องกับ MKT ที่ให้ค่า F1 = 1.0 หรือ 100% 
และลําดับที่ 2 กับ 3 คือ B-TRAN -> I-TRAN และ B-RES -> I-
RES โดย TRAN และ RES ให้ค่า F1 เป็น 0.937 และ 0.931 
ตามลําดับ  

จากตารางที่ 7 ซึ่งเป็นส่วนของคุณลักษณะที่แบบจําลอง
เรียนรู้ได้ พบว่าใน 30 อันดับแรกซึ่งเป็นผลบวกกับแบบจําลอง
มักจะเป็นคุณลักษณะที่เป็น n-gram และคํานั้น ๆ โดยพบว่าเป็น
คําก่อนหน้า 3 คํา (word[-3]) มากที่สุด รองลงมาคือคําก่อนหนา้ 
2 คํา (word[-2]) เมื่อสรุปจาก ตาราง feature learns จึงพบว่า 
n-gram แบบ quadigram ให้ผลบวกกับค่าความน่าจะเป็นของ
แบบจําลองสูงที่สุด และอีกคุณลักษณะหนึ่งที่น่าสนใจคือ รูปร่าง
ของคํา หรือ ฟังก์ชัน shape_word พบว่าให้ผลที่ดีกับ tag ที่
เป็น B-ADMIN และ B-ROAD ซึ่งสันนิษฐานได้ว่า ช่ือขอบเขต
การปกครอง เช่น จังหวัด อําเภอ หรือตําบล มักจะมีอักษรย่อ
นําหน้าแล้วตามด้วยจุด เช่น ‘อ.พบพระ’ เมื่อผ่านฟังก์ชันนี้จะให้
ค่าเป็น T.TTTTTT เมื่อแบบจําลองเจอคุณลักษณะนี้จึงเข้าใจได้
ง่ายขึ้นว่าเป็น ADMIN รวมทั้ง tag ที่เป็นถนนซึ่ง มักจะมีตัวเลข
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ต่อท้ายหรือเป็นส่วนประกอบอยู่ภายในคํา เช่น ‘ซอยลาดพร้าว 60’ 
เมื่อผ่านฟังก์ชันรูปร่างของคําจะคืนค่าเป็น TTT.TTTTTTTT_dd 
เป็นต้น 

 
ตารางที่ 5 : แสดงรายละเอยีดของค่า transition ที่คล้อยตามกัน  

Tag Target tag ค่า transition 

I-MKT I-MKT 7.166 

B-TRAN I-TRAN 6.979 

B-RES I-RES 6.927 

I-NAT I-NAT 6.713 

B-GOV I-GOV 6.633 

I-ACP I-ACP 6.603 

B-MKT I-MKT 6.599 

I-ADMIN I-ADMIN 6.516 

B-DEP I-DEP 6.491 

I-OTHER I-OTHER 6.478 

I-GOV I-GOV 6.472 

B-HP I-HP 6.391 

I-TRAN I-TRAN 6.379 

B-ACP I-ACP 6.321 

B-RT I-RT 6.316 

I-RCT I-RCT 6.304 

I-RP I-RP 6.291 

I-RES I-RES 6.278 

I-STORE I-STORE 6.239 

 
ตารางที่ 6 : แสดงรายละเอยีดของค่า transition ที่ไม่คล้อยตามกัน  

Tag Target tag ค่า transition 

I-BSN I-RT -1.809 

I-ROAD B-ROAD -2.241 

O I-MON -3.078 

O I-OTHER -3.975 

O I-MKT -4.825 

O I-NAT -4.919 

O I-ADMIN -5.694 

O I-TRAN -5.789 

O I-GOV -5.989 

O I-ACP -6.024 

O I-FPLACE -6.125 

O I-RES -6.165 

O I-RCT -6.272 

O I-HP -6.385 

 

ตารางที่ 6 : แสดงรายละเอยีดของค่า transition ที่ไม่คล้อยตามกัน (ต่อ) 

Tag Target tag ค่า transition 

O I-STORE -6.451 

O I-DEP -6.699 

O I-RP -6.713 

O I-BSN -6.822 

O I-ROAD -6.985 

O I-RT -8.325 

 
ตารางที่ 7 : แสดงรายละเอยีดคุณลักษณะที่แบบจําลองเรียนรู้ 

Tag Feature Feature 
score 

B-RCT word:ราชมัง 4.449 

B-ROAD -1:word:โครตไฮลาดพร้าว 3.342 

O word[-3:]: 3.329 

O BOS 3.284 

B-RP word[-3:]:หาร 3.254 

B-RCT word[-3:]:มัง 3.202 

B-TRAN word:สนามบินดอนเมือง 3.058 

O word: 3.015 

O word.shape_word():    3.015 

B-DEP word[-3:]:gna 2.911 

B-ADMIN word:กทม 2.789 

B-ADMIN word.shape_word():T.TTTTTTTTT 2.750 

B-RT word:บ้านหิรัณยกุล 2.733 

B-ACP word[-3:]:ตร ์ 2.642 

B-DEP word[-3:]:กอน 2.634 

B-DEP word[-2:]:bk 2.632 

B-DEP word:เอ็มควา5555 2.619 

B-DEP -2:word:พิกัด 2.600 

B-ROAD word.shape_word():TTTTTTd 2.589 

O word[-2:]:55 2.578 

B-ADMIN word[-3:]:uri 2.562 

B-ADMIN word.shape_word():T.TTTTTTT 2.542 

O word:มุ่งหน้า 2.536 

O word.prep_list():มุ่งหน้า 2.536 

B-ACP word[-3:]:ษตร 2.529 

B-ROAD word[-3:]: ีลม 2.518 

B-DEP -1:word:สยามสแควร์ 2.504 

O word.shape_word():TTTT…..T 2.492 

B-FPLACE word[-3:]:ซาน 2.479 

B-RCT word:สวนจตุจักร 2.473 
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5.4) การเปรียบเทียบกับแบบจ าลองอื่น  
เนื่องจากแบบจําลองอื่นหรือเครื่องมือที่ เป็นมาตรฐาน

ทางด้านการรู้จําช่ือเฉพาะ (standard ner tools) ไม่ได้มีการแบ่ง
ประเภทของช่ือภูมิศาสตร์ไว้ดังเช่นงานวิจัยนี้จึงไม่สามารถ
นํามาใช้ได้ทันที ดังนั้นผู้วิจัยจึงนําเอาคุณลักษณะที่แบบจําลอง
นั้นใช้หากเป็นแบบจําลอง CRF เหมือนกัน และนําสถาปัตยกรรม
พร้อมทั้งพารามิเตอร์มาใช้หากเป็นโครงข่ายประสาทเทียม โดย
นํามาจาก thai-ner CRF ของ PyThaiNLP , Bi-LSTM และ Bi-
LSTM-CRF [15] แสดงตัวอย่างตามตารางที่ 8  
 

ตารางที่ 8 : แสดงรายการเปรียบเทียบค่าความถูกต้องโดยรวมของ
แบบจําลอง CRF+attacut+4 gram กบัแบบจาํลองอื่น  

Model Detail F1-Token F1-Phrase 

1 CRF+attacut+4 gram 0.956 0.946 

2 CRF (PyThaiNLP) 0.894 0.80 

3 Bi-LSTM 0.91 0.827 

4 Bi-LSTM-CRF [15] 0.92 0.87 

 
จากตารางที่ 8 มีการเปรียบเทียบค่าความถูกต้องโดยรวม 

หรือ F1 กับอีก 3 แบบจําลอง โดยมีแบบจําลอง CRF ของ 
PyThaiNLP, แบบจําลอง Bi-LSTM และ Bi-LSTM-CRF [15] ซึ่ง
สําหรับแบบจําลองที่ 2 CRF ของ PyThaiNLP นั้นใช้ฟังก์ชัน
คุณลักษณะดังนี้คือ คุณลักษณะของ n-gram ใช้เป็น bi-gram 
ตรวจสอบว่าเป็นคําภาษาไทยทั้งหมดหรือไม่ , คําฟุ่มเฟือย, 
ช่องว่างภายในคํา, เป็นตัวเลขหรือไม่ และสุดท้ายคือ POS-tags 
ให้ค่า F1-phrase อยู่ที่ 0.8 สําหรับแบบจําลองที่ 3 ซึ่งเป็น Bi-
LSTM นั้ น ใ ช้  word embeddings จ า ก  Thai2vec [ 4]  มี
พารามิเตอร์ดังนี้ จํานวน neuron 256 neuron, drop out 0.3, 
adam optimize, จํานวนในการฝึกฝนแบบจําลอง 50 epochs 
ให้ค่า F1-phrase อยู่ที่ 0.827 และสุดท้ายแบบจําลองที่ 4 Bi-
LSTM-CRF ซึ่งอ้างอิงสถาปัตยกรรมจาก [15] โดยเป็นการใช้ 
word embeddings จาก Thai2vec ร่วมกับการทํา character 
embeddings มีพารามิเตอร์ดังนี้ จํานวน neuron 256 neuron, 
drop out 0. 5, adam optimize, จํ า น ว น ใ น ก า ร ฝึ ก ฝ น
แบบจําลอง 50 epochs ให้ค่า F1-phrase อยู่ท่ี 0.87  

 
6) สรุปผล 

ในงานวิจัยนี้มุ่งเน้นในการสร้างแบบจําลองเพื่อสกัดข้อมูลช่ือ
ภูมิศาสตร์จากข้อความภาษาไทยที่อยู่บนสื่อสังคมออนไลน์อย่าง

ทวิตเตอร์ โดยจากการนําอัลกอริทึม CRF มาใช้งานพบว่าให้
ความถูกต้องในการสกัดเอาช่ือทางภูมิศาสตร์ออกมาได้มีความ
ถูกต้องซึ่งสามารถนําไปใช้งานได้ และการจําแนกชนิดของช่ือ
สถานที่ก็ทําได้มีความถูกต้องสูงในหลายช้ันข้อมูล (>0.9) ซึ่งช้ัน
ข้อมูลที่มีปัญหามากกว่า ช้ันข้อมูลอื่นคือ BSN หรืออาคาร
สํานักงาน เนื่องจากลักษณะการตั้งช่ือของภาษาไทยไม่ได้มีกฎ
ตายตัว รวมทั้งอาจมีความกํากวมกับช่ือเฉพาะแบบอื่น ท้ังช่ือ
องค์กร หรือบุคคล เช่น “เล่า เป้ง ง้วน” หากไม่มี gazetteer 
เป็นตัวช่วยในการกําหนดคุณลักษณะอาจจะไม่สามารถสกัดช่ือ
อาคารออกมาจากข้อความได้ แต่หากเขียนเป็น “อาคารเล่าเป้ง
ง้วน” จะสามารถสกัดข้อมูลออกมาได้เนื่องจากมีคําอุปสรรคว่า 
“อาคาร” เป็นคุณลักษณะที่กํากับอยู่ ซึ่งงานวิจัยนี้มีการสร้าง
คุณลักษณะที่มีสมมติฐานว่ามีความเหมาะสมกับข้อมูลช่ือ
ภูมิศาสตร์ โดยจากการวิเคราะห์สิ่งที่แบบจําลองเรียนรู้พบว่า 
ฟังก์ชันที่เป็นบุพบทที่ใช้ระบุตําแหน่งให้ผลเชิงบวกกับค่าความ
น่าจะเป็นของแบบจําลอง CRF ที่ให้ค่าความถูกต้องโดยรวมดี
ที่สุดในงานวิจัยนี้ รวมทั้งฟังก์ชันรูปร่างของคํา 

จากการเปรียบเทียบประสิทธิภาพของแบบจําลอง CRF ที่ให้
ค่า F1 ดีที่สุดในงานวิจัยนี้กับแบบจําลองอื่นทั้ง CRF ของ 
PyThaiNLP กับ CRF ในงานวิจัยนี้ที่มีการสร้างคุณลักษณะ
ต่างกัน โดยในงานวิจัยนี้มีการสร้างคุณลักษณะโดยเน้นที่ข้อมูล
เชิงภูมิศาสตร์แบบจําเพาะจึงเป็นเหตุผลที่ทําให้สามารถปรับใช้
กับข้อมูลชนิดนี้ได้ดีกว่าขณะที่แบบจําลองอื่นสร้างขึ้นเพื่อการใช้
งาน NER โดยทั่วไป และอีกประการหนึ่งคลังข้อมูลในงานวิจัยนี้
มีขนาดไม่ใหญ่มากทําให้การใช้แบบจําลอง CRF ให้ผลที่ดีกว่า
หรือใกล้เคียงกันกับโครงข่ายประสาทเทียมซึ่งในอนาคตหากมี
การเก็บรวบรวมข้อมูลที่มากขึ้นอาจจะมีผลทําให้ผลการวิจัยต่าง
ไปจากนี ้

จากงานวิจัยนี้พบว่าการสกัดข้อมูลช่ือภูมิศาสตร์เฉพาะใน
ภาษาไทยนั้นจําเป็นที่จะต้องมีการสร้างฟังก์ชันคุณลักษณะที่
จําเพาะเจาะจงกับงานทางด้านนี้โดยเฉพาะ เช่น บุพบทระบุ
ตําแหน่ง รูปร่างของคํา หรืออักขรานุกรม (gazetteer) มาใช้เป็น
หนึ่งในคุณลักษณะที่สําคัญเนื่องจากเป็นโจทย์ที่เฉพาะทางซึ่งใน
อนาคตหากมีการสร้างคลังข้อมูลที่มีขนาดใหญ่ขึ้น หรือมีการ
สกัดคุณลักษณะสําคัญร่วมกับโครงข่ายประสาทเทียม หรือการ
นํา transfer learning เช่น BERT มาใช้งานอาจทําให้ได้ผลลัพธ์
ที่ดีมากขึ้นในอนาคต  
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