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บทคัดย่อ 
การตัดสินใจซื้อสินค้าและบริการออนไลน์ ผู้บริโภคส่วนใหญ่จะท าการสืบค้นข้อมูลเกี่ยวกับสินค้าและบริการรวมทั้ง พิจารณาจาก

การแสดงความคิดเห็น (Comments) และบทวิจารณ์ (Reviews) จากผู้ที่เคยซื้อสินค้าไปแล้ว เพื่อเป็นแนวทางในการตัดสินใจเลือกซื้อ 
อย่างไรก็ตาม ข้อมูลการแสดงความคิดเห็นและบทวิจารณ์ในปัจจุบันนั้นมีปริมาณมหาศาลและเกิดขึ้นใหม่อยู่ตลอดเวลา ซึ่งท าให้
ผู้บริโภคต้องเสียเวลาในการวิเคราะห์ข้อดีข้อเสียของผลิตภัณฑ์เหล่านี้ด้วยตนเองเพื่อใช้ในการตัดสินใจเลือกซื้อสินค้าและบริการ ซึ่งถ้า
หากมีการสร้างตัวแบบเพื่อแจ้งให้ผู้ใช้งานทราบถึงการวิเคราะห์ความรู้สึกได้จะช่วยให้ผู้ซื้อตัดสินใจได้รวดเร็วมากยิ่งขึ้น ดังนั้น งานวิจัย
นี้มีวัตถุประสงค์เพื่อน าเสนอ ตัวแบบการวิเคราะห์ความรู้สึกทางอารมณ์ส าหรับจ าแนกประเภทบทความแนะน าสินค้ าออนไลน์โดยใช้
เทคนิคส่วนการเรียนรู้ของเครื่อง (Machine Learning) ร่วมกับเทคนิคการตัดค า (Word Tokenization) และการสร้างคลังค าศัพท์ 
(Bag of Words) จากนั้นน าเข้ากระบวนการจ าแนกประเภทผลการวิเคราะห์ 4 เทคนิค ได้แก่ LSTM, SGD, Logistic Regression และ 
Support Vector Machines ในการสร้างตัวแบบมีกระบวนการทดลอง 5 ขั้นตอน ได้แก่ 1) การเตรียมข้อมูล  2) การตัดค า 3) การ
ฝึกอบรมข้อมูล 4) ขั้นตอนการแยกประเภท และ 5) การประเมินตัวแบบ ท าการทดลองโดยใช้ข้อมูลตัวอย่างการแสดงความคิดเห็นต่อ
สินค้าและบริการออนไลน์ภาษาไทย จ านวน 12,900 ข้อมูล ใช้เป็นข้อมูลในการสร้างตัวแบบ เพื่อช่วยให้ผู้บริโภคใช้ในการตัดสินใจซื้อ
สินค้าและบริการ และช่วยให้ผู้ประกอบการมีข้อมูลส าหรับการพัฒนาสินค้าและบริการต่อไปในอนาคต จากผลการทดลองสร้างตัวแบบ
การวิเคราะห์ระดับความรู้สึกทางอารมณ์ 3 ระดับ คือ ความรู้สึกเชิงบวก (Positive) เป็นกลาง (Neutral) และเชิงลบ (Negative) โดย
แต่ละตัวแบบให้ค่าความถูกต้องในการท านายผล ดังนี ้ LSTM 81.27%, Logistic Regression 69%, SGD 66%, และ Support 
Vector Machines 65% สรุปได้ว่าการสร้างตัวแบบโดยใช้เทคนิคการจ าแนกประเภทแบบ LSTM ให้คะแนนความถูกต้องสูงที่สุดใน
การท านายผลด้วยการเรียนรู้เชิงลึก จึงเหมาะสมแก่การน าไปใช้สร้างตัวแบบในการวิเคราะห์ระดับความรู้สึกกับข้อความที่เป็น
ภาษาไทยโดยพิจารณาจากค่า F1 
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Abstract 
Nowadays, users can make a decision to order online goods and services from searching information related 

to goods and services. These may be based on opinions and reviews from previous purchasers as a guideline for 
purchasing decisions. Moreover, the current opinions information and reviews are enormous and increased all the 
time. consumers have to spend time for information analytics. Therefore, the model of sentiment analysis regarding 
goods and services reviews is needed. This research aims to build a model of Sentiment analysis with 3-level of 
emotion. they are positive neutral and negative, regarding previous user’s reviews and opinions towards online 
products and services. The techniques used in this research are Machine Learning including Word Segmentation 
and Bag of Words which compared four categories of sentiment analysis methods: LSTM, SGD, Logistic Regression 
and Support Vector Machines. There are 5 steps for model building as following: 1) Data Preparation Phase 2) Word 
Tokenization Phase 3) Training & Streaming Phase 4) Classification phase and 5) Model Evaluation Phase. The 
consumers’ opinions were gathered the datasets from open data with number of 12,900 comments. The model 
can help consumers to make a decision for purchasing of goods and services, and help entrepreneurs gain the 
information. This is to improve products and services in the future. This proposed method can classify the opinions 
into 3 scales which are positive, neutral and negative opinions. In summary, the proposed sentiment analysis model 
can perform LSTM accuracy is at 81.27%, Logistic Regression accuracy is at 69%, SGD accuracy is at 66% and 
Support Vector Machines accuracy is at 65%. However, the LSTM shows better performance on the classification 
compared to other techniques with deep learning approach. It also found that the F1-score can be implemented 
for Thai text appropriately. 
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1) บทน า 
ในปัจจุบันประเทศไทยถือเป็นแหล่งซื้อขายสินค้าออนไลน์ที่

ส าคัญแห่งหนึ่งของโลก สะท้อนได้จากปริมาณการครอบครอง
โทรศัพท์มือถือและการเข้าถึงอินเทอร์เน็ต ซึ่งมีแนวโน้มขยายตัว
อย่างต่อเนื่อง แสดงถึงการตอบรับที่ดีในด้านการซื้อขายสินค้า
ออนไลน์ในประเทศไทย อีกทั ้งยังมีเว็บไซต์ที ่เปิดให้บริการ 
ในการซื ้อขายสินค้าออนไลน์ชื ่อดังอยู ่เป็นจ านวนมาก เช่น 
LAZADA.COM SHOPEE.COM เป็นต้น [1] ในการตัดสินใจซื้อ
สินค้าและบริการผู ้บริโภคส่วนใหญ่จะท าการสืบค้นข้อมูล
เกี่ยวกับตัวสินค้าและบริการ เช่น การอ่านข้อมูลการแสดงความ
คิดเห็น และบทวิจารณ์จากผู ้ที ่เคยซื ้อสินค้าไปแล้ว เป็นต้น 
เนื่องจากเว็บไซต์ที่เปิดให้บริการซื้อขายออนไลน์ส่วนใหญ่จะเปิด
ให้มีการแสดงความคิดเห็น (Opinion) ต่อตัวสินค้าและบริการ
ดังกล่าว ท าให้ผู ้ที ่สนใจในผลิตภัณฑ์เข้าไปศึกษาเพื่อใช้เป็น
แนวทางในการตัดสินใจเลือกซื้อผลิตภัณฑ์ ซึ่งการแสดงความ
คิดเห็นเป็นการแสดงถึงความรู้สึกทางอารมณ์ในรูปแบบข้อความ
ที่มีต่อสินค้าและบริการ อีกทั้งข้อมูลการแสดงความคิดเห็นใน
ปัจจุบันนั ้นมีปริมาณมหาศาลและเกิดขึ ้นใหม่อยู ่ตลอดเวลา  
ซึ่งท าให้ผู้บริโภคต้องเสียเวลาในการวิเคราะห์ข้อมูลข้อดีข้อเสีย
ของผลิตภัณฑ์เหล่านี้ [2] เพื่อใช้ในตัดสินใจเลือกซื้อสินค้าและ
บริการ และเนื่องจากยังไม่มีตัวช่วยในการวิเคราะห์การแสดง
ความคิดเห็นต่อสินค้าและบริการแบบอัตโนมัติที่จะช่วยสรุปข้อดี
ข้อเสียเพื่อช่วยในการตัดสินใจการเลือกซื้อสินค้าและบริการได้
อย่างสะดวกและรวดเร็ว 

การวิเคราะห์ความรู ้สึก (Sentiment Analysis) เป็นการ
น  า เอาเทคน ิคการประมวลผลภาษาธรรมชาต ิ  (Natural 
Language Processing : NLP) ที่สามารถใช้วิเคราะห์ความรู้สึก 
ทั้งในระดับเอกสาร ระดับประโยค และในระดับคุณลักษณะของ
วัตถุรวมถึงการใช้ว ิเคราะห์ความคิดเห็นของผู ้บร ิโภคท่ีมี
ความรู้สึกต่อสินค้าและบริการต่าง ๆ รวมถึงการท าเหมืองความ
ค ิดเห ็น (Opinion Mining) โดยมีว ัตถ ุประสงค ์ในการสกัด
ข้อความที ่เป็นความคิดเห็นที ่มีต่อสิ ่งใดสิ ่งหนึ ่งออกมาจาก
ข้อเท็จจริงเพื่อน าไปสกัดคุณลักษณะและส่วนประกอบของวัตถุที่
แสดงความคิดเห็นออกมา เพื่อพิจารณาว่าความคิดเห็นนั้นแสดง
ความรู้สึกไปในเชิงบวก เชิงลบ หรือเป็นกลาง [3] และเทคนิค
การท าเหมืองข้อมูล (Text mining) มาประยุกต์ใช้เพื่อมุ่งเน้น
การวิเคราะห์และตรวจสอบความรู ้ส ึก (Opinion) ได้อย่าง
อัตโนมัติ [4] รวมถึงการแทนค าในความคิดเห็นให้อยู่ในรูปแบบ

โครงสร ้าง เช ่น การแทนด้วยถ ุงค  า (Bag of Words) และ
ค่าความถี่ของค าที่เกิดขึ้น (TF-IDF) [2], [5] และเทคนิคการสกัด
ค า (Word Extraction) ซึ่งเป็นกระบวนการของการท าเหมือง
ข้อความเพื ่อใช้การวิเคราะห์ค  าออกจากเอกสาร ข่าวสาร 
ข้อความ และสารสนเทศต่าง ๆ ที่เป็นตัวอักษร โดยสามารถ
น าไปท าการแบ่งกล ุ ่ม (Clustering) จ  าแนกกลุ ่ม และหา
ความสัมพันธ์ขั ้นตอนการแบ่งกลุ ่มโดยใช้เทคนิคต่าง  ๆ เช่น  
1) การตัดค า (Word Segmentation) เป็นการแยกแต่ละค าจาก
เอกสารออกจากกัน โดยยังคงมีความหมายที่ถูกต้องสมบูรณ์อยู่
โดยการตัดค านั้นใช้ฐานข้อมูลพจนานุกรมค าศัพท์ในการแบ่งค า
ออกมา ในการตัดค  าภาษาไทยจะนิยมใช ้อ ัลกอร ิท ึมจาก 
PyThaiNLP ในการตัดค าภาษาไทยโดยเฉพาะ เช่น อัลกอริทึม 
NewMM Engine พัฒนาจากเทคน ิคการแบ ่งส ่วนค  าศ ัพท์
ภาษาไทยด ้ วยพจนาน ุกรม (Dictionary-based)  โดยใช้
อัลกอริทึมการจับคู ่ส ูงสุดและการจัดกลุ ่มอักขระภาษาไทย 
อัลกอริทึม Longest Engine ซึ ่งเป็นอัลกอริทึมพัฒนาจาก
เทคนิคการแยกค าภาษาไทยที่ยาวที่สุดที่จับคู่กับพจนานุกรม 
(Dictionary-based) และ อัลกอริทึม AttaCut Engine ซึ่งเป็น
อัลกอริทึมที่สามารถตัดค าภาษาไทยได้อย่างรวดเร็วและแม่นย า 
โดยใช้อัลกอริทึมการจัดกลุ่ม (Clustering) อักขระภาษาไทย 
(Rules purposed) [6], [7]  2) การก าจัดค าหยุด (Stop word) 
เป็นการตัดค าที่ไม่มีความหมายออกจากเอกสารโดยการก าจัดค า
หยุดนั้นใช้ฐานข้อมูลค าศัพท์ที่เป็นค าที่ไม่มีความหมายในการ
น ามาประมวลผล [7], [8] เพื ่อช่วยให้การจ าแนกประเภท 
(Classification) มีความถูกต้องมากยิ่งขึ้น [9] ในส่วนของการ
วิเคราะห์ความรู้สึกและการประมวลผลในภาษาไทยยังมีความ
ยุ ่งยากมากกว่าภาษาอังกฤษ เพราะโครงสร้างประโยคและ
ไวยากรณ์มีความซับซ้อน ไม่มีการแบ่งส่วน แบ่งค า ประโยค
ติดกัน อักขระที่ไม่มีขอบเขตค า และไม่มีโครงสร้างที่ชัดเจนท าให้
เกิดความก ากวม [3], [10], [11] นอกจากนี ้ย ังมีการพัฒนา 
เฟรมเวิร์ค (Framework) ที ่เรียกว่า S-Sense (Social Media 
Sensing) ส าหรับวิเคราะห์ความรู้สึกบนโซเชียลมีเดียส าหรับ
ภาษาไทย ตัวแบบจะเปรียบเทียบประสิทธิภาพระหว่างชุด
ค าศัพท์ที่แตกต่างกัน 2 ชุด คือ ค าศัพท์ทั่วไปและค าใบ้ ซึ่งการ
รวมค  าใบ ้ เข ้าก ับเวกเตอร ์ค ุณล ักษณะส  าหร ับการสร ้าง
แบบจ าลองการจ าแนกประเภทท าให้มีการปรับปรุงอย่างมี
นัยส าคัญในแง่ของความถูกต้อง [12] และในปัจจุบันการใช้
เทคนิคการเรียนรู ้ด้วยเครื ่อง (Machine Learning) จะเป็นที่
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นิยมมากกว่า โดยจะอาศัยการสร้างชุดข้อมูลฝึกฝน (Training 
Set)  และน  าช ุดข ้อม ูลทดสอบ (Test Set)  [8] , [13]  เข้ า
กระบวนการจัดกลุ่มหรือจ าแนกประเภท (Classification) ใน
ส่วนของการเลือกใช้ตัวจ าแนกประเภทที่มีความนิยมในการ
พ ัฒน า  Sentiment Analysis ภาษา ไทย  ไ ด ้ แ ก่  Logistic 
Regression, Random Forest, Support Vector Machine, 
Naive Bayes, K-Nearest Neighbors, และ decision tree เป็น
ต้น [8], [14], [15] และในการประเมินประสิทธิภาพของตัวแบบ
ท ี ่ ไ ด ้ โ ดยสร ุ ปจาก  Accuracy, Precision, Recall และ  F1 
Measure [3], [14] นอกจากนี้ การวิเคราะห์ขั้วความรู้สึกส่วน
ใหญ่จะเป็นการตัดสินเพียง 2 ระดับ คือ เชิงบวกและเชิงลบ 
อย่างไรก็ตาม จะมีความคิดเห็นที่เป็นกลาง ซึ่งถ้าหากถูกตัดสิน
เพียง 2 ระดับ อาจจะท าให้ข้อคิดเห็นโดยรวมเกิดอคติได้ ดังนั้น
ถ้าหากมีการวิเคราะห์เป็น 3 ระดับ คือ มีระดับเป็นกลางเพิ่มเข้า
มาจะท าให้น ้าหนักของการตัดสินขั้วความรู้สึกมีความถูกต้องมาก
ขึ้น [6] อีกทั้งการตัดค า (Word Segmentation) จะต้องเลือก
โมดูล (Module) ที ่ เหมาะสม ถูกพัฒนาขึ ้นเพื ่อใช ้งานกับ
ภาษาไทยโดยเฉพาะทั้งนี้เพื่อให้การตัดค าถูกต้องและพร้อมใช้
งานในการฝึกฝนข้อมูล 

การศึกษาครั้งนี้ผู้วิจัยมีแนวคิดที่จะสร้างตัวแบบการวิเคราะห์
ความรู้สึกทางอารมณ์ ส าหรับจ าแนกประเภทบทความแนะน า
สินค้าออนไลน์ (Sentiment Analysis Model) โดยใช้เทคนิค
ส่วนการเรียนรู้ของเครื่อง (Machine Learning) แบบมีผู้สอน 
(Supervised Learning) ร่วมกับเทคนิคการท าเหมืองข้อความ 
(Text Mining) เพ ื ่อให ้ต ัวแบบสามารถแก้ไขป ัญหาในการ
แบ่งแยกค าภาษาไทยและวิเคราะห์ค าจากการแสดงความคิดเห็น
ได้อย่างมีประสิทธิภาพ นอกจากนั ้นจะมีการใช้เทคนิคการ
จ าแนกประเภทโดยมีการเปรียบเทียบผลการวิเคราะห์ 4 รูปแบบ 
ไ ด ้ แ ก ่  Long Short- Term Memory ( LSTM) , Stochastic 
Gradient Descent ( SGD) , Logistic Regression ( LR)  แ ล ะ 
Support Vector Machines (SVM) โดยท าการทดลองวิเคราะห์
ประโยคเนื้อหาที่เป็นภาษาไทย 3 ระดับ ได้แก่ ความรู้สึกเชิงบวก 
(Positive) เป็นกลาง (Neutral) และเชิงลบ (Negative) กับชุด
ข้อมูลจ านวน 12,900 ข้อมูล เพื่อหาตัวแบบที่ดีที่สุดที่สามารถใช้
เป็นแนวทางในการพัฒนาตัวแบบการวิเคราะห์ระดับความรู้สึก
ทางอารมณ์ส าหรับบทความแนะน าสินค้าออนไลน์ภาษาไทย 
ทั้งนี้เพื ่อช่วยให้ผู ้บริโภคสามารถตัดสินใจเลือกซื้อสินค้าและ
บริการได้อย่างรวดเร็ว 

2) วัตถุประสงค์ของการวิจัย 
1. เพื ่อสร้างตัวแบบการวิเคราะห์ความรู ้สึกทางอารมณ์

ส าหรับจ าแนกประเภทบทความแนะน าสินค้าออนไลน์ภาษาไทย 
2. เพื ่อเปรียบเทียบประสิทธิภาพของเทคนิคการจ าแนก

ประเภทที่เหมาะสมในการท า Sentiment Analysis 
 

3) วิธีด าเนินการวิจัย 
ขั้นตอนการด าเนินการวิจัย และการออกแบบการทดลอง 

(Experimental Design) ประกอบด้วย 5 ขั ้นตอน โดยแต่ละ
ขั้นตอนใช้เครื่องมือการพัฒนาโปรแกรมภาษาไพทอน (Python) 
ร่วมกับโมดูล (Module) ต่าง ๆ แสดงดังรูปที่ 1  
 

 
 

รูปที่ 1 : แสดงขั้นตอนการด าเนินงานวิจัย และการออกแบบการทดลอง  
5 ขั้นตอน 

 
จากรูปที่ 1 สามารถอธิบายขั้นตอนการด าเนินการวิจัย และ

การออกแบบการทดลองได้ดังต่อไปนี้ 
3.1) การเตรียมข้อมูล (Data Preparation)  

การเก็บข้อมูลเก็บจากชุดข้อมูลที่ให้เข้าถึงสาธารณะจาก
เว็บไซต์ https://pythainlp.github.io/ (Wisesight Sentiment 
Corpus) เข้าถึงเมื ่อวันที่ 10 ธันวาคม 2564 จ านวน 12,900 
ข้อมูล 257,834 ค า ซึ่งเป็นข้อมูลการแสดงความคิดเห็นต่อสินค้า
และบริการภาษาไทยที่มีการติดป้ายก ากับ (Label) ความรู้สึก 3 
ระดับ ได้แก่ ความรู้สึกเชิงบวก (Positive) เป็นกลาง (Neutral) 
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และเชิงลบ (Negative) โดยสามารถแสดงจ านวนข้อมูลแยกตาม
ระดับความรู้สึกได้ดังตารางที่ 1 

 
ตารางที่ 1 : แสดงจ านวนข้อมูลแยกตามระดับความรู้สึก 

ความรู้สึก จ านวนข้อมูล (Rows) 

เชิงบวก 4,300 

เป็นกลาง 13,105 

เชิงลบ 6,140 

รวม 23,545 

 

จากตารางที่ 1 พบว่าชุดข้อมูลจะมีการติดป้ายก ากับความ
คิดเห็น 3 ระดับเรียบร้อยแล้ว จากชุดข้อมูลที่รวบรวมมามีขนาด
ข้อมูลที่เป็นประเภทของการแสดงความคิดเห็นในแต่ละประเภท
ไม่เท่ากัน โดยจะมีความคิดเห็นเป็นกลางมากที่สุด ส่วนความคิด
เห็นเชิงบวกและเชิงลบมีจ านวนน้อยกว่า ดังนั้นจึงได้มีการปรับ
ขนาดของชุดข้อมูลในแต่ละประเภทความคิดเห็นโดยการท าการ
สุ่มเลือกความคิดเห็นแบบเป็นระบบ โดยนับเป็นความคิดเห็น
เป็นกลาง เชิงบวก และเชิงลบ ให้มีจ านวนเท่า ๆ กัน เพื่อน าไป
จัดการการเรียนรู้ข้อมูลเพื่อสร้างตัวแบบ แสดงดังตารางที่ 2  
 

ตารางที่ 2 : แสดงจ านวนข้อมูลที่จะน าไปสร้างตัวแบบ 

ความรู้สึก จ านวนข้อมูล (Rows) 

เชิงบวก 4,300 

เป็นกลาง 4,300 

เชิงลบ 4,300 

รวม 12,900 

 

จากตารางที่ 2 จะมีการสุ่มเลือกข้อมูล (Dataset) ส าหรับ
สร้างตัวแบบให้มีขนาดเท่ากันทั ้ง 3 ระดับความรู ้สึก โดยใช้
วิธีการท า Down sampling เป็นการลดขนาดข้อมูลที่มีจ านวน
มาก ทั้งนี ้เพื ่อป้องกันการเกิดอคติในการสร้างตัวแบบในการ
วิเคราะห์ผล และสามารถแสดงตัวอย่างการแสดงความคิดเห็น
แสดงแยกตามความรู้สึกได้ดังตารางที่ 3 
 

ตารางที่ 3 : ตัวอย่างการแสดงความคิดเห็นแยกตามระดับความรู้สึก 

การแสดงความคิดเห็น ความรู้สึก 

บอกเลยว่า Nissan Navara ตัวนี้น่าใช้มากครับ เชิงบวก 

Nissan Note. ดาวน์เท่าไรคะ เป็นกลาง 

Nissan รถห่วยไม่ทนเลยขายไม่ดี เชิงลบ 

 

ในขั้นตอนต่อมาคือการน าชุดข้อมูลเข้าสู ่กระบวนการท า
ความสะอาดข้อมูล (Data Cleaning) เพื่อแก้ไข ปรับแต่ง และ
ตัดส่วนที่ไม่ต้องการออกจากชุดข้อมูล เช่น HTML Tag, URL 
หรือเครื ่องหมายค าพูด (Punctuation) เป็นต้น และมีการ
ตรวจสอบและแก ้ ไ ขค  าท ี ่ ส ะกดผ ิ ด โดย ใช้  PyThaiNLP 
Spellchecker เพื ่อให้ข ้อมูลมีค ุณภาพ มีความถูกต้องและ
เหมาะสมที่จะน าไปใช้ในการสร้างตัวแบบ 
 
3.2) การตัดค า (Word Segmentation)  

คือการแยกค าภาษาไทยที่เป็นประโยคยาว ๆ ออกมาเป็นแต่
ละค า เนื่องจากภาษาไทยนั้นไม่มีการใช้ตัวอักษรหรือสัญลักษณ์ที่
น ามาใช้คั่นระหว่างค าและการเว้นวรรคเหมือนกับภาษาอังกฤษ 
ในการศึกษาวิจัยนี้ ใช ้กระบวนการประมวลภาษาธรรมชาติ 
(Natural language processing : NLP) หรือโมดูล PyThaiNLP 
โดยใช้ NewMM Engine พัฒนาจากเทคนิคการแบ่งส่วนค าศพัท์
ภาษาไทยด ้ วยพจนาน ุกรม (Dictionary-based)  โดยใช้
อัลกอริทึมการจับคู ่สูงสุดและการจัดกลุ ่ม (Clustering) ถูก
พ ัฒนาขึ ้นเพ ื ่อต ัดค  าภาษาไทยบนภาษา Python เพ ื ่อหา
ความสัมพันธ์ระหว่าง "ค า" และ "เอกสาร" ที่มีอยู่ในรูปแบบของ
เวกเตอร์ (Vector) เพื่อให้คอมพิวเตอร์สามารถแปลผลได้ ทั้งนี้
เพื่อให้รูปแบบของค าเป็นแบบมีโครงสร้างและสามารถท าการ
วิเคราะห์ระดับของค าได้ จากนั้นท าการลบ Stop words คือการ
ตัดค าที่ไม่จ าเป็นส าหรับการวิเคราะห์ออก ทั้งนี้เพื่อลดขนาดของ
ข ้ อม ู ลท ี ่ ใ ช ้ ใ นการประมวลผล  [2]  และ  Punctuation 
(เครื่องหมายวรรคตอน) ออกจากข้อความและเปลี่ยนข้อความให้
มีช่องว่างระหว่างค าเพื่อให้ง่ายต่อการน าไปสร้าง Bag of Words 
(Bow) ตัวอย่างการตัดค าด้วย NewMM Engine แสดงดังตาราง
ที่ 4 

 
ตารางที่ 4 : ตัวอย่างการตัดค า 

ข้อความต้นฉบับ 

บอกเลยว่า Nissan Navara ตัวนี้น่าใช้มากครับ 

ข้อความที่ผ่านการตัดค าโดยใช้ NewMM Engine 

['บอก', 'เลย', 'ว่า', 'Nissan' ,'Navara', 'ตัว', 'นี้', 'น่า', 'ใช'้, 'มาก', 'ครับ'] 

 

3.3) การฝึกอบรมข้อมูล (Training & Streaming)  
ในขั้นตอนการสร้างตัวแบบส าหรับการเรียนรู้แบบมีผู้สอน 

(Supervised Learning) จะท าการแบ่งชุดข้อมูลออกเป็น 2 ชุด 
(Split Test) คือ ชุดข้อมูลฝึกฝน (Training Set) 10,320 ข้อมูล 
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หรือ 80% และชุดข้อมูลทดสอบ (Testing Set) 2,580 ข้อมูล 
หรือ 20% ซึ ่งการสร้างแบบจ าลองวิเคราะห์ความรู ้สึกจาก
ข้อความ จะมีการเพิ่มขั้นตอนการแปลงข้อมูลให้อยู่ในรูปแบบที่มี
จ านวนของตัวแปรที่เท่ากัน โดยใช้เทคนิคการสร้างถุงค า (Bag of 
Words) เพื ่อให้ง ่ายต่อการน าไปประมวลผล จากนั ้นน าเข้า
กระบวนการการเรียนรู้โดยอาศัยข้อมูลที่ป้อนเข้าไปเก็บไว้เป็น
ตัวอย่างเพื่อให้คอมพิวเตอร์ใช้ในการเปรียบเทียบกับข้อมูลใหม่ที่
เข้ามาแล้วท านายหรือจัดหมวดหมู่ที่มีความใกล้เคียงกันมากที่สุด
ให้อยู่ในกลุ่มเดียวกัน แสดงขั้นตอนการท างานได้ดังรูปที่ 2 
 

 
 

รูปที่ 2 : แสดงขั้นตอนการฝึกอบรมข้อมูล 
 

3.4) ขั้นตอนการแยกประเภท (Classification)  
คือกระบวนการสกัดความคิดเห็นจากการเรียนรู้ของเครื่อง 

(Machine Learning) แบบมีผู้สอน (Supervise Learning) โดย
ทดสอบกับชุดข้อมูล (Testing Set) 20% น าเข้ากระบวนการ
ท  านายผล (Prediction)  และแยกผลการว ิ เคราะห ์ระดับ
ความร ู ้ส ึก (Sentiment Analysis)  โดยใช ้ เทคน ิคการแยก
ประเภทผลการวิเคราะห์ 4 เทคนิค ได้แก่ 

3.4.1) Long Short-Term Memory (LSTM) คืออัลกอริทึม
เรียนรู ้เช ิงลึก (Deep Learning) ที่ใช้เทคนิคบนพื ้นฐานของ
โครงข่ายประสาทเทียมแบบเกิดซ ้า (Neural Network) แบบ
หน่วยความจ าระยะสั้น โดยมุ่งเน้นไปที่การเรียนรู้การเป็นตัว
แทนที่ซ่อนอยู่ [10] 

3.4.2) Stochastic Gradient Descent (SGD) คืออัลกอริทึม
ที่มีการปรับปรุง (Update) ค่าพารามิเตอร์ในทุก ๆ ชุดข้อมูล
ฝึกฝน ซึ่งเป็นอัลกอริทึมที่สามารถประมวลผลได้ค่อนข้างไว จะมี
การปรับปรุงแค่ครั้งเดียวต่อการฝึกฝน 1 รอบ 

3.4.3) Logistic Regression (LR) คืออัลกอริทึมที่ใช้เทคนิค
การวิเคราะห์ความสัมพันธ์ของตัวแปร เพื่อท านายโอกาสความ
น่าจะเป็น (Probability) ที่จะเกิดเหตุการณ์ที่น่าสนใจ [6], [16] 

3.4.4.) Support Vector Machines (SVM) คืออัลกอริทึม
ใช้ในการวิเคราะห์ข้อมูลและจ าแนกข้อมูลโดยอาศัยหลักการของ
การหาสัมประสิทธิ์ของสมการเพื่อสร้างเส้นแบ่งแยกกลุ่มข้อมูลที่
ถูกป้อนเข้าสู่กระบวนการฝึกฝนให้ระบบเรียนรู้ โดยเน้นไปยังเส้น
แบ่งแยกแยะกลุ่มข้อมูล [6] 

 
3.5) การประเมินตัวแบบ (Model Evaluation)  

เมื ่อผ่านขั้นตอนการแยกประเภท (Classification Phase) 
เรียบร้อยแล้ว จะน าผลการท านายเข้ากระบวนการประเมิน
ประสิทธ ิภาพของตัวแบบโดยพิจารณาจาก ความถูกต ้อง 
(Accuracy) ดังสมการที่ 1 ความแม่นย า (Precision) ดังสมการ
ที่ 2 ค่าความระลึก (Recall) ดังสมการที่ 3 และค่าเฉลี่ย (F1 
Score) ของ Precision และ Recall [13] ดังสมการที่ 4 ซึ่งผล
คะแนนการประเมินตัวแบบแสดงดังตารางที่ 4 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑁 + 𝑇𝑃

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑃 + 𝐹𝑁
 

 

(1) 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 
(2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 
(3) 

 
โดยที่ - TP คือ ข้อมูลที่ท านายถูกต้องเมื่อเทียบกับเฉลย 
 - FP คือ ข้อมูลที่ท านายแล้วไม่ถูกต้องเมื่อเทียบกับเฉลย 

- FN คือ ข้อมูลที่อยู่ในเฉลยแต่ไม่มีการท านาย (ตรงข้าม
กับ FN) 

 - Precision คือ ค่าความแม่นย า เกิดจากการน าคา่ TP 
มาเทียบกับ FP 
- Recall คือ คา่ความระลึก เกิดจากการน าคา่ TP มา
เทียบกับ FN 
- F1 Score คือ ค่าเฉลี่ยของ Precision และ Recall 

 

𝐹1 = 2 ∗  (
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
)  (4) 

 

4) ผลการวิจัย 
จากการทดลองสร้างตัวแบบการวิเคราะห์ความรู ้สึกทาง

อารมณ์ส าหรับจ าแนกประเภทบทความแนะน าสินค้าออนไลน์ 
โดยใช้ชุดข้อมูล จ านวน 12,900 ข้อมูล ซึ่งเป็นข้อมูลการแสดง

Vol.10  No.1  January - June 2022
Journal of Engineering and Digital Technology (JEDT) 

76



ความคิดเห็นต่อสินค้าและบริการภาษาไทยที่มีการติดป้ายก ากับ 
(Label) ความรู้สึก 3 ระดับ ได้แก่ ความรู้สึกเชิงบวก (Positive) 
เป็นกลาง (Neutral) และเชิงลบ (Negative) ผ่านกระบวนการ 
พัฒนาตัวแบบ 5 ขั้นตอน ได้แก่ 1) การเตรียมข้อมูล 2) การตัด
ค า 3) การฝึกอบรมข้อมูล 4) ขั้นตอนการแยกประเภท 5) การ
ประเมินตัวแบบ และมีการเปรียบเทียบผลการวิเคราะห์จาก
เทคนิคการจ าแนกประเภท 4 รูปแบบ ได้แก่ Long Short-Term 
Memory ( LSTM) , Stochastic Gradient Descent ( SGD) , 
Logistic Regression (LR)  และ Support Vector Machines 
(SVM) สามารถสรุปผลการทดลองได้ดังตารางที่ 5 ดังนี ้
 

ตารางที่ 5 : แสดงการประเมินประสิทธิภาพของตัวแบบ 

Classification Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

F1 
(%) 

LSTM 81.27 81.27 81.27 81.27 

LR 69.00 69.00 69.00 69.00 

SGD 66.00 66.00 66.00 66.00 

SVM 65.00 65.00 65.00 65.00 

 

จากตารางที่ 5 แสดงการประเมินประสิทธิภาพของตัว จาก
ผลการทดลอง เมื่อพิจารณาจากความถูกต้องสามารถสรุปได้ดังนี้ 

อันดับที ่ 1 การใช้เทคนิคการจ าแนกประเภทแบบ  Long 
Short- Term Memory ( LSTM)  ค ะ แ น น ค ว า ม แ ม ่ น ย  า  
(Precision) 81.27% ค่าความระลึก (Recall) 81.27% และ
ค่าเฉลี่ย (F1 Score) 81.27% ตัวแบบให้ค่าความถูกต้องในการ
วิเคราะห์ผล (Accuracy) 81.27% ในการทดลองนี้ได้จ าลองการ
ท างานของเทคนิคการสร้างตัวแบบความรู้สึกทางอารมณ์โดยใช้
การจ าแนกประเภทแบบ LSTM [17] ซึ ่งมีการใช้เทคนิคนี้ใน
งานวิจัยตามที่ระบุไว้ 

อันดับที่ 2 การใช้เทคนิคการจ าแนกประเภทแบบ Logistic 
Regression (LR) คะแนนความแม่นย า (Precision) 69% ค่า
ความระลึก (Recall) 69% และค่าเฉลี่ย (F1 Score) 69% ตัว
แบบให้ค่าความถูกต้องในการวิเคราะห์ผล (Accuracy) 69% ใน
การทดลองนี้ได้จ าลองการท างานของเทคนิคการสร้างตัวแบบ
ความรู้สึกทางอารมณ์โดยใช้การจ าแนกประเภทแบบ Logistic 
Regression [6] ซึ่งมีการใช้เทคนิคนี้ในงานวิจัยตามที่ระบุไว้ 

อ ันด ับท ี ่  3 การใช ้ เทคน ิคการจ  าแนกประเภทแบบ 
Stochastic Gradient Descent (SGD) คะแนนความแม่นย า 
(Precision) 66% ค่าความระลึก (Recall) 66% และค่าเฉลี่ย 

(F1 Score) 66% ตัวแบบให้ค่าความถูกต้องในการวิเคราะห์ผล 
(Accuracy) 66% ในการทดลองนี ้ได้จ  าลองการท างานของ
เทคนิคการสร้างตัวแบบความรู้สึกทางอารมณ์โดยใช้การจ าแนก
ประเภทแบบ Stochastic Gradient Descent [18] ซึ่งมีการใช้
เทคนิคนี้ในงานวิจัยตามที่ระบุไว้ 

อันดับที่ 4 การใช้เทคนิคการจ าแนกประเภทแบบ Support 
Vector Machines (SVM) คะแนนความแม่นย า (Precision) 
65% ค่าความระลึก (Recall) 65% และค่าเฉลี่ย (F1 Score) 
65% ตัวแบบให้ค่าความถูกต้องในการวิเคราะห์ผล (Accuracy) 
65% ในการทดลองนี้ได้จ าลองการท างานของเทคนิคการสร้าง
ตัวแบบความรู้สึกทางอารมณ์โดยใช้การจ าแนกประเภทแบบ 
Support Vector Machines [4], [6], [17], [19] ซึ ่งมีการใช้
เทคนิคนี้ในงานวิจัยตามที่ระบุไว้ 

และเม ื ่ อพ ิจารณาจากค ่ าความถ ูกต ้องของต ัวแบบ 
(Accuracy) โดยเปรียบเทียบผลการวิเคราะห์จากเทคนิคการ
จ าแนกประเภท 4 รูปแบบ การสร้างตัวแบบโดยใช้เทคนิคการ
จ าแนกประเภทแบบ LSTM ตัวแบบให้ค่าความถูกต้องมากที่สุด 
81.27% เม ื ่อเท ียบกับการจ  าแนกประเภทแบบ Logistic 
Regression (LR), Stochastic Gradient Descent (SDG) และ 
Support Vector Machines (SVM) ท าให้เห็นว่าการน า Deep 
Learning มาใช้ในการจ าแนกความรู้สึกจะช่วยปรับปรุงความ
ถูกต้องของตัวแบบได้ดียิ่งขึ้น ซึ่งสอดคล้องกับการศึกษาของ [17] 
ท ี ่ม ีการน  าเสนอต ัวแบบไฮบร ิดโดยใช ้  Manhattan LSTM 
(MaLSTM) วิเคราะห์ข้อมูลการรีวิว (Review) ภาพยนตร์จาก 
IMDB ภาษาอังกฤษเพื่อเปรียบเทียบกับการจ าแนกประเภทแบบ 
Recurrent Neutral Networks ( RNN) , Support Vector 
Machines (SVM) และ [19] ท ี ่ม ีการน  าเสนอต ัวแบบการ
วิเคราะห์ความรู้สึกในโพสต์ Twitter ภาษาไทย เพื่อเปรียบเทียบ
กับการจ าแนกประเภทแบบ Support Vector Machines และ 
Naïve Bayes ซึ ่งผู ้วิจัยน ามาพัฒนาต่อยอดเพื ่อสร้างตัวแบบ
ความรู้สึกทางอารมณ์ส าหรับจ าแนกประเภทบทความแนะน า
สินค้าออนไลน์ด้วยเทคนิคการเรียนรู้เชิงลึก (Deep Learning) 
บนพื้นฐานของโครงข่ายประสาทเทียมแบบเกิดซ ้ารูป (Neural 
Network) แบบหน่วยความจ าระยะสั ้น โดยมุ ่งเน้นไปที ่การ
เรียนรู้การเป็นตัวแทนที่ซ่อนอยู่ลึกหลายชั้น (hidden Layers) 
ก ับช ุดข ้อม ูลท ี ่ เป ็นภาษาไทย  ร ่วมก ับการต ัดค  า (Word 
Segmentation) โดยใช้ NewMM ที่พัฒนาเพื่อใช้กับภาษาไทย
โดยเฉพาะเพื่อตัดค าที่เป็นประโยคยาว ๆ ออกมาเป็นแต่ละค าให้
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คอมพิวเตอร์สามารถน าไปประมวลผลได้ และการสร้างคลัง
ค าศัพท์ (Bag of Words) เพื่ออธิบายกลุ่มรวมของค าโดยไม่ได้
ค านึงถึงหลักไวยากรณ์ ความถี ่ที ่พบ และล าดับของค า โดย
น ามาใช้เป็น Feature ในการเทรนตัวจัดแบ่งข้อความ Classifier 
ซึ่งจะช่วยให้ตัวแบบสามารถท านายผลความรู้สึกเชิงบวก เป็น
กลาง และเชิงลบได้มีประสิทธิภาพมากกว่าการใช้เทคนิคการ
เรียนรู ้ของเครื ่อง (Machine Learning) ร่วมกับเทคนิคการ
จ าแนกประเภท (Classification) ทั่ว ๆ ไป ที่ท าการศึกษา 

 
5) สรุปและอภิปรายผล 

ข้อมูลความคิดเห็นการเลือกซื้อสินค้าและบริการออนไลน์มี
ความหลากหลาย และมีข้อมูลใหม่เกิดขึ้นอยู่ตลอดเวลา ผู้บริโภค
ต้องเสียเวลาตีความการแสดงความคิดเห็นต่าง ๆ ที่มีอยู่เป็น
จ านวนมาก ถ้าหากมีกลไกที่สามารถช่วยในการสรุปความคิดเห็น
ที่มีอยู ่ในตัวสินค้าและบริการจะช่วยประหยัดเวลาและท าให้
สามารถน าไปใช้ในตัดสินใจเลือกซื้อผลิตภัณฑ์ได้อย่างรวดเร็ว 
ดังนั ้นงานวิจัยนี ้น  าเสนอวิธีการสร้างตัวแบบการวิเคราะห์
ความรู้สึกทางอารมณ์ส าหรับจ าแนกประเภทบทความแนะน า
ส ินค ้าออนไลน์  โดยใช ้เทคนิคส ่วนการเร ียนร ู ้ของเคร ื ่อง 
(Machine Learning) เพื ่อตัดสินความคิดเห็นต่อสินค้าและ
บริการ โดยน าเสนอเทคนิคการตัดค า (Word Segmentation) 
ท ี ่ม ีการใช ้ไลบารี่  (Library) ท ี ่พ ัฒนาเพื ่อใช ้ก ับภาษาไทย
โดยเฉพาะ และการลบ Stop Words เพื่อลบค าที่เกิดซ ้าออกซึ่ง
ยังช่วยให้ขนาดของข้อมูลที่จะน าไปฝึกฝนมีขนาดเล็กลงอีกด้วย 
อีกทั้งยังมีการใช้เทคนิคการสร้างคลังค าศัพท์ (Bag of Words) 
โดยมีการวิเคราะห์ถึงรูปแบบและเทคนิคที่เหมาะสมที่จะน ามาใช้
กับความคิดเห็นที่เป็นภาษาไทย เพื่อช่วยกรองและแบ่งประเภท
ค าที่เป็นเชิงบวกและเชิงลบ รวมถึงค ากริยา ค านามต่าง ๆ ท าให้
เกิดประสิทธิภาพในการตัดค าที่ดีขึ้น ซึ่งผลลัพธ์โดยรวมจะเห็นได้
ว่า การใช้เทคนิคที่น าเสนอจะได้ผลลัพธ์ที ่ดีกว่าเทคนิคที่ใช้
โดยทั่วไป ขั้นตอนการทดลองส าหรับการทดสอบตัวแบบ มีการ
เปรียบเทียบเทคนิคการแยกประเภท 4 เทคนิค ได้แก่ Long 
Short-Term Memory (LSTM), Stochastic Gradient Descent 
( SGD) , Logistic Regression ( LR)  แ ล ะ  Support Vector 
Machines (SVM) ซึ ่งมีกระบวนการสร้างตัวแบบ 5 ขั ้นตอน
ได้แก่ 1) การเตรียมข้อมูล 2) การตัดค า 3) การฝึกอบรมข้อมูล  
4) ขั้นตอนการแยกประเภท และ 5) การประเมินตัวแบบ เพื่อ
สร้างตัวแบบในการแยกประเภทระดับความรู้สึกแบบอัตโนมัติ

ออกเป็น 3 ระดับคือ ความรู้สึกเชิงบวก (Positive) เป็นกลาง 
(Neutral) และเชิงลบ (Negative) จากการทดลองสร้างตัวแบบ
การสร้างตัวแบบโดยใช้เทคนิคการจ าแนกประเภทแบบ LSTM 
ซึ่งสูงกว่าเทคนิคทั้งหมดที่ท าการศึกษา และเหมาะสมที่สุดที่จะ
น าไปประยุกต์ใช้ในการสร้างตัวแบบการวิเคราะห์ความรู้สึกทาง
อารมณ์ส าหรับจ าแนกประเภทบทความแนะน าสินค้าออนไลน์ที่
เป็นภาษาไทย และจากกระบวนการสร้างตัวแบบที ่น าเสนอ
ข้างต้นยังสามารถน าไปประยุกต์ใช้ในการวิเคราะห์ความเห็น
โดเมนอื่น ๆ ได้อีกด้วย เช่น ข้อมูลความคิดเห็นโรงแรมและที่พัก 
ข้อมูลความคิดเห็นการซื้อสินค้าและบริการทั่ว ๆ ไป และข้อมูล
ความคิดเห็นร้านอาหาร เป็นต้น 

 
6) ข้อจ ากัด 

ข้อจ ากัดของการศึกษาวิจัยในครั้งนี ้ ได้แก่ ตัวแบบยังไม่
สามารถวิเคราะห์ค าประชดประชัน (Sarcasm) ได้เนื่องจากชุด
ข้อมูลที่น ามาใช้ยังไม่มีค าประเภทดังกล่าว ซึ่งต้องอาศัยตัวแบบ
ในการเรียนรู ้แยกต่างหากและอาศัยเหมืองข้อความ (Text 
mining) แบบใช้กฎ (Rule-based) เข้ามาช่วย แต่ถ้าสามารถน า
แนวทางของงานวิจัยมาเชื่อมต่อได้ในอนาคต 

 
7) ข้อเสนอแนะ 

ส าหรับการวิจัยต่อ จะมีการวิเคราะห์การเพิ่มประสิทธิภาพ
ของตัวแบบเพื ่อให้ผลการท านายมีประสิทธิภาพขึ ้น โดยน า
เทคนิคอื่น ๆ ร่วมในกระบวนการจัดเตรียมข้อมูล เช่น การเพิ่ม
จ านวนค าศัพท์ เพิ่มเทคนิคการแบ่งชนิดของค า (Named-Entity 
Tagging) เพื่อช่วยให้การแยกค ามีความชัดเจนมากขึ้น รวมทั้ง
การเพิ่มชุดข้อมูลค าแสลงเพื่อท าให้ตัวแบบสามารถวิเคราะห์ค า
ประชดประชันได้  และกลไกการเร ียนร ู ้ เป ็นไปอย ่ างมี
ประสิทธิภาพ รวมถึงเพิ ่มข้อมูลของค า ประโยค ที ่เป็นการ
คัดเลือกค าบอกความรู้สึก บวก ลบ และเป็นกลาง (Sentiment 
Word level)  และสามารถน  าเทคน ิคการว ิ เคราะห ์ระดับ
ความรู ้สึกด้วยการเรียนรู ้เชิงลึก (Deep Learning) เข้ามาใช้ 
เพื่อให้ผลลัพธ์การท างานของตัวแบบดียิ่งขึ้น 
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