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Abstract

Satellite imaging technology is essential for various applications such as real estate analysis, disaster monitoring,
and more. However, as satellite data is big data, it is time-consuming and challenging for humans to analyze it,
even a simple task such as detecting the types of buildings in a large area. In this paper, we develop a satellite
imaging-analytics technique by applying the transfer learning algorithm to learn and classify different types of
buildings in Thailand. The proposed model is learnt and tested on our created datasets, namely 4CateSAT,
including the images of buildings including (1) airports, (2) stadiums (football fields), (3) schools, and (4) temples in
Thailand. We also apply well-known algorithms to handle the imbalanced data, and the experimental results show

that the accuracy of the best model is 96.88%.
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11 wazm15197i 4 mﬂmaﬁlﬁmmmaﬁqﬂléﬁ’l FILUUAINNT
Fwunlaalunuiany auindunazda wideduun
Aa1ALAA o (Misclassification) lunuaanylsaisunay
awuauea dusunisimsziidnuuiuunnwiniy
grmsUszant Y 4 9nesFusznoulaveann H3T89y
wanslagnisasrennivindaindesyandy Grad- CAM A

wamdluguil 12

U (Layers) YUNANAGNS DenseNet201
(Output Size)
Input 256*256 amaeafiey (Awd RGB) }—mw
Convolution 128*128 Conv 1 %u (Layers)
Pooling 64*64 Max Pool 1 44 )Layers)
Dense Block (1) 64*64 Conv 12 9u (Layers)
64*64 Conv 1 44 (Layers)
Transition Layer (1) <
32%32 Average Pool 1 94U )Layers)
Dense Block (2) 32%32 Conv 24 9u (Layers)
Freeze— >
32%32 Conv 1 9u (Layers) —Feature
Transition Layer (2) =
16*16 Average Pool 1 94U )Layers) Extractor
Dense Block (3) 16*16 Conv 96 9u (Layers)
16*16 Conv 1 44 (Layers)
Transition Layer (3) z
8*8 Average Pool 1 9u )Layers)
Dense Block (4) 8*8 Conv 64 9u (Layers)
1*1 Global Average Pool
Fully Connected 256-node, ]
Train— Classification Layer Fully Connected 512-node,
 Classify
Fully Connected 1920-node,
Dropout(0.2), Softmax
U7 8 : amsImveamsiaszideya
An5197l 2 : UseAvBamuesusiagsLuy
N1sNAaaY | Pre-Trained Model | Train (acc) | Train (loss) | Val (acc) | Val (loss) | Test (acc) | Test (loss)
VGG1l6 0.9907 0.029 0.8943 0.4294 0.8281 0.7305
InceptionV3 0.9814 0.0503 0.8792 0.5086 0.8594 0.345
1 ResNet152v2 0.9953 0.0135 0.9245 0.2751 0.8594 0.4104
DenseNet201 0.9953 0.0153 0.9396 0.212 0.9688 0.1421
Xception 0.9823 0.041 0.9094 0.2288 0.875 0.5842
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A15199 2 : UszanSnneaunasiiuuy (M)

n1snAaas | Pre-Trained Model | Train (acc) | Train (loss) | Val (acc) | Val (loss) | Test (acc) | Test (loss)
VGG1l6 1 1.09E-04 0.9405 0.3554 0.8281 0.8924
InceptionV3 1 8.55E-06 0.9405 0.3057 0.8281 0.8924
2 ResNet152V2 1 4.53E-06 0.9345 0.3546 0.875 0.4277
DenseNet201 1 5.44E-06 0.9444 0.1874 0.9688 0.1159
Xception 1 7.79E-06 0.9067 0.3652 0.8594 0.7374

397 3 : YsgAnBnmsuuuiildannisaneleuaud (Transfer Learning) 313n¢auuy DenseNet201

]
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nanitlunisiindaseau

1 4l 15 Wit
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el v | )

JUT 9 : f0g1aman159 UM TUTANAN o NdUUTILR

UVaI ; Google Earth [10]
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auudu AuNAUea
Predicted Class Predicted Class
Negative | Positive Negative | Positive
E _ 3 ‘
g Negative |48 0 g Negative |47 1
< <
Positive | 0 16 Positive |1 15
T59158u i
Predicted Class Predicted Class
Negative | Positive Negative | Positive
= . ® .
2 | Negative |47 1 2 | Negative |48 0
(9] 9]
< <
Positive |1 15 Positive | 0 16
'g‘lﬁl‘ 10 : Confusion Matrix
Some extension of Receiver operating characteristic to multi-class
10 amssssssssss s S EENEN
/”’
-
08 ,/”
W ,’
v 06 1 et
o -
G P
% 04 - = = micro-average ROC curve (area = 0.98)
2 3 = = macro-average ROC curve (area = 0.98)
B ROC curve of class 0 (area = 1.00)
0.2 ’,’ — ROC curve of class 1 (area = 0.96)
»7 = ROC curve of class 2 (area = 0.96)
Jrad — ROC curve of class 3 (area = 1.00)
0.0 : - : :
0.0 02 04 06 08 10
False Positive Rate
gﬂﬁ 11 : ROC Curve
#5197l 4 : Classification Report
precision recall fl-score support
auutu 1.00 1.00 1.00 16
GBI ATRE 0.94 0.94 0.94 16
Tsa3au 0.94 0.94 0.94 16
a0 1.00 1.00 1.00 16
accuracy 0.97 64
macro avg 0.97 0.97 0.97 64
weighted avg 0.97 0.97 0.97 64
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Oniginal Grad-CAM tes ized G

'gﬂﬁl 12 : nsadunmiliaiaindeya (Data Visualization) ¢3e Grad-CAM (Gradient-weighted CAM)

unaaii : Google Earth, Image © 2021 Maxar Technologies [10]
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MY LPU NSHENUSINGUNIN (Image Segmentation) %38

nISMSLUsZANSANAILUUIE I 9 Tauee

JUT 13 : amengaaiieinenAg unuIAluasd1sIRLile 5/8/2016 (nndhe)

LAZAINANBANAABNVIIOINIALIUUIUNTIRLUASE TS 17/4/2019 (AWY)

UVIgIT : Google Earth, Image © 2021 Maxar Technologies [10], Google Earth, Image © 2021 CNES / Airbus [10]
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