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บทคัดย่อ 
บทความนี้น าเสนอวิธีการวิเคราะห์ภาพวิดีโอคนและสัมภาระส าหรับการตรวจจับวัตถุที่ปราศจากเจ้าของ และตรวจจับบุคคลที่มี

การถือกระเป๋าประเภทต่าง ๆ เนื่องจากเหตุการณ์วางทิ้งกระเป๋าเป็นเหตุการณ์ที่มีความเสี่ยงและเกิดขึ้นได้จริงโดยเฉพาะพื้นที่
สาธารณะที่ต้องการเฝ้าระวังเป็นพิเศษ เช่น สถานีรถไฟ สนามบิน หรือสถานที่ส าคัญภายในอาคาร เป็นต้น การตรวจจับเพื่อระบุ
ต าแหน่งคนและกระเป๋าใช้วิธีการเรียนรู้เชิงลึกที่ถูกฝึกสอนด้วยภาพจ านวน 12,000 ภาพ ที่ประกอบด้วยภาพคนและกระเป๋า เช่น 
กระเป๋าเป้ กระเป๋าถือ และกระเป๋าเดินทาง งานวิจัยนี้ใช้แบบจ าลอง YOLOv3 ส าหรับการตรวจจับวัตถุซึ่งประมวลผลได้แบบเรียลไทม์
และมีประสิทธิภาพความถูกต้อง (Accuracy) ถึง 98% ส่วนการวิเคราะห์ความเป็นเจ้าของ และการละทิ้งกระเป๋าจะใช้วิธีการพิจารณา
ความสัมพันธ์ในเชิงต าแหน่งและการเคลื่อนที่ของคนและกระเป๋า  ซึ่งประสิทธิภาพการระบุความเป็นเจ้าของได้ค่าความถูกต้อง 
(Accuracy) 65.1% และประสิทธิภาพการระบุการละทิ้งวัตถุท่ี 66.6% 

 

ค ำส ำคัญ :  การตรวจจับวตัถุที่ปราศจากเจา้ของ  การวิเคราะห์การเคลื่อนที่  การประมวลผลภาพ  การเรยีนรู้ของเครื่องจักร 
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Abstract 
This paper presents a method to analyze videos for Abandoned Object Detection (AOD) and ownership 

identification. Abandoned luggage is a risky event that can actually occur in many public areas such as train stations, 
airports, or other important places in the building. Deep learning is used for person and luggage detection. The 
dataset is trained for both people and luggage images including backpacks, handbags and suitcases for more than 
12,000 images. In this work, we use the YOLOv3 model that can be processed in real time with 98% accuracy. For 
ownership identification and abandoned detection, we propose a method that evaluates the spatial relationships 
and trajectories of each person and luggage. Ownership identification yields 65.1% accuracy while abandoned 
detection provides 66.6% accuracy. 
 

Keywords: Abandoned object detection, Motion analysis, Image processing, Machine learning 
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1) บทน า 
ความก้าวหน้าของเทคโนโลยีปัญญาประดิษฐ์ (Artificial 

Intelligence) และการเรียนรู้ของเครื่อง (Machine Learning) 
มีประสิทธิภาพความถูกต้องและความแม่นย าสูงขึ้น ก่อให้เกิด
การต่อยอดเทคโนโลยีบนระบบกล้องวงจรปิดอัจฉริยะ 
(Intelligent CCTV System) ที่สามารถท าการวิเคราะห์ภาพได้
อย่างอัตโนมัติ เนื่องจากปัจจุบันจ านวนกล้องมีปริมาณมากขึ้น 
ท าให้ผู้ดูแลไม่สามารถสังเกตเหตุการณ์ผ่านระบบกล้องวงจรปิด
แบบเดิม และแจ้งเตือนเหตุการณ์ต่าง ๆ ได้ทั้งหมด จึงเป็นหน้าที่
ของเทคโนโลยีปัญญาประดิษฐ์ที่จะมีส่วนช่วยผู้ดูแลสถานที่ให้มี
ความปลอดภัยยิ่งข้ึน 

การตรวจจับเหตุการณ์วางกระเป๋าหรือสิ่งของโดยปราศจากผู้
ครอบครอง เป็นตัวอย่างเหตุการณ์ที่เกิดขึ้นจริงในระบบกล้อง
วงจรปิด และเป็นที่ต้องการเพื่อน ามาใช้ในพื้นท่ีสาธารณะในการ
เฝ้าระวังสถานที่บางแห่งเป็นพิเศษ เช่น สถานีรถไฟ สนามบิน 
หรือพื้นที่ภายในอาคาร โดยจะเป็นการวิเคราะห์การวางวัตถุโดย
ปราศจากผู้ครอบครอง (Abandoned Objects Detection หรือ 
AOD) หมายถึง การวิเคราะห์การเคลื่อนที่ของวัตถุในสถานการณ์
ที่ว่าบุคคลในภาพนั้นมีความประสงค์จะทอดทิ้งวัตถุนั้นหรือไม่ 
[1]–[3] ภายใต้การใช้งานในสถานการณ์จริง AOD ยังคงมีความ
ท้ า ท า ย ใ น แ ง่ ข อ ง เ ท ค โ น โ ล ยี ห ล า ย ป ร ะ ก า ร  ไ ด้ แ ก่   
1) วัตถุที่ต้องการวิเคราะห์มีความหลากหลาย เช่น กระเป๋า 
กล่อง หรือถุง เป็นต้น 2) สถานการณ์จริงมักจะมีคนอยู่
พลุกพล่านท าให้เกิดการบังวัตถุและยากต่อการวิเคราะห์ความ
เป็นเจ้าของ 3) ปัจจัยที่เกี่ยวข้องกับคุณภาพของภาพ เช่น ภาพที่
มีสัญญาณรบกวน ภาพที่มีคุณภาพต่ า เป็นต้น 4) ปริมาณกล้องที่
ต้องการวิเคราะห์ที่มีอยู่อย่างมหาศาล แต่หน่วยประมวลผลมี
จ ากัด 

ส าหรับงานวิจัยนี้ มีวัตถุประสงค์เพื่อให้สามารถตรวจจับ
เหตุการณ์วางกระเป๋าโดยปราศจากเจ้าของ และตรวจจับบุคคลที่
มีการถือกระเป๋าประเภทต่าง ๆ ได้แก่ กระเป๋าเป้สะพายหลัง 
(Backpack) กระเป๋าถือ (Handbag) และกระเป๋าเดินทาง 
(Suitcase) งานวิจัยนี้น าเสนอวิธีการระบุความเป็นเจ้าของ
สัมภาระ (Owner Analysis) และการระบุวัตถุที่ปราศจากผู้
ครอบครอง (Abandoned Object Detection) โดยใช้การ
วิเคราะห์ความสัมพันธ์ในเชิงต าแหน่งและการเคลื่อนที่ของคน
และกระเป๋า และมีการน าเสนอการติดตามวัตถุ (Object 
Tracking) เพื่อใช้ในการติดตามการเคลื่อนที่ของคนและกระเป๋า 

นอกจากน้ันมีการเปรียบเทียบแบบจ าลองที่เหมาะสมส าหรับการ
ตรวจจับวัตถุเพ่ือให้สามารถประมวลผลได้เร็วและมีความถูกต้อง 
โดยตัวอย่างการตรวจจับภาพคนกับกระเป๋า และตัวอย่างความ
เป็นเจ้าของ และการละทิ้งกระเป๋าแสดงในรูปที่ 1  

 

 
 

รูปที่ 1 : ตัวอย่างการตรวจจบัภาพคนกบักระเป๋า ความเป็นเจ้าของ และ
การละทิ้ง 

 
2) ทฤษฎีและงานวิจัยท่ีเกี่ยวข้อง 

2.1) โครงข่ายประสาทเทียม 
โครงข่ายประสาทเทียม (Artificial Neural Network) มี

หลักการท างานโดยจ าลองมาจากสมองของสิ่งมีชีวิตที่มีความ
ซับซ้อน โดยใช้โมเดลทางคณิตศาสตร ์ซึ่งแนวคิดเริ่มต้นได้มาจาก
การศึกษาโครงข่ายไฟฟ้าชีวภาพในสมอง โครงข่ายประสาทเกิด
จากการเช่ือมต่อระหว่างเซลล์ประสาทจนเป็นเครือข่ายที่ท างาน
ร่วมกัน ดังรูปที่ 2 

 

 
 

รูปที่ 2 : โครงข่ายประสาทเทียม 
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2.2) การตรวจจับวัตถ ุ
การตรวจจับวัตถุ (Object Detection) มีเป้าหมายเพื่อ

ต้องการตรวจหาต าแหน่งของวัตถุที่สนใจ ว่าเป็นวัตถุอะไรพร้อม
ทั้งระบุต าแหน่งว่าวัตถุนั้นอยู่ในต าแหน่งไหนของภาพหรือวิดีโอ 
โดยที่วัตถุนั้นอาจจะเป็นได้ทั้ง คน สัตว์ หรือสิ่งของ ซึ่งเป็น
ระเบียบกรรมวิธีที่พัฒนาขึ้นเพื่อให้เครื่องจักรค้นหาสิ่งของใน
ภาพหรือวีดีโอแทนคน จุดเด่นที่ส าคัญของการตรวจจับวัตถุ คือ 
การตรวจค านวณหาขอบเขตของกล่องแบบสี่เหลี่ยม (Boundary 
Box) ซึ่งมีวิธีการที่เป็นที่นิยมได้แก่ R-CNN และ YOLO [4], [5] 
เป็นต้น 

ส าหรับ  YOLO เป็นหนึ่ ง ในการตรวจจับวั ตถุ ที่ ใ ช้กัน
แพร่หลาย ซึ่งถูกพัฒนาโดย Joseph Redmon และ Ali Ferhadi 
จากมหาวิทยาลัย Washington งานวิจัยนี้ เลือกแบบจ าลอง 
YOLOv3 ส าหรับการตรวจจับวัตถุเนื่องจากมีความเร็วในการ
ประมวลผลและความแม่นย าสูง โดยจุดเด่นหลักของ YOLOv3 
คือ การใช้หลักการของ Feature Pyramid Network [6] 
 

 
 

รูปที่ 3 : หลักการของ Feature Pyramid Network  

 
รูปที่  3 แสดงถึงหลักการท างานของ Feature Pyramid 

Network โดยมี 3 ขั้นตอน ดังนี ้
2.2.1) Bottom-up Pathway ที่จะน าภาพตั้งต้นมาท าการ

ลดขนาดลงทีละขั้นดังรูปทรงพีระมิด 
 
 
 

2.2.2) Top-down Pathway เป็นขั้นตอนที่จะขยายขนาด
ภาพให้กลับมาในขนาดดังเดิม และเพิ่มขึ้นตอน Predict เข้าไป
ในแต่ละขั้นของพีระมิด 

2.2.3) Lateral Connection จะเกิดขึ้นในทุกขั้นระหว่าง 
Bottom-up Pathway และ Top-down Pathway โดยจะเชื่อม
พีระมิดทั้งสองด้วย 1x1 convolution เพื่อปรับให้ทั้งสองมี
ขนาดเท่ากัน 
 
2.3) การวิเคราะห์วัตถุท่ีปราศจากเจ้าของ 

เทคนิคการวิเคราะห์การวางวัตถุโดยปราศจากผู้ครอบครอง 
มีแนวทางการวิจัย 2 แนวทาง ส าหรับแนวทางที่ 1 คือ การ
ตรวจจับวัตถุว่าไม่มีการเคลื่อนที่เกินกว่าระยะเวลาหนึ่ง ซึ่งมัก
นิยมใช้เทคนิคแยกฉากหน้า (Foreground Segmentation) 
[7]–[9] หรือการหาต าแหน่งและแยกวัตถุด้วยเทคนิคการเรียนรู้
เชิงลึก [10]–[12] ซึ่งเป็นการประยุกต์ใช้การเรียนรู้เชิงลึกเพื่อหา
ต าแหน่งวัตถุภายในภาพ ส่วนแนวทางที่ 2 คือ การวิเคราะห์
พฤติกรรมของคนที่ไม่เอาใจใส่ (Unattended) [13]–[15] เป็น
การวิเคราะห์พฤติกรรมของคนท่ีเป็นเจ้าของวัตถุได้ละทิ้งวัตถุนั้น
หรือไม่ โดยพิจารณาด้วยระยะห่างระหว่างวัตถุถึงคนเป็นเกณฑ์
ในการพิจารณา 

 
3) วิธีด าเนินการวิจัย 

การวิเคราะห์ภาพคนและสัมภาระส าหรับการตรวจจับวัตถุที่
ปราศจากเจ้าของที่น าเสนอประกอบด้วย 4 ขั้นตอน ได้แก่ การ
ตรวจจับวัตถุ (Object Detection) การติดตามวัตถุเพื่อระบุเลข
ประจ าตัวของวัตถุ (Object Tracking) การวิเคราะห์ความเป็น
เจ้าของ (Owner Analysis) และการวิเคราะห์วัตถุที่ปราศจาก
เจ้าของ (Abandoned Object Analysis) โดยรูปที่  4 แสดง
ภาพรวมของการท างานของทั้ง 4 ขั้นตอน 
3.1) การตรวจจับวัตถ ุ(Object Detection) 

ขั้นตอนการตรวจจับวัตถุเป็นการระบุต าแหน่งของวัตถุแบบ
กรอบสี่เหลี่ยมรอบวัตถุโดยเป็นพิกัดต าแหน่งมุมซ้ายบน (x1, y1) 
และมุมขวาล่าง (x2, y2) ซึ่งชนิดของวัตถุท่ีสนใจในงานวิจัยนี้ คือ 
คน และ กระเป๋า 
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รูปที่ 4 : ภาพรวมของการระบุเจา้ของสมัภาระและการตรวจจับสัมภาระที่ปราศจากเจ้าของที่ประกอบดว้ย 4 ขั้นตอนหลัก 
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เนื่องจากงานวิจัยนี้มีเป้าหมายที่จะประมวลผลแบบเรียลไทม์
จึงต้องเลือกใช้แบบจ าลองที่ประมวลผลได้เร็วและพิจารณา
ความเร็วในการประมวลผลควบคู่กับความถูกต้อง แบบจ าลองที่
ใช้ในงานวิจัยนี้ส าหรับส่วนฝึกสอน (Training) เพื่อการตรวจจับ
วัตถุ คือ YOLOv3 และ YOLOv3-tiny ซึ่งแบบจ าลองหลังเป็น
แบบจ าลองที่ถูก Optimize ให้มีขนาดเล็กลงเพื่อให้ประมวลผล
ได้เร็วขึ้น แต่มีส่วนท าให้ประสิทธิภาพการตรวจจับวัตถุลดลง 

 
3.2) การติดตามวัตถุ (Object Tracking) 

ในการระบุเลขประจ าตัววัตถุ (Object ID) การตรวจจับวัตถุ
เป็นการหาต าแหน่งวัตถุในแต่ละเฟรม ส าหรับวิดีโอประกอบด้วย
ภาพหลายเฟรมมาต่อกัน จึงมีขั้นตอนเพื่อหาว่าต าแหน่งวัตถุใน
เฟรมปัจจุบัน คือ ต าแหน่งวัตถุใดในเฟรมถัดไป โดยใช้การระบุ
เลขประจ าตัววัตถุ เพื่อแสดงว่าเป็นวัตถุเดียวกันในแต่ละเฟรม 
การระบุเลขประจ าตัววัตถุมีความส าคัญอย่างมากในหลายด้าน 
ไม่ว่าจะเป็นการระบุตัวตน การนับ หรือการตรวจสอบความเป็น
เจ้าของ 

การระบุเลขประจ าตัววัตถุในงานวิจัยนี้ใช้วิธีการสร้างจุดที่
มองไม่เห็น (Invisible Point) เพื่อท่ีจะน าไว้ลากเส้นท่ีมองไม่เห็น 
(Invisible Line) จึงท าให้ ID ที่ออกมานั้นไม่เปลี่ยนแปลงแม้จะ
ท าการเปลี่ยนเฟรมไป ดังรูปที่ 5 

 

 
 

รูปที่ 5 : การสร้างเลขประจ าตัววัตถุ Object ID ของวีดีโอ 
 

3.3) การวิเคราะห์ความเป็นเจ้าของสัมภาระ (Owner Analysis) 
ขั้นตอนการวิเคราะห์ความเป็นเจ้าของเป็นการวิเคราะห์หา

ความสัมพันธ์ระหว่างคนและกระเป๋า โดยจะตรวจสอบว่าบุคคล
ใดเป็นเจ้าของสัมภาระช้ินไหน เพื่อท าการบันทึกและสร้างเลข
ประจ าตัวระหว่างเจ้าของกับสัมภาระ วิธีการที่ใช้ในงานวิจัยนี้จะ
ใช้การพิจารณาต าแหน่งและการเคลื่อนที่ของคนและกระเป๋า 
โดยคนและกระเป๋าจะต้องอยู่ไม่เกินระยะห่างที่ก าหนดและอยู่
ใกล้กันเกินช่วงระยะเวลาที่ก าหนด ซึ่งในการทดสอบได้ก าหนด

ระยะเวลาไว้ท่ี 10 วินาที ดังนั้นคนที่แค่เดินผ่านกระเป๋าจะไม่ถูก
พิจารณาว่าเป็นเจ้าของกระเป๋า 
 
3.4) การวิเคราะห์วัตถุที่ปราศจากผู้ครอบครอง (Abandoned 
Object Detection) 

ขั้นตอนการวิเคราะห์วัตถุที่ปราศจากผู้ครอบครองเป็นการ
วิเคราะห์หาสัมภาระที่ถูกวางหรือละทิ้งโดยไม่มีผู้ครอบครอง ซึ่ง
มีหลักการโดยใช้การคาดการณ์ว่าสัมภาระมีแนวโน้มว่าจะถูกทิ้ง
หรือไม่ โดยพิจารณาระยะเวลาและระยะห่างของคู่ความเป็น
เจ้าของระหว่างคนและกระเป๋า เมื่อบุคคลที่เป็นเจ้าของกระเป๋า
เดินออกห่างจากกระเป๋าเกินระยะเวลาที่ก าหนด ระบบจะถือว่า
เป็นเหตุการณ์ที่มีแนวโน้มความเสี่ยงแล้วระบบจะท าการแจ้ง
เตือนรวมถึงแสดงภาพก่อนหน้าเพื่อแสดงบุคคลที่มีแนวโน้มว่าจะ
เป็นเจ้าของสัมภาระนี้ 

 
4) ผลการวิจัย 

การวิเคราะห์ภาพคนและสัมภาระส าหรับการตรวจจับวัตถุที่
ปราศจากเจ้าของในงานวิจัยนี้ ใช้ชุดข้อมูลแบบเปิดสาธารณะ
ส าหรับการฝึกสอนและทดสอบ โดยมีการประเมินผลใน 4 ส่วน 
ดังนี้  ประสิทธิภาพแบบจ าลอง YOLOv3 เปรียบเทียบกับ 
YOLOv3-tiny, ประสิทธิภาพการตรวจจับวัตถุแต่ละชนิด, 
ประสิทธิภาพการระบุความเป็นเจ้าของ, ประสิทธิภาพการระบุ
การละทิ้งกระเป๋า 
4.1) ชุดข้อมูล (Dataset) 

ข้อมูลที่ใช้ในงานวิจัยนี้มี 2 ส่วน คือ ข้อมูลส าหรับฝึกสอน
การรู้จ าคนและกระเป๋า และข้อมูล i-Lids AVSS-AB [13] ส าหรับ
การวิเคราะห์ความเป็นเจ้าของและการละทิ้งกระเป๋า 

4.1.1) ข้อมูลส าหรับฝึกสอนการรู้จ าคนและกระเป๋า 
การฝึกสอนการรู้จ าวัตถุจ าเป็นต้องใช้ตัวอย่างฝึกสอนจ านวน

มากซึ่งชุดข้อมูล i-Lids AVSS-AB มีจ านวนภาพคนและกระเป๋า
น้อย ไม่หลากหลายเพียงพอที่จะใช้ฝึกสอนเพื่อการรู้จ าคนและ
กระเป๋า เพื่อให้ได้แบบจ าลองที่มีความทนทานมากขึ้น งานวิจัยนี้
จึงรวบรวมภาพจากชุดข้อมูลเปิดส าหรับฝึกสอนเพื่อการรู้จ าคน
และกระเป๋า โดยผู้วิจัยรวมรวมภาพของคนและกระเป๋าจ านวน 
12,000 ภาพ ส าหรับการฝึกสอน (Training) และ 100 ภาพ 
ส าหรับการทดสอบ (Testing) โดยมีแหล่งที่มา ได้แก่ ชุดข้อมูล 
COCO [16]  ชุดข้อมู ล  Open Image [17]  และ  ภาพจาก 
Google Image Search  
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เนื่องจากกระเป๋ามีความหลากหลายมาก ผู้วิจัยจึงเลือก
กระเป๋า 3 ประเภท ได้แก่ กระเป๋าสัมภาระ (Suitcase) กระเป๋า
สะพาย (Backpack) และ กระเป๋าถือ (Handbag) ดังรูปที่ 6 โดย
ในการฝึกสอนนั้นกระเป๋าทั้งสามประเภทจะถูกน าไปใช้เพื่อ
ฝึกสอน ส่วนในการทดสอบจะไม่มีการแบ่งประเภทของกระเป๋า
โดยจะท านายกระเป๋าประเภทต่าง ๆ เป็นกระเป๋าเหมือนกัน 

 

 
 

รูปที่ 6 : ภาพคนและกระเป๋าทั้ง 3 ประเภทจากชุดขอ้มูล Open Image 
 

4.1.2) ข้อมูล i-Lids AVSS-AB  
ชุดข้อมูล i-Lids AVSS-AB [18] ส าหรับการวิเคราะห์ความ

เป็นเจ้าของและการละทิ้งกระเป๋า เป็นชุดข้อมูลวิดีโอจากกล้อง 
CCTV ของสถานีรถไฟที่มีคนถือและไม่ถือกระเป๋าเดินไปมา 
โดยรวมถึงกรณีที่มีคนทิ้งกระเป๋าด้วย ชุดข้อมูลเปิด (Public 
Dataset) ที่มีคนทิ้งกระเป๋าค่อนข้างมีอยู่อย่างจ ากัด ส าหรับ
ข้อมูลวิดีโอนี้มีความยาวประมาณ 3 นาที จ านวน 3 วิดีโอ โดย
แบ่ งตามความยาก ง่ าย เป็ นร ะดั บ ง่ าย  ( AVSS AB Easy) 
ระดับกลาง (AVSS AB Medium) และระดับยาก (AVSS AB 
Hard) ในแต่ละกรณีจะมีเหตุการณ์ละทิ้งกระเป๋าที่มีความยาก
ง่ายต่างกัน และมีความหนาแน่นและการซ้อนทับของคนต่างกัน
เช่นกัน 
4.2) วิธีการประเมินประสิทธิภาพ 

4.2.1) การวัดประสิทธิภาพการตรวจจับวัตถุ  การวัด
ประสิทธิภาพการตรวจจับวัตถุส่วนมากจะใช้วิธี Intersection 
Over Union (IOU) เพื่อประเมินความถูกต้องของกรอบสี่เหลี่ยม
ที่ท านายเทียบกับกรอบสี่เหลี่ยมของ Ground Truth ดังรูปที่ 7 

 

 
 

รูปที่ 7 : ผลการท านาย (กรอบสีแดง) เทียบกับ Ground Truth (กรอบสี
เขียว) 

 
IOU เป็นการทดสอบโดยวัดตามดัชนีบน Jaccard Similarity 

ที่ประเมินการทับซ้อนระหว่างกรอบสี่เหลี่ยม Ground Truth 
และ กรอบสี่เหลี่ยมที่ท านาย โดยมีวิธีการค านวณ ดังรูปที่ 8 

 

 
 

รูปที่ 8 : วธิีการค านวณค่า Intersection Over Union (IOU) 

 
IOU จะวิ เคราะห์ ได้ว่ าการตรวจจับนั้นถูกต้อง (True 

Positive) หรือไม่ถูกต้อง (False Positive) ตามตัวอย่างดังรูปที่ 
9 ทั้งกล่องสีแดงและกล่องสีเขียวเป็นวัตถุเดียวกัน โดยกล่องสี
เขียวเป็นข้อมูลจริงและกล่องสีแดงเป็นข้อมูลจากการท านาย ซึ่ง
คลาดเคลื่อนจากข้อมูลจริงเล็กน้อย และแสดงการซ้อนทับ 3 
ลักษณะ โดยภาพทางซ้ายเป็นการท านายที่ไม่ค่อยดีเนื่องจาก
ตรวจจับได้ขนาดใหญ่เกินจริง ส่วนภาพกลางและภาพขวาแสดง
การท านายท่ียอมรับได้ว่าถูกต้อง 

 

 
 

รูปที่ 9 : ผลการท านายเทียบกับข้อมูลจริงในกรณีต่าง ๆ 
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4.2.2) การวัดประสิทธิภาพความถูกต้อง  
การวัดประสิทธิภาพความถูกต้อง พิจารณาจากค่าความ

ถูกต้อง (Accuracy) ดังสมการที่ 1 ค่าความแม่นย า (Precision) 
ดังสมการที่ 2 และค่าความครบถ้วน (Recall) ดังสมการที่ 3 

 

tp tn
Accuracy

tp tn fp fn




  
  (1) 

 

Pr
tp

ecision
tp fp




   (2) 

 

Re
tp

call
tp fn




   (3) 

 

โดยที ่ tp คือ True Positive, fp คือ False Positive, 
tn คือ True Negative, fn คือ False Negative 

 
4.2.3) การวัดประสิทธิภาพความเร็ว 
การเปรียบเทียบความเร็วพิจารณาได้จากค่า  FLOPS 

( Floating Point Operations per Second)  ที่ แ สดงจ านวน 
Operation ของแบบจ าลองทั้งสองในตารางที่ 1 และค่า Frame 
Rate เป็นเฟรมต่อวินาที (Frame Per Seconds หรือ fps) ที่
ประมวลผลบนหน่วยประมวลผลภาพ GPU RTX2070 บน
ระบบปฏิบัติการ Ubuntu 19.04 

 

4.3) การเปรียบเทียบประสิทธิภาพของ YOLOv3 กับ YOLOv3-
tiny 

เนื่องจากแบบจ าลอง YOLOv3-tiny ถูก Optimize ให้มี
ขนาดเล็กลงเมื่อเทียบกับ YOLOv3 เพื่อให้ประมวลผลได้เร็วขึ้น 
จึงมีผลท าให้ประสิทธิภาพความถูกต้องลดลง การทดสอบส่วนนี้
จึงศึกษาเปรียบเทียบประสิทธิภาพความเร็วและความถูกต้องของ
แบบจ าลองทั้งสองที่ถูกฝึกสอนด้วยภาพจ านวน 12,000 ภาพ 
จากชุดข้อมูล i-Lids AVSS-AB และทดสอบด้วยภาพจ านวน 100 
ภาพ โดยแสดงผลดังตารางที่ 1 ซึ่งจะเห็นว่า YOLOv3-tiny 
ประมวลผลได้ประมาณ 30 fps ซึ่งเร็วกว่า YOLOv3 ประมาณ 3 
เท่า แต่ค่า Accuracy ลดลงจาก 98% เหลือเพียง 37% ซึ่งการ 
Optimize นี้ มีผลกระทบกับวัตถุขนาดเล็ก เช่น กระเป๋าและคน 
ท าให้ไม่สามารถตรวจจับได้ ส าหรับการน าไปใช้งาน YOLOv3 
จึงมีความเหมาะสมมากกว่าในแง่ของความถูกต้องและความเร็ว

ในการประมวลผล ดังนั้นการทดสอบประสิทธิภาพในหัวข้อที่ 4.4 
ถึง 4.6 จึงเลือกใช้แบบจ าลอง YOLOv3 
 

ตารางที่ 1 : ผลการเปรียบเทียบประสิทธิภาพของแบบจ าลอง 
YOLOv3 และ YOLOv3-tiny 

Model YOLOv3 YOLOv3-tiny 

Accuracy (%) 98 37 

FLOPS (Bn) 140.69 5.56 

Frame rate (fps) 10 30 

 
4.4) ผลการทดสอบประสิทธิภาพการตรวจจับวัตถุแตล่ะชนิด 

การทดสอบส่วนน้ีเป็นการประเมินผลการถ่ายทอดการเรียนรู้ 
(Transfer Learning) จากแบบจ าลองที่ถูกฝึกสอนด้วยชุดข้อมูล
หนึ่ง แล้วน ามาใช้กับชุดข้อมูลอื่น เช่น ชุดข้อมูล i-Lids AVSS-
AB โดยตารางที่ 2 แสดงผลค่าความถูกต้อง True Positive (TP), 
False Positive (FP), False Negative (FN) แบ่งตามชนิดของ
วัตถุ คือ คนและกระเป๋า โดยมีการแบ่งแยกตามระดับความยาก 
3 ระดับ คือ ระดับง่าย ระดับปานกลาง และระดับยาก โดยใน
การทดสอบนี้ได้สุ่มเลือกภาพมากรณีละ 20 ภาพ รวมทั้งสิ้น 60 
ภาพ เพื่อสร้าง Ground Truth ส าหรับการทดสอบ ดังรูปที่ 10 
เป็นตัวอย่างผลของการตรวจจับวัตถุแต่ละชนิด โดยที่กรอบสี
เหลือง (คน) และกรอบสีน้ าเงิน (กระเป๋า) คือ ความสามารถใน
การตรวจจับวัตถุได้ และวงกลมสีแดง คือ ส่วนที่ไม่สามารถ
ตรวจจับวัตถไุด้  

โดยผลการทดลองในตารางที่ 2 และตารางที่ 3 แสดงให้เห็น
ว่าการตรวจจับคนมีความถูกต้องสูงมาก ส่วนการตรวจจับ
กระเป๋ามีความยากกว่าการตรวจจับคนมาก การตรวจจับกระเป๋า
ให้ค่าความแม่นย าที่สูงมาก แต่ความครบถ้วนยังค่อนข้างต่ า ซึ่ง
เกิดได้จากการถูกบัง กระเป๋ามีขนาดเล็ก และลักษณะของ
กระเป๋ามีความหลากหลายดังรูปที่ 10 โดยประสิทธิภาพของการ
ตรวจจับวัตถแุต่ละชนิดแสดงในตารางที่ 2 และตารางที่ 3 
 

ตารางที่ 2 : ผลการตรวจจับวัตถุแต่ละชนิด 

LEVEL CATEGORY TP FP FN 

AVSS AB Easy 

People 43 0 0 

Luggage 22 1 17 
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ตารางที ่2 : ผลการตรวจจับวัตถุแต่ละชนิด (ต่อ) 

LEVEL CATEGORY TP FP FN 

AVSS AB Medium 

People 98 0 7 

Luggage 17 0 45 

AVSS AB Hard 

People 122 0 8 

Luggage 16 0 36 

Overall 

People 263 0 15 

Luggage 55 1 98 

 
ตารางที่ 3 : ประสิทธิภาพการตรวจจับวัตถุแต่ละชนิด 

LEVEL CATEGORY Accuracy Precision Recall 

AVSS AB 
Easy 

People 100% 100% 100% 

Luggage 55% 95.6% 56.4% 

AVSS AB 
Medium 

People 93.3% 100% 93.3% 

Luggage 27.4% 100% 27.4% 

AVSS AB 
Hard 

People 93.8% 100% 93.8% 

Luggage 30.8% 100% 30.8% 

Overall 
People 94.6% 100% 94.6% 

Luggage 35.0% 98.2% 35.9% 

 
 

รูปที่ 10 : ตัวอย่างผลของการตรวจจับวตัถุแต่ละชนิด 

 
4.5) ผลการทดสอบประสิทธิภาพการระบุความเป็นเจ้าของ 

การทดสอบในส่วนนี้เป็นการทดสอบผลการระบุความเป็น
เจ้าของแยกตามความยากง่าย 3 กรณี จากตารางที่ 4 และ 5 
แสดงให้เห็นว่ากรณีการตรวจับวัตถุที่ง่าย จะได้ค่าความแม่นย า 
(Precision) 86.6% และค่าความครบถ้วน (Recall) 76.5% ซึ่ง
ถือว่ามีทั้งความแม่นย าและความครบถ้วน โดยกรณีที่มีความยาก

มากขึ้นจะได้ค่าความถูกต้องที่ลดลง ความผิดพลาดจะเกิดจาก
การที่ไม่สามารถตรวจจับกระเป๋าได้ โดยมีสาเหตุจากกระเป๋าถูก
บัง มีขนาดเล็ก หรือมีรูปร่างที่คล้ายกับวัตถุอื่น รูปที่ 11 เป็น
ตัวอย่างภาพของผลการระบุความเป็นเจ้าของ โดยที่แสดงผล
ข้อความ Owner (เจ้าของ) และจุดที่ลูกศรสีแดง คือ ตัวอย่าง
กรณีที่ไม่สามารถระบุความเป็นเจ้าของ 
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รูปที่ 11 : ตัวอย่างผลของการระบุความเป็นเจ้าของ 
 

 
 

รูปที่ 12 : ตัวอย่างผลของการตรวจจับการละทิ้งกระเป๋า 
 

ตารางที่ 4 : ผลการระบุความเป็นเจ้าของ 

LEVEL TP FP TN FN 

AVSS AB Easy 13 2 2 4 

AVSS AB Medium 18 4 4 8 

AVSS AB Hard 20 9 25 17 

Overall 51 15 31 29 

 

ตารางที่ 5 : ประสิทธิภาพการระบุความเป็นเจ้าของ 

LEVEL Accuracy Precision Recall 

AVSS AB Easy 71.4% 86.6% 76.5% 

AVSS AB Medium 64.7% 81.8% 69.2% 

AVSS AB Hard 63.4% 69.0% 54.1% 

Overall 65.1% 77.2% 63.8% 
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4.6) ผลการทดสอบประสิทธิภาพการระบุการละทิ้งกระเป๋า 
การทดสอบในส่วนนี้เป็นการทดสอบผลการระบุการละทิ้ง

กระเป๋าว่าเกิดเหตุการณ์คนเดินถือกระเป๋าแล้ววางทิ้งไว้หรือไม่ 
โดยในวิดีโอทดสอบแบ่งเป็น 3 กรณี จากตารางที่ 6 จะเห็นว่า
สามารถระบุการละทิ้งกระเป๋าได้ในสองกรณี แต่ไม่สามารถระบุ
การละทิ้งในกรณีที่ยากที่สุดได้ เนื่องจากกระเป๋าถูกวางอยู่ใน
ระยะที่ค่อนข้างไกล รูปที่ 12 แสดงตัวอย่างผลของการตรวจจับ
การละทิ้งกระเป๋า โดยที่แสดงผลข้อความ Abandoned (ละทิ้ง
กระเป๋า) โดยลูกศรสีแดงแสดงกรณีที่ไม่สามารถระบุการละทิ้ง
กระเป๋า 

ตารางที่ 6 : ผลการตรวจจับการละทิ้งกระเป๋า  

LEVEL Our Method Baseline [19] 

AVSS AB Easy   

AVSS AB Medium   

AVSS AB Hard   

Overall 66.6% 66.6% 

หมายเหตุ ( คือ ถูกตอ้ง,  คือ พลาด) 

 
 

 
 

รูปที่ 12 : ตัวอย่างผลของการตรวจจับการละทิ้งกระเป๋า 

 

5) สรุป 
บทความนี้ได้น าเสนอวิธีการตรวจจับสัมภาระที่ปราศจาก

เจ้าของซึ่งวิเคราะห์จากภาพคนและสัมภาระที่เป็นกระเป๋าชนิด 
ต่าง ๆ ประกอบด้วย กระเป๋าสะพาย (Backpack) กระเป๋าถือ 
(Handbag) และกระเป๋าเดินทาง (Suitcase) โดยสามารถ
ประมวลผลได้แบบเรียลไทม์ และมีประสิทธิภาพความถูกต้องสูง 
การใช้เทคนิควิธีโครงข่ายประสาทเทียมและการประมวลผลภาพ
มาประยุกต์เพื่อให้สามารถช่วยตรวจจับเหตุการณ์ที่เสี่ยงต่อการ
ทิ้งสัมภาระ ไม่ว่าผู้ทิ้งจะตั้งใจหรือไม่ก็ตาม หลังจากท่ีตรวจจับได้
แล้ว จะแจ้งเตือนไปยังผู้ที่มีส่วนเกี่ยวข้อง เพื่อให้ผู้ดูแลสามารถ
เข้าไปจัดการได้อย่างรวดเร็ว ส่วนส าคัญของงานวิจัยนี้เป็นการ
ระบุความเป็นเจ้าของสัมภาระและการระบุสัมภาระที่ปราศจากผู้
ครอบครองโดยใช้การวิเคราะห์ความสัมพันธ์ในเชิงต าแหน่งและ
การเคลื่อนที่ของคนและกระเป๋าร่วมกับการติดตามวัตถุ เพื่อให้
สามารถประมวลผลได้เร็วส าหรับการต่อยอดเพื่อการน าไปใช้งาน
ในอนาคต 
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