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บทคัดย่อ 
บทความน้ีน าเสนอการเรียนรู้เชิงลึกมาใช้เป็นตัวตรวจหาสัญญาณ ส าหรับระบบหลายสัญญาณน าเข้าน าออก - การเข้าถึงหลายทาง

แบบแบ่งรหัสเบาบาง (multiple input multiple output - sparse code multiple access : MIMO-SCMA)  โดยใช้โครงข่าย
ประสาทเทียมแบบลึกที่มีการแผ่ขั้นตอนวิธีการส่งผ่านข้อความ (message passing algorithm : MPA)  โดย MPA สามารถแปลง
กระบวนการท างานให้กระจายเข้าไปในโครงข่ายประสาทเทียมได้ โครงข่ายประสาทเทียมน้ีสามารถฝึกฝนแบบออฟไลน์ และน าไปใช้
เป็นการตรวจหาแบบออนไลน์ได้ นอกจากน้ีโครงข่ายประสาทเทียมที่ได้ผ่านการฝึกฝนสามารถปรับค่าถ่วงน้ าหนักให้สอดคล้องกับขอบ
ของกราฟปัจจัย (factor graph) ได้  จากผลการจ าลองระบบ MIMO-SCMA เหนือช่องสัญญาณเฟดดิงแบบเรย์ลี ก่ึง-สถิตย์ พบว่าการ
ตรวจหาโดยใช้โครงข่ายประสาทเทียมมีประสิทธิภาพเหนือกว่า MPA แบบดั้งเดิม 
  
ค ำส ำคัญ :  การเรียนรู้เชิงลึก  โครงข่ายประสาทเทียม  การเข้าถึงหลายทางแบบเข้ารหัสเบาบาง  ขั้นตอนวิธีการส่งผ่านข้อความ  
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Abstract 
In this paper, we propose a deep learning approach for multiple input multiple output - sparse code multiple 

access (MIMO-SCMA) signal detection by using a deep neural network via spreading the procedure of the message 
passing algorithm (MPA). The MPA can be transformed into a sparsely connected neural network. The neural 
network can be trained off-line and then implemented for online detection. Besides when the neural network has 
been trained, the network weights corresponding to the edges of a factor graph. From the simulation result of the 
MIMO-SCMA system over the quasi-static Rayleigh fading channel, found that the neural network detection better 
performance than the traditional MPA.  
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1) บทน า  

การใช้งานอุปกรณ์สื่อสารไร้สายที่เชื่อมต่อกันในอินเทอร์เน็ต
ก าลังส่งผลกับวิถีชีวิตของคนเราในแง่มุมต่าง  ๆ   ทั้งในแง่การใช้
ชีวิต การท างานและความบันเทิง จ านวน  สมาร์ตโฟนที่เพิ่มขึ้น
อย่างมากรวมถึงการเกิดขึ้นของแอปพลิเคชันต่าง  ๆ อย่าง
ต่อเน่ือง ท าให้ปริมาณข้อมูลของสมาร์ตโฟนพุ่งสูงขึ้น คาดการณ์
ว่าจะมีปริมาณการใช้ทั่วโลกสูงถึง 3.3 เซตตะไบต์ (zettabyte) 
ภายในปี 2021 โดยปริมาณการใช้สมาร์ตโฟนจะพุ่งสูงกว่า
ปริมาณการใช้จากคอมพิวเตอร์ส่วนบุคคลภายในปีเดียวกัน [1] 
การปรับเปลี่ยนพฤติกรรมการใช้งานดังกล่าวน้ี จะน าไปสู่การ
เปลี่ยนแปลงโฉมหน้าการเชื่อมต่อแบบไร้สายเข้า   สูยุ่คที่ 5 หรือ 
5G ที่โครงสร้างพื้นฐานของระบบโทรศัพท์เคลื่อนที่ต้องเผชิญกับ
ความต้องการความจุ (capacity) ที่สูงขึ้นอย่างมาก  

การเข้าถึงหลายทางแบบเข้ารหัสเบาบาง (sparse code 
multiple access : SCMA) เ ป็ น เ ทค โน โ ลยี ที่ ใ ช้ คู่ มื อ ร หั ส 
(codebook) ส า ห รั บ ก า ร เ ข้ า ถึ ง แ บ บ ไ ม่ ตั้ ง ฉ า ก  ( non-
orthogonal) ที่สามารถรับมือกับความต้องการของ  5G ที่
ต้องการเชื่อมต่อในปริมาณมาก และเพิ่มความจุของระบบให้
สู งขึ้น  [2-3] เทคนิคอีกอย่ างหน่ึงที่ ส าคัญคือ  ระบบหลาย
สัญญาณน าเข้าน าออก (multiple-input multiple-output : 
MIMO) ที่ได้รับการระบุว่าเป็นเทคโนโลยีที่ส าคัญ เพื่อปรับปรุง
ประสิทธิภาพเชิงสเป็คตรัม (spectral efficiency) โดยใช้วิธีการ
รวมส่ งสัญญาณ ร่ วมสื่ อ เชิ งพื้ นที่  ( spatial multiplexing)   
เทคนิค MIMO-SCMA ได้ถูกเลือกใช้ในโครงข่าย 5G  อย่างไรก็
ตามปัญหาส าคัญที่ ท้ าทายส าหรับ SCMA คือการลดความ
ซับซ้อนของการตรวจหา (detection)  [4] และการออกแบบ
คู่มือรหัสให้มีประสิทธิภาพสูงขึ้น  [5] 

ขั้ นต อน วิ ธี ก า ร ส่ ง ผ่ า น ข้ อ ค ว า ม  (message passing 
algorithm : MPA) เป็นเทคนิคส าหรับการตรวจหาหลายผู้ใช้ที่
ได้รับความนิยมเพราะช่วยลดความซับซ้อนได้ ในทางทฤษฎีได้รับ
การพิสูจน์แล้วว่าถ้าไม่มีวนรอบในกราฟปัจจัย (factor graph) 
เช่น โครงสร้างของ SCMA   จะท าให้ MPA ได้รับความน่าจะเป็น
ตามขอบ (marginal probabilities) ส าหรับการตรวจหาอย่าง
ถูกต้อง [6] ในขอบเขตของภาวะน่าจะเป็นสูงสุด (maximum 
likelihood : ML)  

การเรียนรู้เชิงลึก (deep learning) ได้แสดงให้เห็นถึงความ
น่า อัศจรรย์ ในความก้าวห น้าด้ าน  คอมพิ ว เตอร์ วิทั ศ น์  
(computer vision) [7] การรู้จ าเสยีงพูด(speech recognition)  

และการประมวลผลภาษาธรรมชาติ  (natural language 
processing : NLP) [8] ผลกระทบที่น่าทึ่งจากการเรียนรู้เชิงลึก
ได้รับความสนใจอย่างมากในการวิจัยแบบดั้งเดิม นักวิจัยเริ่มตะ
หนักถึงพลังและความส าคัญของการประยุกต์ใช้การเรียนรู้เชิงลึก 
และได้เริ่มเปิดโลกการค้นคว้าวิจัย  และประยุกต์ใช้วิธีการที่มี
ศักยภาพน้ี เพื่อแก้ปัญหาในหัวข้อทางด้านการสื่อสารไร้สาย  

เม่ือเร็ว ๆ น้ี การเรียนรู้เชิงลึกได้แสดงให้เห็นถึงความสามารถ
ที่มีแนวโน้มในการแก้ปัญหาเฉพาะทางส าหรับการสื่อสารไร้สาย
ได้ [9]–[14]  ตัวอย่างงานวิจัยที่น่าสนใจ เช่น  การน าการเรียนรู้
เชิงลึกมาใช้กับการออกแบบในช้ันกายภาพ [15] ที่ได้รวมวิธี 
เข้ารหัสอัตโนมัติ (auto-encoder : AE) เชิงลึกแบบไม่มีผู้สอน
เข้าไปในระบบ MIMO รวมถึงกระบวนการเข้ารหัส / ถอดรหัส 
ส าหรับการส่งผ่านข้อมูลเหนือช่องสัญญาณเฟดดิงแบบเรย์ลี 
(Rayleigh fading channel)  ผลการทดสอบแสดงให้เห็นว่า
ระบบ AE มีสมรรถนะที่เหนือกว่า วิธีการเข้ารหัสปริภูมิ- เวลา
แบบบล็อก (space-time block code : STBC) ที่ต้องการ SNR 
น้อยกว่าถึง 15 dB     

ไม่นานมาน้ี ได้มีงานวิจัยที่น าการเรียนรู้ เชิงลึกมาใช้ กับ 
SCMA โดยการหาค่าเหมาะที่สุดร่วมกัน ส าหรับการจัดผังกลุ่ม
ดาว (constellations) ของคู่มือรหัส (codebook)   และการ
ตรวจหาในโครงข่าย SCMA  ด้วยโครงข่ายประสาทเทียมแบบลึก 
(deep neural network)  ท าให้โครงสร้างคู่ มือรหัสปรับตัวได้
แบบอัตโนมัติ [16]   และได้รับประสิทธิภาพที่ยอดเยี่ยมเม่ือ
เปรียบเทียบกับวิธีการแบบดั้งเดิม ในอีกวิธีหน่ึงของการน าการ
เรียนรู้เชิงลึกมาปรับปรุงประสิทธิภาพของระบบ SCMA คือการ
ฝึกฝนการตรวจหาของ MPA โดยใช้โครงข่ายประสาทเทียมแบบ
ลึก ที่สามารถท าให้ระบบ SCMA มีประสิทธิภาพสูงขึ้น [17] 

ในบทความน้ีเราต้องการปรับปรุงสมรรถนะของตัวตรวจหา 
MPA ที่ใช้ในระบบ MIMO-SCMA โดยการแทนที่  MPA ด้วย
โครงข่ายประสาทเทียมแบบลึกที่ เชื่อมต่อกันอย่างกระจัด
กระจาย  โดยแยกส่วน MPA และก าหนดค่าถ่วงน้ าหนักที่ขอบ
ของกราฟปัจจัย หลังจากฝึกฝนแบบออฟไลน์แล้ว เราสามารถน า
โครงข่ายประสาทเทียมน้ีมาใช้งานแบบออนไลน์ เพื่อต้องการ
ปรับปรุงสมรรถนะในแง่อัตราความผิดพลาดบิต  (bit error 
rate : BER)  ของระบบ MIMO-SCMA ให้สูงขึ้น   

บทความน้ีส่วนที่ 2 เป็นวัตถุประสงค์ของการวิจัย ส่วนที่ 3 
เป็นวิธีด าเนินการวิจัย  ที่ได้อธิบายแบบจ าลองของระบบ MIMO-
SCMA  และการออกแบบโครงข่ายประสาทเทียมที่อิงกับขั้นตอน
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วิธีการตรวจหา โดยการดัดแปลงกระบวนการตรวจหาของ MPA  
รวมถึงวิธีการทดลองเชิงตัวเลข (numerical experiments)  ใน
ส่วนที่ 4  เป็นผลการจ าลองระบบที่แสดงให้เห็นถึงอัตราความ
ผิดพลาดบิต เ ม่ือเปรียบเทียบวิธี MPA กับการใช้โครงข่าย
ประสาทเทียมและส่วนท้ายเป็นบทสรุป 

  
2) วัตถุประสงค์ของการวิจัย  

งานวิจัยน้ีมีวัตถุประสงค์เพื่อต้องการปรับปรุงสมรรถนะตัว
ตรวจหาที่ใช้ในระบบ MIMO-SCMA โดยการแทนที่ MPA  ด้วย
โครงข่ายประสาทเทียมแบบลึก ที่มีกระบวนการท างานของ 
MPA กระจายอยู่ภายในการเชื่อมต่อ ท าการฝึกฝนโครงข่าย
ประสาทเทียมแบบออฟไลน์ และจ าลองระบบ MIMO-SCMA  
ส าหรับการเช่ือมโยงขาลง ที่ส่งผา่นช่องสัญญาณเฟดดิงแบบเรย์ลี 
ก่ึง-สถิตย์ (quasi-static Rayleigh fading)   โดยสถานีเคลื่อนที่ 
(mobile station)  ใช้ วิ ธีการตรวจหา 2 แบบคือ โครงข่าย
ประสาทเทียมที่ถูกฝึกฝนมาแล้ว และ MPA แบบดั้งเดมิ ท าการ
ทดสอบเชิงตัวเลขเพื่อเปรียบเทียบสมรรถนะในแง่อัตราความ
ผิดพลาดบิต ของการตรวจหาทั้ง 2 แบบ  
 

3) วิธีด าเนินการวิจัย 

3.1) แบบจ าลองระบบ MIMO-SCMA  
เม่ือพิจารณาถึงการเชื่อมโยงขาลงของระบบ SCMA ที่สถานี

ฐาน (base station : BS) มีสื่อสารไปยัง สถานีเคลื่อนที่ จ านวน 
𝐽𝐽  ผู้ใช้งานที่แตกต่างกันไป บิตข้อมูล 𝑏𝑏𝑗𝑗 ∈ 𝐵𝐵log2 𝑀𝑀  ของผูใ้ช้ราย
ที่ 𝑗𝑗  ถูกมอดูเลต (modulate) สัญญาณไปเป็น  สัญลักษณ์กลุ่ม
ดาว (constellation) N  มิติ  𝑐𝑐𝑗𝑗 ∈ 𝐶𝐶𝑁𝑁  ในขณะที่ 𝐶𝐶 ก าหนดให้
เป็น เขตข้อมูลเชิงซ้อน (complex field)  สัญลักษณ์ที่มีมิติต่ า 𝑐𝑐𝑗𝑗   
จะถูกส่งไปเป็น รหัสค า  (codeword) แบบเบาบาง 𝐾𝐾  มิติ
เชิ ง ซ้อน (complex dimensions)  หรือ 𝑐𝑐  โทน (tone) คือ  
xj ∈ 𝐶𝐶𝐾𝐾×1  ที่ใช้คู่มือรหัส SCMA  𝜒𝜒𝑗𝑗 ∈ 𝐶𝐶𝐾𝐾×𝑀𝑀  ขนาด 𝑀𝑀 เป็น
เซตของกลุ่มดาวส าหรับผู้ ใช้ล าดับที่   𝑗𝑗 ทั้ ง น้ีรหัสค า  𝐱𝐱𝑗𝑗 =
[𝑥𝑥1

𝑗𝑗, 𝑥𝑥2
𝑗𝑗, … , 𝑥𝑥𝐾𝐾

𝑗𝑗 ] จะมีค่าที่เป็นศูนย์อยู่ 𝑁𝑁 < 𝐾𝐾 มิติ  รหัสค า  𝐱𝐱𝑗𝑗 
ส าหรับคาบเวลาที่ 𝑖𝑖 จะถูกรวมกับ 

 
 

 
 

รูปที่ 1  กราฟปัจจัยของ SCMA ที่มีค่า J=6  K=4 และ df=3 
 
ผู้ใช้รายอ่ืน ๆ จ านวน  𝐽𝐽  ผู้ใช้ ตามสมการ  
 

𝐱𝐱(𝑖𝑖) = ∑ 𝐱𝐱𝑗𝑗

𝐽𝐽

𝑗𝑗=1
(𝑖𝑖)                                     (1) 

 
การแผ่รหัสค าแบบเบาบางไปบน 𝐾𝐾  ทรัพยากรเชิงเวลาหรือ

เชิงความถี่ สามารถแสดงด้วยกราฟปัจจัย (factor graph)ดัง
ตัวอย่างในรูปที่ 1  กราฟปัจจัยสามารถแสดงได้ในรูปแบบหน่ึงคอื        
เมทริกซ์ตัวชี้บอก (indicator matrix)  โดยกราฟในรูปที่ 1 จะ
สมมูลกับเมทริกซ์ดังน้ี  
   

                        𝐹𝐹 = [
1 1 1 0 0 0
1 0 0 1 1 0
0 1 0 1 0 1
0 0 1 0 1 1

]                          (2) 

                 
ในขณะที่ 𝐹𝐹 = (𝑓𝑓1, 𝑓𝑓2, … , 𝑓𝑓𝐽𝐽) ∈ 𝐵𝐵𝐾𝐾×𝐽𝐽  เป็นเมทริกซ์ตัวชี้บอกที่
แยกออกไป 2 เซตคือ 
 

                    𝑉𝑉(𝑘𝑘) = {𝑗𝑗|[𝐅𝐅]𝑘𝑘,𝑗𝑗 = 1}, 𝑘𝑘 = 1,2, ⋯ , 𝐾𝐾             (3)           
 

               𝑅𝑅(𝑗𝑗) = {𝑘𝑘|[𝐅𝐅]𝑘𝑘,𝑗𝑗 = 1}, 𝑘𝑘 = 1,2, ⋯ , 𝐽𝐽              (4)             
 

โดย 𝑉𝑉(𝑘𝑘) เป็นเซตของผู้ใช้ที่ส่งสัญลักษณ์ซ้ าออกไปยัง
ทรัพยากรล าดับที่ 𝑘𝑘  และ 𝑅𝑅(𝑗𝑗) เป็นเซตของบล็อกทรัพยากร
ผู้ใช้ล าดับที่ 𝑗𝑗   

ในงานวิจัยน้ีก าหนดให้ระบบ MIMO เป็นแบบ STBC โดย
สถ า นี ฐ านของ ร ะบบ  STBC-MIMO SCMA ก าหนด ใ ห้ มี  
สายอากาศด้านส่งจ านวน 𝑁𝑁𝑇𝑇 ตัว ส่งข้อมูลไปยังสายอากาศ
ด้านรับจ านวน 𝑁𝑁𝑅𝑅 ตัว ที่สถานีเคลื่อนที่ของผู้ใช้ ทั้งน้ีก่อนที่
ผลรวมของรหสัค า 𝐱𝐱  ถูกส่งออกไปยังสายอากาศ จะถูกเข้ารหัส
แบบบล็อกปริภูมิ-เวลา ไปยัง 𝑁𝑁𝑇𝑇 มิติ ได้เป็น 𝐃𝐃 ∈ 𝐶𝐶𝑁𝑁𝑇𝑇 ขนาด 
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𝐾𝐾𝐾𝐾   ที่มีอัตราการเข้ารหัส 1/𝐿𝐿   โดยตัวอย่างของรหัสแบบ
บล็อก ปริภูมิ-เวลา เชิงซ้อน 𝐃𝐃𝑁𝑁𝑇𝑇,𝐾𝐾  ที่ม ี𝑁𝑁𝑇𝑇 = 3, 𝐾𝐾 = 4   
และมีอัตราการเข้ารหัสเท่ากับ  1/2  เขียนได้เป็น  
                                           

(X3,4)
𝑇𝑇 = [

𝑥𝑥1  −𝑥𝑥2   −𝑥𝑥3 − 𝑥𝑥4    𝑥𝑥 1
∗   − 𝑥𝑥 2

∗    −𝑥𝑥 3
∗   −𝑥𝑥 4

∗

𝑥𝑥2     𝑥𝑥1      𝑥𝑥4   − 𝑥𝑥3    𝑥𝑥 2
∗      𝑥𝑥 1

∗       𝑥𝑥 4
∗    −𝑥𝑥 3

∗

𝑥𝑥3   −𝑥𝑥4     𝑥𝑥1      𝑥𝑥2     𝑥𝑥 3
∗  − 𝑥𝑥 4

∗      𝑥𝑥 1
∗       𝑥𝑥 2

∗
] 

 
                                         (5) 

 
จากสมการที่ (5) สถานีฐานได้ส่งรหัสค าไปบน  𝐾𝐾 = 4

คาบเวลาและแผ่ไปยัง 8 คาบเวลาสัญลักษณ์ ของแต่ละ    𝑁𝑁𝑇𝑇 =
3  สายอากาศ โดยเวกเตอร์แถวที่ 𝑛𝑛𝑇𝑇  ของเมทริกซ์ใน (5) คือ
สัญญาณที่ส่งออกไปยังสายอากาศล าดับที่ 𝑛𝑛𝑇𝑇 หรือ (𝐃𝐃𝑛𝑛𝑇𝑇)𝑇𝑇  โดย 
𝑛𝑛𝑇𝑇 = 1,2,… ,𝑁𝑁𝑇𝑇  

งานวิจัยน้ีเน้นที่ช่องสัญญาณ MIMO แบบราบโดยสัญญาณ
รับได้ที่สายอากาศล าดับที่ 𝑛𝑛𝑅𝑅 ของผู้ใช้ล าดับที่ 𝑗𝑗 เขียนไดเ้ป็น 

 

𝒚𝒚𝑗𝑗,𝑛𝑛𝑅𝑅 = ∑ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝒉𝒉𝑗𝑗
𝑛𝑛𝑅𝑅,𝑛𝑛𝑇𝑇)𝐃𝐃𝑛𝑛𝑇𝑇 + 𝒛𝒛𝑗𝑗

𝑁𝑁𝑅𝑅              (6)
𝑁𝑁𝑇𝑇

𝑛𝑛𝑇𝑇=1
 

       
 

ในขณะที่ 𝑛𝑛𝑅𝑅 = 1,2,… , 𝑁𝑁𝑅𝑅  และ 𝒉𝒉𝑗𝑗
𝑛𝑛𝑅𝑅,𝑛𝑛𝑇𝑇 ∈ 𝐶𝐶𝐾𝐾𝐾𝐾×1  เป็น

เวกเตอร์อัตราขยายช่องสัญญาณ ระหว่างสายอากาศด้านส่ง
ล าดับที่ 𝑛𝑛𝑇𝑇 ของ BS และสายอากาศด้านรับล าดับที่  𝑛𝑛𝑅𝑅 ของผู้ใช้
รายที่ 𝑗𝑗 ที่สมาชิกแต่ละตัวมีคุณสมบัติการกระจายแบบเกาส์เซียน 
(Gaussian) เชิงซ้อน 𝐶𝐶𝐶𝐶(0,1)  ทั้งน้ี 𝒛𝒛𝑗𝑗

𝑛𝑛𝑅𝑅 ∈ 𝐶𝐶𝐾𝐾𝐾𝐾×1เป็นเวกเตอร์
สัญญาณรบกวนแบบเกาส์เซียน เหนือสายอากาศล าดับที่ 𝑛𝑛𝑅𝑅 
ของผู้ใช้รายที่ 𝑗𝑗 โดยแต่ละสมาชิกมีแบบจ าลองที่เป็นอิสระ และมี
การกระจายตัวอย่างเดียวกันคือ 𝐶𝐶𝐶𝐶(0, 𝜎𝜎2)  ที่มีค่าเฉลี่ยเป็น 0 
และแปรปรวน 𝜎𝜎2   โดยสมมติว่าสัมประสิทธ์ิของช่องสัญญาณ
ทั้งหมดอิสระจากกัน  

สัญญาณที่รับได้ที่สายอากาศ  ในรูปแบบเวกเตอร์คือ 𝐲𝐲𝒋𝒋 =
[(𝒚𝒚𝑗𝑗,1)𝑇𝑇, (𝒚𝒚𝑗𝑗,2)𝑇𝑇,… , (𝒚𝒚𝑗𝑗,𝑁𝑁𝑅𝑅)𝑇𝑇]𝑇𝑇 ∈ 𝐶𝐶𝑁𝑁𝑅𝑅𝐾𝐾𝐾𝐾×1 และสัญญาณที่
รับได้ส าหรับผู้ใช้ล าดับที่ 𝑗𝑗  เขยีนได้ดังน้ี 

    
𝐲𝐲𝒋𝒋 = 𝐇𝐇𝑗𝑗𝐃𝐃 + 𝒛𝒛𝑗𝑗                                       (7) 

 
โดย H𝑗𝑗 ∈ 𝐶𝐶𝑁𝑁𝑅𝑅𝐾𝐾𝐾𝐾×𝑁𝑁𝑇𝑇𝐾𝐾𝐾𝐾 เป็นเมทริกซ์ของช่องสัญญาณ MIMO ที่
เขียนได้ดังน้ี 
  

𝐇𝐇𝑗𝑗 =

[
 
 
 
 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝒉𝒉𝑗𝑗

1,1) 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝒉𝒉𝑗𝑗
1,2) ⋯ , 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝒉𝒉𝑗𝑗

1,𝑁𝑁𝑇𝑇)
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝒉𝒉𝑗𝑗

2,1) 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝒉𝒉𝑗𝑗
2,2) ⋯ , 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝒉𝒉𝑗𝑗

2,𝑁𝑁𝑇𝑇)
⋮ ⋮ ⋱ ⋮

𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖(𝒉𝒉𝑗𝑗
𝑁𝑁𝑅𝑅,1) 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝒉𝒉𝑗𝑗

𝑁𝑁𝑅𝑅,2) ⋯ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝒉𝒉𝑗𝑗
𝑁𝑁𝑅𝑅,𝑁𝑁𝑇𝑇)]

 
 
 
 
     

 
                                          (8) 

 
ในขณะที่ 𝐃𝐃 = [(𝐃𝐃1)𝑇𝑇, (𝐃𝐃2)𝑇𝑇,… , (𝐃𝐃𝑁𝑁𝑇𝑇)𝑇𝑇]𝑇𝑇 ∈ 𝐶𝐶𝑁𝑁𝑇𝑇𝐾𝐾𝐾𝐾×1เป็น
เวกเตอร์ของสัญญาณ การรวมส่งสัญญาณร่วมสื่อเชิงพื้นที่ และ
𝒛𝒛𝑗𝑗 = [(𝒛𝒛𝑗𝑗

1)𝑇𝑇, (𝒛𝒛𝑗𝑗
2)𝑇𝑇,… , (𝒛𝒛𝑗𝑗

𝑁𝑁𝑅𝑅)𝑇𝑇]𝑇𝑇 ∈ 𝐶𝐶𝑁𝑁𝑅𝑅𝐾𝐾𝐾𝐾×1 เป็นเวกเตอร์
ของสัญญาณรบกวนเชิงซ้อนของผู้ใช้ล าดับที่ 𝑗𝑗   

จากสมการที่ (7) สามารถเขียนใหม่ในรูปแบบของ เมทริกซ์
ช่องสัญญาณประสิทธิผล (effective channel matrix)   ที่เป็นไป
ตาม    

 
𝐲𝐲𝒋𝒋 = 𝐇𝐇𝒋𝒋𝐃𝐃 + 𝒛𝒛𝑗𝑗 
        = 𝐇𝐇𝑒𝑒𝑒𝑒𝑒𝑒,𝑗𝑗 ⋅ 𝒙𝒙 + 𝒛𝒛𝑗𝑗                       (9)                

 
โดย  𝐇𝐇𝑒𝑒𝑒𝑒𝑒𝑒,𝑗𝑗 ∈ 𝐶𝐶𝑁𝑁𝑅𝑅𝐾𝐾𝐾𝐾×𝑁𝑁𝑇𝑇𝐾𝐾  คือ เมทริ ก ซ์ช่ อง สั ญ ญาณ

ประสิทธิผล เพื่อที่จะถอดรหัสของ STBC จะใช้คุณสมบัติเชิง  ตั้ง
ฉาก (orthogonality) ของเมทริกซ์ช่องสัญญาณประสิทธิผล
ด้านบน สัญญาณที่รับได้จะถูกปรับแต่งให้ไปเป็น 
 
          𝐲̃𝐲𝑗𝑗 = (𝐇𝐇𝑒𝑒𝑒𝑒𝑒𝑒,𝑗𝑗)

𝐻𝐻 ⋅ 𝐲𝐲𝐣𝐣 
 = (𝐇𝐇𝑒𝑒𝑒𝑒𝑒𝑒,𝑗𝑗)𝐻𝐻𝐇𝐇𝑒𝑒𝑒𝑒𝑒𝑒,𝑗𝑗 ⋅ 𝒙𝒙 + (𝐇𝐇𝑒𝑒𝑒𝑒𝑒𝑒,𝑗𝑗)𝐻𝐻𝒛𝒛𝑗𝑗           (10) 

 
𝐲̃𝐲𝑗𝑗 คือสัญญาณที่รับได้ที่ได้ถูกถอดรหัส STBC เรียบร้อยแล้ว  โดย 
(𝐇𝐇𝑒𝑒𝑒𝑒𝑒𝑒,𝑗𝑗)𝐻𝐻 คื อ  เ มทริ ก ซ์ สลั บ เ ปลี่ ย นแอร์ มิ ต  (Hermitian 
transpose) ของ  𝐇𝐇𝑒𝑒𝑒𝑒𝑒𝑒,𝑗𝑗  
 
3.2) การน าโครงข่ายประสาทเทียมแทนที่ MPA  

MPA มีการค านวณความน่าจะเป็นตามขอบ  (marginal 
probabilities) ที่มีการวนซ  า (iterations) โดยเราจะน าชั นของ
โครงข่ายประสาทเทียมแทนที่ในขั นตอนการวนซ  า ในส่วนนี จะ
อธิบายว่า MPA และโครงข่ายประสาทเทียมท างานอย่างไร 

3.2.1) ขั้นตอนวิธีการส่งผ่านข้อความ MPA การตรวจหาของ 
SCMA ได้มาจากการหาค่าสูงสูดของความน่าจะเป็นภายหลัง 
(posterior probability)  

 
                       𝐗𝐗 = arg   max

𝐗𝐗𝜖𝜖𝐗𝐗𝐽𝐽,𝐾𝐾
  𝑝𝑝(𝐗𝐗|𝐲𝐲,̃ ),                    (11) 
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ในขณะที่  𝐗𝐗 =  [𝐱𝐱𝟏𝟏, 𝐱𝐱𝟐𝟐, 𝐱𝐱3, … , 𝐱𝐱𝐽𝐽] และ  𝐱𝐱𝑗𝑗 ∈ 𝐗𝐗 โดย  𝑗𝑗 =
1,2,3, … , 𝐽𝐽 ทั้งน้ี 𝐗𝐗𝒋𝒋 แสดงถึงเซตสัญญาณกลุ่มดาวของผู้ ใช้
ล าดับที่ 𝑗𝑗 และ 𝐗𝐗𝐽𝐽,𝐾𝐾 คือสัญญาณกลุ่มดาวทั้งหมดที่รวมกันจาก

ผู้ใช้ที่แตกต่างกัน จากการค านวณความน่าจะเป็นตามขอบใน
สมการที่ 11 การตัดสินใจของแต่ละผู้ใช้ สามารถเขียนได้เป็น

 

 
      รูปที่ 2  โครงสรา้งของโครงข่ายประสาทเทียม โดยกล่องสี่เหลี่ยมสีฟ้าคือแต่ละบล็อก และบล็อกเล็กในวงสีแดงคือบล็อกการเชื่อมต่อรวม  
 

𝐱̂𝐱𝑗𝑗 = arg  max
𝐗𝐗𝜖𝜖𝐗𝐗𝐽𝐽,𝐾𝐾

  ∑ 𝑝𝑝(𝐗𝐗|𝐲̃𝐲)
𝐗𝐗𝜖𝜖𝐗𝐗𝐽𝐽,𝐾𝐾,𝐱𝐱𝒋𝒋=[𝐗𝐗]𝒋𝒋

,            (12) 

 
ในขณะที่ 𝐱̂𝐱𝑗𝑗 คือค่าที่ได้จากการประมาณ (estimation) ทั้งน้ี

เราสามารถใช้วิธี MPA มาหาค าตอบในสมการ (12) ได้   
ในวิธีของ MPA ค่าความน่าจะเป็นภายหลังถูกค านวณโดย  

การวนซ้ า มีสองชนิดของข้อความที่ถูกค านวณและแลกเปลี่ยนใน
กราฟปัจจัย ข้อความที่ถูกส่งจากทรัพยากรล าดับที่ 𝑘𝑘 ไปยังผู้ใช้
ล าดับที่ 𝑗𝑗 ก าหนดให้เป็น  𝐼𝐼𝑅𝑅𝑘𝑘→𝑢𝑢𝑗𝑗

𝑡𝑡  และข้อความที่ถูกส่งจากผู้ใช้
ล าดับที่ 𝑗𝑗  ไปยังทรัพยากรล าดับที่ 𝑘𝑘 ก าหนดให้เป็น 𝑄𝑄𝑢𝑢𝑗𝑗→𝑅𝑅𝑘𝑘

𝑡𝑡  
โดย 𝑡𝑡 คือดรรชนีการวนซ้ า เพื่อให้ข้อความสองชนิดปรับให้
ถูกต้องมากขึ้นตามสมการ 

 
𝐼𝐼𝑅𝑅𝑘𝑘→𝑢𝑢𝑗𝑗

𝑡𝑡 (x𝑗𝑗) = ∑ 𝑝𝑝(𝐲̃𝐲𝑘𝑘|x𝑗𝑗1, 𝑗𝑗1
X𝑉𝑉(𝑘𝑘)\𝑗𝑗

∈ 𝑉𝑉(𝑘𝑘)) 

× ∏ 𝑄𝑄𝑢𝑢𝑗𝑗2→𝑅𝑅𝑘𝑘
𝑡𝑡−1

𝑗𝑗2∈𝑉𝑉(𝑘𝑘)\𝑗𝑗
(x𝑗𝑗2)                     

                        = ∑ 1
√2𝜋𝜋𝜎𝜎2 exp 

X𝑉𝑉(𝑘𝑘)\𝑗𝑗

(− 1
2𝜎𝜎2 𝐴𝐴𝑘𝑘) 

 × ∏ 𝑄𝑄𝑢𝑢𝑗𝑗2→𝑅𝑅𝑘𝑘
𝑡𝑡−1

𝑗𝑗2∈𝑉𝑉(𝑘𝑘)\𝑗𝑗
(x𝑗𝑗2)             (13) 

 

𝐴𝐴𝑘𝑘 = ‖𝑦̃𝑦𝑘𝑘 − ∑ ℎ́𝑘𝑘 ∙ 𝑥𝑥𝑘𝑘
𝑗𝑗1

𝑗𝑗1∈𝑉𝑉(𝑘𝑘)
‖

2

,              (14) 

 
𝑄𝑄𝑢𝑢𝑗𝑗→𝑅𝑅𝑘𝑘

𝑡𝑡 (x𝑗𝑗) = 𝑝𝑝(x𝑗𝑗) ∏ 𝐼𝐼𝑅𝑅𝑘́𝑘→𝑢𝑢𝑗𝑗
𝑡𝑡−1 (x𝑗𝑗),

𝑘́𝑘∈𝑅𝑅(𝑗𝑗)\𝑘𝑘
           (15) 

 

รูปที่ 3: บล็อกการเชื่อมต่อรวม โดยแถบสีทีต่่ออยู่กับเซลล์ประสาทเป็นการ
น าเข้าของโครงข่าย   

 
โดย ỹ𝑘𝑘 คือสัญญาณที่รับได้ของทรัพยากรล าดับที่ 𝑘𝑘  ที่ได้

ผ่านการปรับแต่งและถอดรหัสในขั้นตอนของ STBC เรียบร้อย
แล้ว ในขณะที่ ℎ́𝑘𝑘 เป็นอัตราขยายช่องสัญญาณเฟดดิง (channel 
fading gains) ของทรัพยากรล าดับที่ 𝑘𝑘 หลังจากผ่านขั้นตอน
ของ STBC มาแล้ว  ในขณะที่  𝑅𝑅(𝑗𝑗)\𝑘𝑘 เป็นเซตของ 𝑅𝑅(𝑗𝑗) 
หลังจากการน าส่วนประกอบ 𝑘𝑘 ออกไป และ 𝑉𝑉(𝑘𝑘)\𝑗𝑗 หมายถึง
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เซตของ 𝑉𝑉(𝑘𝑘) หลังจากน าส่วนประกอบ 𝑗𝑗 ออกไป โดย X𝑉𝑉(𝑘𝑘)\𝑗𝑗 
แสดงถึงสัญลักษณ์ที่ส่งโดยผู้ใช้รายอ่ืน ๆ  ที่เป็นไปได้ ในเซตของ 
𝑉𝑉(𝑘𝑘) ที่คาดหวังส าหรับผู้ใช้ล าดับที่ 𝑗𝑗  

 
สมการที่ (13) และ (15) เม่ือถูกปรับจากการคูณเป็นการบวก

ด้วยฟังก์ชันลอการิทึม สามารถเขียนใหม่ได้เป็น 

𝐿𝐿𝐿𝐿𝑅𝑅𝑘𝑘→𝑢𝑢𝑗𝑗
𝑡𝑡 (x𝑗𝑗) = ln ( ∑ exp (− 1

2𝜎𝜎2 𝐴𝐴𝑘𝑘
X𝑉𝑉(𝑘𝑘)\𝑗𝑗

+    ∑ 𝐿𝐿𝐿𝐿𝑢𝑢𝑗𝑗2 →𝑅𝑅𝑘𝑘
𝑡𝑡−1 (x𝑗𝑗2)

𝑗𝑗2∈(𝑘𝑘)\𝑗𝑗
 )) + 𝛽𝛽 

≈ max𝑥𝑥𝑗𝑗
(− 1

2𝜎𝜎2 𝐴𝐴𝑘𝑘 + ∑ 𝐿𝐿𝐿𝐿𝑢𝑢𝑗𝑗2→𝑅𝑅𝑘𝑘
𝑡𝑡−1 (x𝑗𝑗2)

𝑗𝑗2∈(𝑘𝑘)𝐽𝐽𝐽𝐽𝐽𝐽
 ) + 𝛽𝛽 

                                         (16) 
 

𝐿𝐿𝐿𝐿𝑢𝑢𝑗𝑗→𝑅𝑅𝑘𝑘
𝑡𝑡 (x𝑗𝑗) = ln(𝑝𝑝(x𝑗𝑗)) + ∑ 𝐿𝐿𝐿𝐿𝑅𝑅𝑘́𝑘→𝑢𝑢𝑗𝑗

𝑡𝑡−1 (x𝑗𝑗)
𝑘́𝑘∈𝐶𝐶(𝑗𝑗)\𝑘𝑘

,     

(17)  
    

โดย 𝛽𝛽 = 1 √2𝜋𝜋𝜎𝜎2⁄      
 
3.2.2) สถาปัตยกรรมโครงข่ายประสาทเทียม จากขั้นตอนวิธี

ในการค านวณของ  MPA มีความเป็นไปได้ที่จะแทนที่ด้ วย
โครงข่ายประสาทเทียมโดยการจัดการให้แพร่กระจายเข้าไปใน
โครงข่าย ก าหนดให้โครงข่ายประสาทเทียมแบบลึกประกอบด้วย 
4 บล็อก ที่แต่ละบล็อกประกอบด้วย 2 ชั้น แสดงในรูปที่ 2 ทั้งน้ี
การค านวณหลักจะอยู่ในสมการที่ (16) และ (17)  ในวิธีของ 
MPA แต่ละรอบของการค านวณสมการที่  (16) และ (17) 
สามารถแผ่ออก โดยแพร่กระจายระหว่าง 2 ช้ันในบล็อก ทั้งน้ีจะ
มีบล็อกย่อยภายในที่เรียกว่า บล็อกการเชื่อมต่อรวม อยู่ในรูปที่ 
3 โดยมีการค านวณที่เป็นไปตาม 

 

𝐿𝐿𝐿𝐿𝑅𝑅𝑘𝑘→𝑢𝑢𝑗𝑗
𝑡𝑡 (x𝑗𝑗) = max

𝐗𝐗𝑉𝑉(𝑘𝑘)\𝑗𝑗
(−

𝑐𝑐2(𝑙𝑙+1),𝑗𝑗1,𝑗𝑗,𝑘𝑘
2𝜎𝜎2 𝐴𝐴𝑘𝑘  

+ ∑ 𝑤𝑤2(𝑙𝑙+1),𝑗𝑗2,𝑗𝑗,𝑘𝑘𝐿𝐿𝐿𝐿𝑢𝑢𝑗𝑗2→𝑅𝑅𝑘𝑘
2𝑙𝑙+1 (x𝑗𝑗2)

𝑗𝑗2∈(𝑘𝑘)\𝑗𝑗
 )

+ 𝑎𝑎𝑗𝑗,𝑘𝑘𝛽𝛽 
 (18) 

 

จากรูปที่ 1 ค่า 𝑑𝑑𝑓𝑓 = 3  และมี 𝑉𝑉(𝑘𝑘)\𝑗𝑗 มี  2 ส่วนประกอบ 
จากรูปที่ 3 จะเห็นได้ว่าบล็อกการเชื่อมต่อรวมมี 2 การน าเข้า 
(input) ในที่น้ีรับเข้ามาเพื่อค านวณ 𝐿𝐿𝐿𝐿𝑅𝑅𝑘𝑘→𝑢𝑢𝑗𝑗

𝑡𝑡   ทั้งน้ีค่า M ถูกตั้ง
ค่าให้เท่ากับ 4 ที่แต่ละผู้ใช้มี  4  สัญลักษณ์  ดังน้ันแต่ละการ
น าเข้าของบล็อกการเชื่อมต่อมี 4  โหนด  โดยแถบสีทีถู่กเชื่อมต่อ
เข้าไปยัง เซลล์ประสาท (neurons) ก่อนที่จะเข้าสู่กระบวนการ
รวมแบบหาค่ามากที่สุด (max-pooling) เป็นการรับเข้าเพื่อ
ค านวณหาค่า 𝐴𝐴𝑘𝑘  โดยค่าของ 𝛽𝛽  ในสมการ (18) เป็นค่า
ออฟเซตของเซลล์ประสาท ทั้งน้ีเซลล์ประสาทจะก าหนดค่าถ่วง
น้ าหนัก 𝑤𝑤 ให้กับการน าเข้าต่าง ๆ และน ามารวมกันก่อนน าออก 
(output) สัญญาณที่ถูกน าออกจากเซลล์ประสาทต่าง ๆ จะถูก
ด าเนินการโดยการหาค่าสูงสุดและผลลัพธ์ที่ได้จะถูกรวมเข้า
ด้วยกันไปเป็นกลุ่ม 4  โหนด เน่ืองจากค่า 𝐱𝐱𝑗𝑗 มีอยู่ 4 ค่า ในชั้น
แรกของบล็อกจะมีการค านวณที่เป็นไปตาม 

 
𝐿𝐿𝐿𝐿𝑢𝑢𝑗𝑗→𝑅𝑅𝑘𝑘

(2𝑙𝑙+1)(x𝑗𝑗) = 𝑏𝑏2𝑙𝑙+1,𝑗𝑗,𝑘𝑘ln(𝑝𝑝(x𝑗𝑗))

+ ∑ 𝑤𝑤2𝑙𝑙+1, 𝑘́𝑘,𝑗𝑗,𝑘𝑘𝐿𝐿𝐿𝐿𝑅𝑅𝑘́𝑘→𝑢𝑢𝑗𝑗
2𝑙𝑙 (x𝑗𝑗)

𝑘́𝑘∈𝐶𝐶(𝑗𝑗)\𝑘𝑘
 

 (19) 
 

โหนดต่าง ๆ หน้าสุดจะถูกยึดไว้รวมเป็น 4 กลุ่ม ท าหน้าที่รับ
และเก็บ สัญญาณที่น าเข้ามาจากบล็อกก่อนหน้าและน ามา
ค านวณได้เป็น 𝐿𝐿𝐿𝐿𝑢𝑢𝑗𝑗→𝑅𝑅𝑘𝑘

(2𝑙𝑙+1)  โดยการน าออกของแต่ละกลุ่มโหนดใน
กรณีที่บล็อกแรกที่ไม่มีการน าเข้าจะถูกตั้งค่าให้เป็น ln (1 𝑀𝑀)⁄   
สัญญาณที่น าออกจะถูกส่งต่อไปยังกลุ่มเซลล์ประสาท  6 กลุ่ม ที่
มีการถ่วงน้ าหนักการน าเข้า  

จากสมการ 19 และ 20 จะเห็นได้ว่าเราไม่ได้ประยุกต์ใช้
ฟังก์ชันกระตุ้น (activation function) ที่มักจะถูกใช้ในโครงข่าย
ประสาทเทียมเพื่อให้แน่ใจว่าการน าออกของเซลล์ประสาทเป็น
แบบไม่เชิงเส้น อย่างไรก็ตามเราจ าเป็นที่จะต้องท าให้โครงข่าย
ประสาทเทียมสมมูลกับ MPA  ดังน้ันเราจึงใช้เพียงการรวมกัน
แบบเชิงเส้นของการน าเข้าเซลล์ประสาทที่ท าให้ได้ผลลัพธ์น า
ออก  

ส าหรับชั้นน าออก (output layer) มีการค านวณที่เป็นไป
ตามสมการ (20) เพื่อใช้ในการค านวณฟังก์ชันการส่งผ่าน หรือ 
ลอจิต (logits) น าออกของโครงข่าย ที่ได้น ามาประยุกต์ใช้ใน
กระบวนการของ MPA 
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𝐿𝐿𝐿𝐿𝑢𝑢𝑗𝑗 (x𝑗𝑗) = ln(𝑝𝑝(x𝑗𝑗)) + ∑ 𝐿𝐿𝐿𝐿𝑅𝑅𝑘́𝑘→𝑢𝑢𝑗𝑗
𝐿𝐿 (x𝑗𝑗)

𝑘́𝑘∈𝐶𝐶(𝑗𝑗)
       (20) 

 
สุดท้ายเป็นขั้นตอนการตัดสินใจโดยการประมาณค่ าของ
สัญลักษณ์ได้โดย 

 
𝐱́𝐱𝑗𝑗 = arg  max

𝑥𝑥𝑗𝑗
 𝐿𝐿𝐿𝐿𝑢𝑢𝑗𝑗(x𝑗𝑗) , 𝑗𝑗 = 1,2, ⋯ , 𝐽𝐽         (21) 

ส่วนถัดไปเป็นการหาค่าฟังก์ชันสูญเสีย (loss function) 
เพื่อที่จะฝึกฝนโครงข่ายประสาทเทียมอย่างเหมาะสม ก าหนดให้
เป็นไปตาม 

 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = E {∑ 𝐼𝐼(x𝑗𝑗
𝑗𝑗

, x́𝑗𝑗)log (
exp (𝐿𝐿𝐿𝐿𝑢𝑢𝑗𝑗 (x𝑗𝑗))

∑ exp (𝐿𝐿𝑄𝑄𝑢𝑢𝑗𝑗(x́𝑗𝑗))x́𝑗𝑗

)}, 

 

(22) 
 

ในขณะที่ 𝐼𝐼(x𝑗𝑗, x́𝑗𝑗) เป็นฟังก์ชันตัวชี้บอก (indicator function) 
ที่เป็นไปตาม 
 

𝐼𝐼(x𝑗𝑗, x́𝑗𝑗) = {1,    x𝑗𝑗 = x́𝑗𝑗  
0,    x𝑗𝑗 ≠ x́𝑗𝑗  ,                      (23) 

 
และ E{∙} เป็นการค านวณหาค่าคาดหมาย  (expectation) โดย
ฟังก์ชันสูญเสียถือได้ว่าเป็นเอนโทรปีข้าม (cross entropy) ของ
ฟังก์ชันค่าสูงสุดอย่างอ่อน (softmax function)  การน าออก
ของ  4 เซลล์ประสาทถูกท าให้เป็นบรรทัดฐาน (normalize) 
ด้วยฟังก์ชันค่าสูงสุดอย่างอ่อนที่อิสระจากกัน  เน่ืองจากเป็นไป
ไม่ได้ที่จะค านวณหาค่าคาดหมายในระหว่างการฝึกฝน ดังน้ันเรา
จึงแทนที่ฟังก์ชัน E{∙}  ด้วยการหาค่าเฉลี่ย 
 
3.3) การทดลองเชิงตัวเลข (numerical experiments)  

การทดสอบระบบเป็นการจ าลองการเชื่อมโยงขาลงของ 
STBC 3x4 MIMO SCMA ที่ส่งสัญญาณเหนือช่องสัญญาณ 
เฟดดิงแบบเรย์ลี  ก่ึง-สถิตย์   ก าหนดให้ STBC-MIMO  มี
สายอากาศ  𝑁𝑁𝑇𝑇 = 3 และ  𝑁𝑁𝑅𝑅 = 4  บล็อกรหัส ST   มีอัตรา
เข้ารหัสเท่ากับ  1/2 ในขณะที่วิธีการของ SCMA ใช้คู่มือรหัส  4-
ary แบบ circular QAM (3,4)  ดังรูปที่  4  ที่ถูกน าเสนอใน [20] 
และใชเ้ทคนิคการส่งรหัสค า SCMA ข้ามบล็อกรหัส ปริภูมิ-เวลา 
[21] เพื่อเพิ่มอัตราขยายไดเวอร์ซิตี ทั้งน้ี SCMA ถูกก าหนดค่าตัว

แปร  ที่ เ ป็ น ไปตาม  :  𝑁𝑁 = 2, 𝐽𝐽 = 6, 𝐾𝐾 = 4 , 𝑑𝑑𝑓𝑓 = 3   บิต
ข้อมูล ได้ถูกเข้ารหัสด้วยรหัสคอนโวลูชั่นที่อัตรา 0.5 โดยวิธีการ
ตรวจหาใช้ทั้งแบบ MPA และโครงข่ายประสาทเทียมเพื่อน ามา
เปรียบเทียบ  

3.3.1) การฝึกฝนโครงข่ายประสาทเทียม เราได้สร้าง
โครงข่ายประสาทเทียมโดยใช้เฟรมเวอร์ค TensorFlow [18] ที่
เป็นโอเพนซอร์สคลังโปรแกรม (library) ของ Google ที่ง่าย 

 

 
 

  
รูปที่ 4  สัญลักษณ์กลุ่มดาว  SCMA 4 จุด ที่ถูกฉายลงไป 3 จุดต่อ  1 มติิ 

เชิงซ้อน  [20] 
 
ต่อการใช้งานและไม่มีค่าใช้จ่าย เพื่อที่จะลดเวลาในการฝึกฝน
และได้ผลลัพธ์ที่ดีขึ้น ส่วนส าคัญคือการก าหนดค่าเ ริ่ มต้น
พารามิเตอร์ทั้งหมดของโครงข่ายประสาทเทียมให้มีค่าเท่ากัน แต่
ไม่เท่ากับศูนย์ โดยเราได้ตั้งค่าอัตราการฝึกฝนเริ่มต้นเท่ากับ 
0.001 และเราเลือกใช้ตัวเพิ่มประสิทธิภาพ (optimizer) ของ 
Adam [19] ที่ท าให้ค่าพารามิเตอร์ทั้งหมดในโครงข่ายประสาท
เทียมเหมาะที่ สุด  (optimize)  เพียงพอที่น าไป ใช้ งาน ได้  
เน่ืองจากเป็นตัวเพิ่มประสิทธิภาพ เกรเดียนต์ขั้นสูงช่วยปรับแต่ง
อัตราการเรียนรู้ในแต่ละขึ้นตอนได้  ในขณะที่วิธีการเคลื่อนลง
ตามความชันเกรเดียนต์ (stochastic gradient descent : SGD) 
แบบธรรมดาท าไม่ได้  เราได้ฝึกฝนโครงข่ายประสาทเทียม 2 ตัว 
ที่มี 2 บล็อก และ 4 บล็อก โดยทั้ง 2 โครงข่ายจะถูกฝึกฝน
ภายใต้ช่องสัญญาณเฟดดิงแบบเรย์ลี เสมือน-สถิตย์ ที่มีการ
ก าหนดค่าอัตราส่วนสัญญาณต่อสัญญาณรบกวน (signal to 
noise ratio : SNR)  ไว้ล่วงหน้าก่อน อย่างไรก็ตามหลังจากการ
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ฝึกฝนโครงข่ายประสาทเที ยม น้ี จะมีการท างานอย่ าง มี
ประสิทธิภาพกับค่า SNR ต่าง ๆ ได้ 

3.3.2) ชุดข้อมูล (data set) ของระบบ SCMA ทั้ง 6 ผู้ใช้ มี
การรวมกันของสัญญาณรหัสค าทั้งหมด 4096 สัญญาณ เราได้
สร้างชุดข้อมูลของสัญญาณ SCMA ส าหรับการฝึกฝนโครงข่าย
ประสาทเทียม โดยในแต่ละรอบของการฝึกฝน เราจะก าเนิด 
4096 สัญญาณ ที่มีสัญญาณรบกวนแตกต่างกันไป โดยชุดข้อมูล
ส าหรับฝึกฝนจะถูกก าหนดให้มีค่า SNR คงที่ที่ 1.5 dB เม่ือฝึกฝน
เสร็จสิ้น แล้วน าโครงข่ายประสาทเทียม MPA 
 

 
รูปที่ 5  สมรรถนะในแง่ BER ของ MPA ที่มีรอบการวนซ้ าต่างกัน  

บนช่องสัญญาณเฟดดิงแบบเรย์ลี ก่ึง-สถิตย ์
 

 
รูปที่ 6  สมรรถนะในแง่ BER ส าหรับ MPA วนซ้ า 2 รอบ และโครงขา่ย

ประสาทเทียม 2 บล็อก บนช่องสัญญาณเฟดดิงแบบเรย์ลี ก่ึง-สถิตย ์
 

 
รูปที่ 7  สมรรถนะในแง่ BER ส าหรบั MPA วนซ้ า 4 รอบ และโครงขา่ย

ประสาทเทียม 4 บล็อก บนช่องสัญญาณเฟดดิงแบบเรย์ลี ก่ึง-สถิตย ์
 
มาทดสอบระบบ MIMO-SCMA โดยสร้างชุดข้อมูลด้วยวิธีการ
เดียวกันแต่มีการปรับระดับขั้นของ SNR ไปครั้งละ 1 dB 
  

4) ผลการทดสอบ 

จากรูปที่ 5 เป็นผลการจ าลองระบบ STBC 3x4 MIMO 
SCMA ที่ใช้วิธีการตรวจหา MPA แบบดั งเดิม เปรียบเทียบ
สมรรถนะในแง่อัตราความผิดพลาดบิต (bit error rate : BER)  
เม่ือมีการปรับจ านวนการวนซ  า จะเห็นได้ว่าเม่ือจ านวนการวนซ  า
เพิ่มจาก 1  รอบเป็น 2 รอบ สมรรถนะของระบบก็จะดีขึ นอย่าง
เห็นได้ชัด และการวนซ  าในรอบถัด ๆ ไปสมรรถนะของระบบก็
จะสูงขึ นไปเรื่อย ๆ สังเกตได้ว่าเ ม่ือการวนซ  าเข้าสู่รอบที่  4 
สมรรถนะของ MPA มีจะเริ่มมีการลู่เข้า (convergence)  

การเปรียบเทียบสมรรถนะในแง่ BER ของวิธี MPA และ
โครงข่ายประสาทเทียมอยู่ในรูปที่ 6 และรูปที่ 7 เพื่อที่จะให้มี
การทดสอบอย่างเท่าเทียม เราจะตั งค่าให้โครงข่ายประสาทเทียม
เป็น 2 และ 4 บล็อก เปรียบเทียบกับ MPA ที่มีการวนซ  า 2 และ  
4 รอบตามล าดับ  จากรูปที่ 6 สังเกตได้ว่าโครงข่ายประสาท
เทียมมีสมรรถนะที่สูงกว่า MPA ในช่วงที่มี SNR สูง หลังจาก
จุดตัดของกราฟที่ SNR = 0.5 dB โดยโครงข่ายประสาทเทียม
ต้องการ SNR น้อยกว่า MPA 0.3 dB ที่ BER = 10-3  จากรูปที่ 
7  จะเห็นได้ว่าโครงข่ายประสาทเทียม 4 บล็อก ก็มีสมรรถนะที่
เหนือกว่า MPA โดยต้องการ SNR น้อยกว่า 0.15 dB ที่ BER = 
10-3  
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5) สรุป 

เราได้น าเสนอการใช้โครงข่ายประสาทเทียมส าหรับการ
ตรวจหาในระบบ MIMO-SCMA  โดยแสดงให้เห็นถึงวิธีการแผ่ 
กระบวนการท างานของ MPA ไปในโครงข่ายประสาทเทียม โดย
การเพิ่มค่าถ่วงน  าหนักไปที่ขอบของกราฟปัจจัย การท างานของ 
MPA ถูกกระจายไปในการเชื่อมต่อของโครงข่าย จากผลการ
จ าลองระบบ MIMO-SCMA บนช่องสัญญาณเฟดดิงแบบเรย์ลี 
ก่ึง-สถิตย์ แสดงให้เห็นว่าสมรรถนะในแง่ของ BER ของการ
ตรวจหาที่ใช้โครงข่ายประสาทเทียมเหนือกว่าวิธี MPA แบบ
ดั งเดิมในช่วงที่มี SNR สูง ทั งนี  โครงข่ายประสาทเทียมสามารถ
เร่งการท างานบนสถานีเคลื่อนที่ด้วยการใช้ชิป ปัญญาประดิษฐ์ 
(artificial intelligence : AI)   
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