
 

 
 

ข้อเสนอแนะ การใช้งาน Google maps API นั ้นมีข้อจ ากัดใน
หลายๆ ดา้น รวมถงึเรื่องภาษาที่ใชใ้นการเขยีนโปรแกรม ซึ่ง API ของ 
Google maps จะสามารถใชง้านฟงัก์ช ัน่ไดเ้ต็มประสทิธภิาพ ผ่านการ
เขียนโปรแกรมด้วยภาษา PHP และ JAVA script เน่ืองจากมี API 
ส าหรบัภาษาทัง้สองโดยเฉพาะ   
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บทคดัย่อ 
  งานวิจัยน้ีน าเสนอการวเิคราะห์และการท านายสภาพคล่องการจราจร
ดว้ยเทคนิคโครงข่ายประสาทเทียมแบบถดถอยอัตโนมัติไม่เป็นเชิงเส้น
ร่วมกับข้อมูลอินพุตภายนอก (NARX) โดยมีการแบ่งการก าหนดค่าในการ
เรยีนรูข้องโครงข่ายประสาทเทยีมเป็น 2 สว่น สว่นแรกการก าหนดค่าดีเลย์
เท่ากับ 2 และส่วนที่สองค่าดเีลย์เท่ากับ 4 เพื่อเปรียบเทียบผลลพัธ์และหา
ค่าที่เหมาะสมที่สุดในการน าไปสร้างแบบจ าลอง NARX โดยอาศัยการใช้
ข้อมูลจ าลองที่สรา้งมาจากสมการแม็กกี้กลาสมคีวามผนัผวนเหมือนสภาพ
คล่องการจราจร จ านวน 1000 ชุดขอ้มูล และน าขอ้มูลมาวเิคราะห์หาผลลพัธ์
ดว้ยแบบจ าลอง NARX โดยสามารถน าไปพฒันาต่อในการท าแอพพลิเคชัน่
หรือเว็บแอพพลิเคชัน่ที่ครอบคลุมพื้นที่ใช้งานในกรุงเทพมหานครไดต้่อไป
ในอนาคต 
 
ค าส าคัญ: การวิเคราะห์, การท านาย , สภาพคล่องการจราจร, NARX,     
สมการแมก็กี้กลาส  
 
ABSTRACT 
 This paper proposes the traffic flow analytics and prediction using 
nonlinear autoregressive network with exogenous inputs technique 
(NARX). The learning of neural network is divided into 2 configuration 
parts. The configuration delays are 2 and 4 to compare the results and 
find optimal configuration value for create NARX model using the 
simulate data.  The chaotic simulate data set are generate by Mackey 
glass equation.  Then analyze data set using NARX model.  This able 
to developed to application or web application used in Bangkok.  
 
Keywords: Analytics, Prediction, Traffic Flow, Mackey Glass Equation, 
NARX 
 
 
 

1) ที่มาและความส าคญั 
 เมื่ อ ปีพ .ศ .2559 ที่ผ่านมาจากผลส ารวจสภาพการจราจร 
กรุงเทพมหานครเป็นอนัดบัที่ 1 ที่มีการจราจรติดขดัที่สุดในโลก[1] 
แต่วิถีชีวิตในกรุงเทพมหาครกลบัมีความเร่งรีบในการเดินทางเป็น
อยา่งมาก อกีทัง้ปญัหาสภาพการจราจรภายในกรุงเทพมหานครที่ยงั
ไม่ได้รบัการแก้ไขมาเป็นเวลานาน ท าให้ผูค้นเริ่มหนัมาหลีกเลี่ยง
เสน้ทางที่มกีารจราจรหนาแน่น แต่ทว่ากไ็ม่สามารถคาดการได้อย่าง
ถูกต้องเสมอไปแม้จะใช้แอพพลิเคชัน่ที่มีในปจัจุบ ันเพื่อดูข้อมูล
การจราจร ณ เวลานัน้ๆ เน่ืองแอพพลิเคชัน่ยงัไม่สามารถวิเคราะห์
ผลลพัธ์ได้อย่างแม่นย าที่ตอบสนองความพึงพอใจของผูใ้ช้ประกอบ
กบัตวัแอพพลเิคชัน่ยงัไม่สามารถท านายผลการจราจรล่วงหน้าได ้ ท า
ให้ผู้วิจ ัยมีแนวคิดที่จะริเริ่มในการท าระบบวิเคราะห์สภาพคล่อง
การจราจรที่มีความแม่นย าขึ้นและการท านายผลสภาพค ล่อง
การจราจรโดยการน า NARX (Nonlinear Autoregressive Network 
with Exogenous) มาช่วยเพิม่ประสทิธภิาพของกระบวนการวเิคราะห์
สภาพคล่องการจราจร เพื่อให้คนที่ใช้ชีวิตในเมืองหลวงสามารถรู้
ล่วงหน้าถึงสภาพการจราจรและวางแผนการเดินทาง หรือหลีกเลี่ยง
เสน้ทางที่แออดัไดอ้ยา่งถูกตอ้ง 
 งานวิจยัน้ีได้ท าการเปรียบเทียบผลลพัธ์จากการท านายสภาพ
คล่องการจราจรดว้ยการก าหนดค่าในการเรยีนรูข้องโครงขา่ยประสาท
เทียมที่ต่างกนัออกไป เพื่อเปรียบเทียบและหาค่าที่เหมาะสมที่สุดใน
การสรา้งแบบจ าลอง NARX โดยจ าลองขอ้มูลสภาพการจราจรขึ้นมา
จากสมการแม็กกี้ กลาสที่มีความใกล้เคียงกนั เพื่อน าไปใชใ้นการท า
แอพพลเิคชัน่หรอืเวบ็แอพพลเิคชัน่ต่อไปในอนาคต 
 

2) ทฤษฎแีละงานวจิยัที่เกี่ยวขอ้ง 
2.1) สมการแมก็กี้กลาส (Mackey Glass Equation)  
 สมการแม็กกี้กลาสเป็นสมการดิฟเฟอเรนเชียลที่ไม่เป็นเชงิเสน้
โดยมีค่าหน่วงเวลา สมการแม็กกี้กลาสจะแสดงช่วงของเวลาและ
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สญัญาณอลวนซึ่งเหมาะแก่การน ามาใชใ้นการจ าลองขอ้มูลที่มคีวาม
ผนัผวน ไม่เป็นเชิงเส้น [2] ดงัรูปที่ 1 โดยในงานวิจยัครัง้น้ีเป็นการ
วิเคราะห์ขอ้มูลสภาพการจราจรของกรุงเทพมหานครซึ่งเป็นข้อมูล
แบบอนุกรมเวลา (Time series) ที่ เปลี่ยนแปลงไปตามเวลาใน
ลกัษณะไม่เป็นเชงิเส้น การจ าลองการจราจรในช่วงเวลาใดๆ ( 𝑡𝑡 ) ที่
มีค่าหน่วงเวลา  ( 𝑟𝑟 ) โดยให้มีฟีเจอร์ที่เกี่ยวขอ้งกบัเวลาเพื่อให้มี
ลกัษณะใกลเ้คยีงกบัขอ้มูลจริง เช่น เทรนด ์ความแปรผนัตามฤดูกาล 
วั ฏ จั ก ร  เ ป็ น ต้ น  ส า ม า ร ถ ท า ใ ห้ ไ ด้ โ ด ย ใ ช้ ส ม ก า ร 
แมก็กีก้ลาสดงัสมการที่ 1  
 

   𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑 = 𝑎𝑎𝑎𝑎(𝑡𝑡−𝑟𝑟)

1+(𝑥𝑥−𝑟𝑟)10 − 𝑏𝑏𝑏𝑏(𝑡𝑡)  (1) 
 

 
รูปที ่1: ตวัอยา่งขอ้มลูทีส่ร้างจากสมการแมก็กีก้ลาส 

 
2.2) แบบจ าลอง NARX 
 โครงข่ายประสาทเทียมเป็นโมเดลทางคณิตศาสตร์ที่ใช้ในการ
ประมวลผลสารสนเทศด้วยการค านวณด้วยเทคนิคคอนเนคชันนิส
(Connectionist) ที่เลียนแบบมาจากสมองของมนุษย์ ส่วน NARX 
เป็นโครงข่ายประสาทเทียมชนิดหน่ึงที่ใช้ขอ้มูลเชิงเวลาโดยอาศัย
ขอ้มูลอินพุตภายนอกในการเรียนรู้ของโครงข่ายประสาทเทียมซึ่ง
สามารถป้อนกลับข้อมูลที่ได้เพิ่มความแม่นย าในการเรียนรู้ของ
โครงข่ายประสาทเทียม และสามารถใช้ท านายขอ้มูลในอนาคตได้
อยา่งแม่นย า 

 
รูปที ่2: โครงสร้าง NARX แบบ Closed Loop 

  
2.3) งานวจิยัทีเ่กีย่วขอ้ง 
 NARX เป็นเทคนิคที่มีประโยชน์ในการคาดการณ์ขอ้มูล[3] จึงมี
งานวิจ ัยที่น า NARX ไปประยุกต์ใช้อย่างแพร่หลาย ทัง้ด้านการ
คมนาคม ดา้นพลงังาน ดา้นสิง่แวดลอ้ม รวมถงึดา้นเศรษฐศาสตร์และ
ด้านอื่นๆ งานวิจ ัยทางด้านคมนาคมของคุณ Lejla Banjanović-
Mehmedović และคณะ [4] ได้น า NARX ไปพฒันาระบบการขนส่ง

อจัฉรยิะที่ช่วยเพิม่ความคล่องตวัของการจราจร ผลจากการน า NARX 
ไปใช้กบัระบบท าให้ระบบมคีวามแม่นย าที่สูงขึน้ ด้านเศรษฐศาสตร์ 
คุณ Anita Thakur [5] และคณะ ไดน้ า NARX ไปใชก้บัการคาดการณ์
ราคาน ้ามนัเพื่อก าหนดการผลิตใหต้รงกบัความตอ้งการของผูบ้ริโภค
ได้อย่างเหมาะสม ด้านพลังงานมีการน าไปประยุกต์ใช้ในหลาย
งานวิจยั เช่น คุณ Lidong Zhang และคณะ [6] ได้น า NARX ในการ
ท านายการใช้พลงังานของกงัหนัลมแนวแกนนอนได้อย่างแม่นย า  
หรือ คุณ A.G.R. Vaz และคณะ [7] ได้ใช้ NARX ในการประเมินผล
ของระบบพลงังานแสงอาทิตยข์องเมอืงยูเทรกซแ์ละบริเวณใกล้เคียง 
เพื่อผลิตให้พียงพอแก่การใช้งานและสามารถท านายผลการใช้งาน
ล่วงหน้าไดม้ากกว่า 15 นาท ีอกีทัง้งานวจิยัของคุณ Yang Chunshan 
และ Li Xiaofeng [8] ที่ศึกษาเกี่ยวกบัความสมัพนัธข์องเหมอืงขอ้มูล
กบัการใช้ NARX ในการท านายการใช้ไฟฟ้าของจีน ท าให้สามารถ
แบ่งแยกประเภทขอ้มูลที่เป็นปจัจยัส าคญัต่อการท านายอย่างชดัเจน
และท านายผลลพัธ์ไดอ้ย่างแม่นย ายิง่ขึน้ แต่อย่างไรก็ตามการจะน า 
NARX ไปใช้ต้องมขีอ้มูลอนิพุตที่ถูกต้องและการก าหนดค่าน ้าหนกัที่
เหมาะสม 
 

3) วธิกีารด าเนินการวจิยั 
3.1) สรา้งขอ้มูลจ าลอง 
 ใช้สมการแม็กกี้กลาสในการสร้างข้อมูลจ าลอง เพื่อใช้ในการ
ฝึกสอนโครงขา่ยประสาทเทยีม โดยใชส้มการที่ (1) ในการสรา้งขอ้มูล
จ าลองดว้ยวธิ ี4th-Order Runge-Kutta ดว้ยการก าหนดค่า Step Size 
เท่ากบั 1 และ 𝜏𝜏 เท่ากบั 17 ขอ้มูลที่จ าลองมจี านวนทัง้หมด 1000 ชุด 
ค่าเริม่ตน้เท่ากบั 1.2 ผลลพัธท์ี่ไดก้ารจ าลองขอ้มูลจากสมการแม็กกี้ก
ลาสแสดงดงัรูปที่ 3 

 
รูปที ่3: ขอ้มลูจ าลอง 1000 ชดุ ทีไ่ด้จากสมการแมก็กี้กลาส 

 
3.2) ฝึกสอนแบบจ าลอง NARX 
 การฝึกสอนแบบจ าลอง NARX จะเกี่ยวกับในการก าหนดค่า
น ้าหนักที่เหมาะสม (Weights) รวมถึงโครงข่ายประสาทเทียมที่มคี่า
ชัน้แฝง (Number of Hidden Neurons) อินพุต ( Input) และดีเลย์ 
(Number of Delays) เพื่อใหไ้ดผ้ลลพัธท์ี่ดทีี่สุด ในงานวจิยัน้ีน าขอ้มูล
จ าลองที่ไดท้ี่จากสมการแมก็กีก้ลาสมาป้อนใหก้บัแบบจ าลอง NARX 
ผ่านโปรแกรม MATLAB ด้วยชุดค าสัง่ของ Neural Network Time 
Series Tool โดยแบ่งขอ้มูลจ าลองออกเป็น 3 ชุด ชุดแรกใช้ในการ
ฝึกสอนโครงขา่ยประสาทเทยีม (Training) จ านวน 70 เปอรเ์ซน็ต ์ชุด
ที่สองใช้ในการตรวจสอบ (Validation) จ านวน 15 เปอร์เซ็นต์ ชุดที่
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สญัญาณอลวนซึ่งเหมาะแก่การน ามาใชใ้นการจ าลองขอ้มูลที่มคีวาม
ผนัผวน ไม่เป็นเชิงเส้น [2] ดงัรูปที่ 1 โดยในงานวิจยัครัง้น้ีเป็นการ
วิเคราะห์ขอ้มูลสภาพการจราจรของกรุงเทพมหานครซึ่งเป็นข้อมูล
แบบอนุกรมเวลา (Time series) ที่ เปลี่ยนแปลงไปตามเวลาใน
ลกัษณะไม่เป็นเชงิเส้น การจ าลองการจราจรในช่วงเวลาใดๆ ( 𝑡𝑡 ) ที่
มีค่าหน่วงเวลา  ( 𝑟𝑟 ) โดยให้มีฟีเจอร์ที่เกี่ยวขอ้งกบัเวลาเพื่อให้มี
ลกัษณะใกลเ้คยีงกบัขอ้มูลจริง เช่น เทรนด ์ความแปรผนัตามฤดูกาล 
วั ฏ จั ก ร  เ ป็ น ต้ น  ส า ม า ร ถ ท า ใ ห้ ไ ด้ โ ด ย ใ ช้ ส ม ก า ร 
แมก็กีก้ลาสดงัสมการที่ 1  
 

   𝑑𝑑𝑑𝑑(𝑡𝑡)
𝑑𝑑𝑑𝑑 = 𝑎𝑎𝑎𝑎(𝑡𝑡−𝑟𝑟)

1+(𝑥𝑥−𝑟𝑟)10 − 𝑏𝑏𝑏𝑏(𝑡𝑡)  (1) 
 

 
รูปที ่1: ตวัอยา่งขอ้มลูทีส่ร้างจากสมการแมก็กีก้ลาส 

 
2.2) แบบจ าลอง NARX 
 โครงข่ายประสาทเทียมเป็นโมเดลทางคณิตศาสตร์ที่ใช้ในการ
ประมวลผลสารสนเทศด้วยการค านวณด้วยเทคนิคคอนเนคชันนิส
(Connectionist) ที่เลียนแบบมาจากสมองของมนุษย์ ส่วน NARX 
เป็นโครงข่ายประสาทเทียมชนิดหน่ึงที่ใช้ขอ้มูลเชิงเวลาโดยอาศัย
ขอ้มูลอินพุตภายนอกในการเรียนรู้ของโครงข่ายประสาทเทียมซึ่ง
สามารถป้อนกลับข้อมูลที่ได้เพิ่มความแม่นย าในการเรียนรู้ของ
โครงข่ายประสาทเทียม และสามารถใช้ท านายขอ้มูลในอนาคตได้
อยา่งแม่นย า 

 
รูปที ่2: โครงสร้าง NARX แบบ Closed Loop 

  
2.3) งานวจิยัทีเ่กีย่วขอ้ง 
 NARX เป็นเทคนิคที่มีประโยชน์ในการคาดการณ์ขอ้มูล[3] จึงมี
งานวิจ ัยที่น า NARX ไปประยุกต์ใช้อย่างแพร่หลาย ทัง้ด้านการ
คมนาคม ดา้นพลงังาน ดา้นสิง่แวดลอ้ม รวมถงึดา้นเศรษฐศาสตร์และ
ด้านอื่นๆ งานวิจ ัยทางด้านคมนาคมของคุณ Lejla Banjanović-
Mehmedović และคณะ [4] ได้น า NARX ไปพฒันาระบบการขนส่ง

อจัฉรยิะที่ช่วยเพิม่ความคล่องตวัของการจราจร ผลจากการน า NARX 
ไปใช้กบัระบบท าให้ระบบมคีวามแม่นย าที่สูงขึน้ ด้านเศรษฐศาสตร์ 
คุณ Anita Thakur [5] และคณะ ไดน้ า NARX ไปใชก้บัการคาดการณ์
ราคาน ้ามนัเพื่อก าหนดการผลิตใหต้รงกบัความตอ้งการของผูบ้ริโภค
ได้อย่างเหมาะสม ด้านพลังงานมีการน าไปประยุกต์ใช้ในหลาย
งานวิจยั เช่น คุณ Lidong Zhang และคณะ [6] ได้น า NARX ในการ
ท านายการใช้พลงังานของกงัหนัลมแนวแกนนอนได้อย่างแม่นย า  
หรือ คุณ A.G.R. Vaz และคณะ [7] ได้ใช้ NARX ในการประเมินผล
ของระบบพลงังานแสงอาทิตยข์องเมอืงยูเทรกซแ์ละบริเวณใกล้เคียง 
เพื่อผลิตให้พียงพอแก่การใช้งานและสามารถท านายผลการใช้งาน
ล่วงหน้าไดม้ากกว่า 15 นาท ีอกีทัง้งานวจิยัของคุณ Yang Chunshan 
และ Li Xiaofeng [8] ที่ศึกษาเกี่ยวกบัความสมัพนัธข์องเหมอืงขอ้มูล
กบัการใช้ NARX ในการท านายการใช้ไฟฟ้าของจีน ท าให้สามารถ
แบ่งแยกประเภทขอ้มูลที่เป็นปจัจยัส าคญัต่อการท านายอย่างชดัเจน
และท านายผลลพัธ์ไดอ้ย่างแม่นย ายิง่ขึน้ แต่อย่างไรก็ตามการจะน า 
NARX ไปใช้ต้องมขีอ้มูลอนิพุตที่ถูกต้องและการก าหนดค่าน ้าหนกัที่
เหมาะสม 
 

3) วธิกีารด าเนินการวจิยั 
3.1) สรา้งขอ้มูลจ าลอง 
 ใช้สมการแม็กกี้กลาสในการสร้างข้อมูลจ าลอง เพื่อใช้ในการ
ฝึกสอนโครงขา่ยประสาทเทยีม โดยใชส้มการที่ (1) ในการสรา้งขอ้มูล
จ าลองดว้ยวธิ ี4th-Order Runge-Kutta ดว้ยการก าหนดค่า Step Size 
เท่ากบั 1 และ 𝜏𝜏 เท่ากบั 17 ขอ้มูลที่จ าลองมจี านวนทัง้หมด 1000 ชุด 
ค่าเริม่ตน้เท่ากบั 1.2 ผลลพัธท์ี่ไดก้ารจ าลองขอ้มูลจากสมการแม็กกี้ก
ลาสแสดงดงัรูปที่ 3 

 
รูปที ่3: ขอ้มลูจ าลอง 1000 ชดุ ทีไ่ด้จากสมการแมก็กี้กลาส 

 
3.2) ฝึกสอนแบบจ าลอง NARX 
 การฝึกสอนแบบจ าลอง NARX จะเกี่ยวกับในการก าหนดค่า
น ้าหนักที่เหมาะสม (Weights) รวมถึงโครงข่ายประสาทเทียมที่มคี่า
ชัน้แฝง (Number of Hidden Neurons) อินพุต ( Input) และดีเลย์ 
(Number of Delays) เพื่อใหไ้ดผ้ลลพัธท์ี่ดทีี่สุด ในงานวจิยัน้ีน าขอ้มูล
จ าลองที่ไดท้ี่จากสมการแมก็กีก้ลาสมาป้อนใหก้บัแบบจ าลอง NARX 
ผ่านโปรแกรม MATLAB ด้วยชุดค าสัง่ของ Neural Network Time 
Series Tool โดยแบ่งขอ้มูลจ าลองออกเป็น 3 ชุด ชุดแรกใช้ในการ
ฝึกสอนโครงขา่ยประสาทเทยีม (Training) จ านวน 70 เปอรเ์ซน็ต ์ชุด
ที่สองใช้ในการตรวจสอบ (Validation) จ านวน 15 เปอร์เซ็นต์ ชุดที่

 

สามใชใ้นการทดสอบผล (Testing) จ านวน 15 เปอรเ์ซน็ต ์ โครงสรา้ง
แบบจ าลอง NARX ที่ไดจ้ะเป็นดงัรูปที่ 4 และ 5 

 
รูปที ่4: โครงสร้างของแบบจ าลอง NARX แบบ Close Loop 

 

 
รูปที ่5: โครงสร้างของแบบจ าลอง NARX แบบ Predict 1 Step Ahead 

 
 ในการทดลองครัง้น้ี ค่าผดิพลาดเฉลี่ยก าลงัสอง (Mean Square 
Error : MSE) ถูกน ามาใช้ในการประเมินค่าความแม่นย าในการ
ท านายของแบบจ าลอง NARX ดงัสมการที่ (2) 
 

 𝑀𝑀𝑀𝑀𝑀𝑀 =  1
𝑛𝑛 Ʃ𝑖𝑖=1

𝑛𝑛 (𝑦𝑦(𝑖𝑖)−𝑦𝑦𝑖𝑖
𝑦𝑦(𝑖𝑖) )

2
  (2) 

 
4) ผลการวจิยั 

 แบบจ าลอง NARX ถูกออกแบบให้มีค่าชัน้แฝงเท่ากบั 10 ส่วน
การวิเคราะห์เพื่อหาค่าความแม่นย าในการท านายของแบบจ าลองน้ี
จะขึ้นอยู่ก ับการเปลี่ยนแปลงค่าหน่วงเวลาหรือดีเลย์ การท าลอง
แบบจ าลองจะถูกแบ่งเป็น 2 กลุ่มตามค่าดีเลย์ซึ่งเท่ากับ 2 และ 4 
ตามล าดบั   
 
4.1) ผลลพัธข์องการท านายของแบบจ าลอง NARX ทีค่่าดเีลยเ์ท่ากบั 
2 และ 4 แสดงในรูปที ่6 ก) และ ข) ตามล าดบั  
 

 
ก) กราฟแสดงการท านายโดยใชด้เีลยเ์ท่ากบั 2 

 

 
ข) กราฟแสดงการท านายโดยใชด้เีลยเ์ท่ากบั 4 
รูปที ่6: ผลลพัธ์เชงิเวลาขอ้มลูของแบบจ าลอง NARX 

 
4.2) ค่าความแม่นย าในการท านายของแบบจ าลองดว้ย MSE ของ
แบบจ าลองทัง้ 3 ชุด ทีม่คี่าดเีลยเ์ท่ากบั 2 และ 4 แสดงดงัรูปที ่7  
 

 
ก) กราฟแสดงความแม่นย าการท านายโดยใชด้เีลยเ์ท่ากบั 2 

 

 
ข) กราฟแสดงความแม่นย าการท านายโดยใชด้เีลยเ์ท่ากบั 4 

รูปที ่7: ผลลพัธ์ความแมน่ย าของแบบจ าลอง NARX 
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4.3) ค่าความผดิพลาดของค่าสหสมัพนัธ์ของขอ้มูลของแบบจ าลอง 
NARX ทีค่่าดเีลเท่ากบั 2 และ 4 แสดงในรูปที ่8  
 

 
ก) ความผดิพลาดของค่าสหสมัพนัธข์องขอ้มูลโดยใชด้เีลยเ์ท่ากบั 2 

 

 
ข) ความผดิพลาดของค่าสหสมัพนัธข์องขอ้มูลโดยใชด้เีลยเ์ท่ากบั 4 

รูปที ่8: ความผดิพลาดของค่าสหสมัพนัธ์ขอ้มลูของแบบจ าลอง NARX 
 
 การออกแบบจ าลองโครงขา่ยประสาทเทยีม NARX เพื่อวเิคราะห์
หาค่าน ้าหนักที่มีผลให้แบบจ าลองคาดการณ์ได้แม่นย ามากที่สุด
สามารถท าได้โดยการปรบัเปลี่ยนค่าดีเลยแ์ละค่าชัน้แฝง[9] จากผล
การทดลองที่  4.1 ถึง 4.3 แบบจ าลองถูกออกแบบให้มีค่าชัน้แฝง
เท่ากนัหมดคือ 10 การออกแบบการทดลองในครัง้น้ีเน้นการศึกษา
ความส าคัญของค่าดีเลย์ที่มีผลต่อการท านายโดยแบ่งเป็น 2 กลุ่ม
ได้แก่ ค่าดีเลยเ์ท่ากบั 2 และ 4 จากผลการทดลองพจิารณาจากรูปที่ 
6 7 และ 8 ค่าดีเลยเ์ท่ากบั 4 ส่งผลให้แบบจ าลองท านายได้แม่นย า
ก ว่าค่ าดีเลย์เท่ากับ 2 เมื่ อพิจารณาจากค่า MSE ซึ่ ง เ ป็นการ
เปรยีบเทยีบผลของการท านายเทียบกบัค่าจรงิ โดยแบบจ าลองที่มคี่า
ดีเลยเ์ท่ากบั 2 ให้ค่าการตรวจสอบที่ดทีี่สุดที่รอบ 79 จากจ านวน 85 
รอบ โดยมคี่า MSE เท่ากบั 2.4619e-006 ในขณะที่แบบจ าลองที่มคี่า
ดีเลยเ์ท่ากบั 4 ให้ผลการท านายที่ดีที่สุดในรอบที่ 102 จากทัง้หมด 
108 รอบ ซึ่งมคี่า MSE เท่ากบั 2.2691e-006  
 นอกเหนือจากการออกแบบการทดลองที่เน้นการวิเคราะห์ค่าดี
เลยอ์ย่างเดียวแล้ว งานวิจยัน้ียงัได้ออกแบบการทดลองที่วิเคราะห์
แบบจ าลองโดยใชต้วัแปรทัง้ค่าชัน้แฝงและค่าดีเลยด์งัตารางที่ 1 โดย
ค่าชัน้แฝงมีการเปลี่ยนแปลงตัง้แต่ 1 ถึง 10 ที่ค่าดีเลย์ 2 และ 4 
ตามล าดบั โดยค่าความแม่นย าของแต่ละแบบจ าลอง NARX ประเมิน
โดยค่า MSE ดงักราฟเปรยีบเทยีบในรูปที่ 9  
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

รูปที ่9: กราฟแสดงความแมน่ย าการท านายโดยใชด้เีลยเ์ทา่กบั 2 และ 4 โดยค่าชัน้
แฝงของแบบจ าลองมกีารแปลีย่นแปลงจาก 1 ถงึ 10 ชัน้ 

 
ตารางที่ 1: สรุปผลลพัธท์ี่ไดจ้ากการประมวลผลดว้ย NARX 
Number of 

Delays 
Number of Hidden 

Neurons 
MSE 

2 

1 0.00123 
2 3.81e-05 
3 8.64e-06 
4 6.60e-06 
5 7.29e-06 
6 7.80e-06 
7 4.70e-06 
8 8.57e-06 
9 1.88e-06 
10 6.11e-06 

4 

1 0.0012 
2 2.50e-05 
3 6.69e-06 
4 5.31e-06 
5 6.28e-07 
6 5.96e-07 
7 2.69e-06 
8 5.15e-06 
9 4.25e-06 
10 6.51e-06 

 
 
 
 
 

Hidden neuron 

MSE 
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4.3) ค่าความผดิพลาดของค่าสหสมัพนัธ์ของขอ้มูลของแบบจ าลอง 
NARX ทีค่่าดเีลเท่ากบั 2 และ 4 แสดงในรูปที ่8  
 

 
ก) ความผดิพลาดของค่าสหสมัพนัธข์องขอ้มูลโดยใชด้เีลยเ์ท่ากบั 2 

 

 
ข) ความผดิพลาดของค่าสหสมัพนัธข์องขอ้มูลโดยใชด้เีลยเ์ท่ากบั 4 

รูปที ่8: ความผดิพลาดของค่าสหสมัพนัธ์ขอ้มลูของแบบจ าลอง NARX 
 
 การออกแบบจ าลองโครงขา่ยประสาทเทยีม NARX เพื่อวเิคราะห์
หาค่าน ้าหนักที่มีผลให้แบบจ าลองคาดการณ์ได้แม่นย ามากที่สุด
สามารถท าได้โดยการปรบัเปลี่ยนค่าดีเลยแ์ละค่าชัน้แฝง[9] จากผล
การทดลองที่  4.1 ถึง 4.3 แบบจ าลองถูกออกแบบให้มีค่าชัน้แฝง
เท่ากนัหมดคือ 10 การออกแบบการทดลองในครัง้น้ีเน้นการศึกษา
ความส าคัญของค่าดีเลย์ที่มีผลต่อการท านายโดยแบ่งเป็น 2 กลุ่ม
ได้แก่ ค่าดีเลยเ์ท่ากบั 2 และ 4 จากผลการทดลองพจิารณาจากรูปที่ 
6 7 และ 8 ค่าดีเลยเ์ท่ากบั 4 ส่งผลให้แบบจ าลองท านายได้แม่นย า
ก ว่าค่ าดีเลย์เท่ากับ 2 เมื่ อพิจารณาจากค่า MSE ซึ่ ง เ ป็นการ
เปรยีบเทยีบผลของการท านายเทียบกบัค่าจรงิ โดยแบบจ าลองที่มคี่า
ดีเลยเ์ท่ากบั 2 ให้ค่าการตรวจสอบที่ดทีี่สุดที่รอบ 79 จากจ านวน 85 
รอบ โดยมคี่า MSE เท่ากบั 2.4619e-006 ในขณะที่แบบจ าลองที่มคี่า
ดีเลยเ์ท่ากบั 4 ให้ผลการท านายที่ดีที่สุดในรอบที่ 102 จากทัง้หมด 
108 รอบ ซึ่งมคี่า MSE เท่ากบั 2.2691e-006  
 นอกเหนือจากการออกแบบการทดลองที่เน้นการวิเคราะห์ค่าดี
เลยอ์ย่างเดียวแล้ว งานวิจยัน้ียงัได้ออกแบบการทดลองที่วิเคราะห์
แบบจ าลองโดยใชต้วัแปรทัง้ค่าชัน้แฝงและค่าดีเลยด์งัตารางที่ 1 โดย
ค่าชัน้แฝงมีการเปลี่ยนแปลงตัง้แต่ 1 ถึง 10 ที่ค่าดีเลย์ 2 และ 4 
ตามล าดบั โดยค่าความแม่นย าของแต่ละแบบจ าลอง NARX ประเมิน
โดยค่า MSE ดงักราฟเปรยีบเทยีบในรูปที่ 9  
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

รูปที ่9: กราฟแสดงความแมน่ย าการท านายโดยใชด้เีลยเ์ทา่กบั 2 และ 4 โดยค่าชัน้
แฝงของแบบจ าลองมกีารแปลีย่นแปลงจาก 1 ถงึ 10 ชัน้ 

 
ตารางที่ 1: สรุปผลลพัธท์ี่ไดจ้ากการประมวลผลดว้ย NARX 
Number of 

Delays 
Number of Hidden 

Neurons 
MSE 

2 

1 0.00123 
2 3.81e-05 
3 8.64e-06 
4 6.60e-06 
5 7.29e-06 
6 7.80e-06 
7 4.70e-06 
8 8.57e-06 
9 1.88e-06 
10 6.11e-06 

4 

1 0.0012 
2 2.50e-05 
3 6.69e-06 
4 5.31e-06 
5 6.28e-07 
6 5.96e-07 
7 2.69e-06 
8 5.15e-06 
9 4.25e-06 
10 6.51e-06 

 
 
 
 
 

Hidden neuron 

MSE 

 

5) สรุปผล 
 การน าโครงขา่ยประสาทเทียมแบบ NARX มาใชใ้นการวเิคราะห์
และท านายผลการจราจรจากขอ้มูลจ าลอง พบว่าค่าดีเลยแ์ละค่าชัน้
แฝงของโครงขา่ยประสาทเทียมมีผลต่อความแม่นย าในท านายขอ้มูล
ล่วงหน้า  
 ในอนาคตพฒันาแบบจ าลอง NARX ให้มีความแม่นย ามากขึ้น
และน าไปพฒันาต่อเป็นระบบ ท าเป็นแอพพลิเคชัน่บนมือถือ เพื่อ
หลกีเลี่ยงปญัหาการจราจรที่หนาแน่นไดต่้อไปในอนาคต 
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