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Abstract

The objective of this research aims to apply a machine learning model to detect and
separate the quality of cement paper bags on the production line manufacture process.
There are three proposed models to implement including 1) model for checking the
unqualified and blurred trademark on cement paper bags, 2) model for checking incomplete
letter and trademark on cement paper bags and 3) model for detecting unclear adhesive of
the cement paper bag valve. This study has applied a convolutional neural network (CNN)
and VGG 16, based on python programming language, to learn the types of an image from
cement paper bags. There are three scenarios to consider in this study. The first scenario
focuses on a letter and trademark on a cement paper bag, which is blurred and incomplete.
The second scenario only pays attention to an incomplete letter and trademark. The third
scenario considers unclear adhesive of the cement paper bag valve. The image of cement
paper bags on the production line manufacture process was collected and the Python
language programming was selected to implement proposed models. The results of this
research revealed that the first scenario shows F1-Score 95% for qualified cement paper
bags and F1-Score 92% for unqualified cement paper bags, the second scenario shows
F1-Score 100%, and the third scenario shows F1-Score 100% for quadlified and unqualified

cement paper bags, respectively.
Keywords: Image processing, Convolutional neural network, Machine learning
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3.1 CNN 12 Layer (Enhanced) #an3i3en3aas CNN 12 Layer (Enhanced) {§iein
Accuracy Uazanos 1.00 Jun1aiEenusanuii 150 uazn Loss 152104 0.00 Bagin Accuracy &
AP S 9in (3 A98i897 CNN 12 Layer (Enhanced) Hanunsa ¥ iuuLLS1aeemsaasay
wan 19l

3.2 VGG 16 nan33ewires VGG 16 [irn Accuracy Uszanns 1.00 Tunia@ens
58U7 200 WAz Loss Usznod 0.00 Bepin Accuracy SAnmmunosiiinme (s aviiadn
VGG 16 flsnsnsalitumindiaassmareuusanalf doinnimeseulnelifayanimlo
Tunnanasey mﬂm'ﬁ‘wm@uﬁm%mj@wmﬂ@ugﬂqaguﬁﬂugifﬁ 125 g1 LL@z'gﬁq@guﬁ
Tismysol 13 30 Tneninnnavaaeuis 2 Algorithm #a CNN 12 Layer (Enhanced) uag VGG 16
NANNIVIARBLATHEI 1T AN 5078 A7 Precision 99% A1 Recall 100% WazA F1-Score 100%

L3

wazgUeuil (anys0If @ ein Precision 100% A Recall 9% wazrin F1-Score 100% Aapnasil 3

A191991 3 HANTNARBLUATITEBLLNINTTG LaeitHa 2 Algorithm

Algorithm AIIANE QIRNYTDI qusiauysﬁﬁ
CNN 12 Layer (Enhanced) Precision 0.99 1.00
Recall 1.00 0.99
F1-Score 1.00 1.00
VGG 16 Precision 0.99 1.00
Recall 1.00 0.99
F1-Score 1.00 1.00

naenn 0.99 = 99% uaz 1.00 = 100%

aAUsENe

INNANITANEINLIN Lm‘uémmmq@muqqgmmuﬁ A@anl¥ CNN 23 Layer Tu
AIARBLANNNNEN8Y Algorithm a2 T##in F1-Score RanssunAnnsdmaUsz@vinmlngss
289VIIAN Precision WAZAN Recdl Tmﬂqmuﬁﬂwifﬁﬁm 95% LLmq\‘iguﬁfmuyﬁfﬁ qr1 92%
VDLTUULTIRBINTIFIDUGIIUUILT 2 NannanamaLnmgeuTanysoiuay bisuysollH
Ain Precision AN Recall Waz#in F1-Score 100% siavism Tunsidents Algorithm 2= X@in F1-Score
Ap AnaTaUss BN lnesIsviarn Precision waZAN Recall BaieamandAnfivini AT%

ﬁ@uﬁ?%?uﬂﬂ‘iﬁﬂuiﬁLL@%"LI‘LA’]ﬂ“ﬂ@\‘ifwﬁLLUU"VO’IﬂﬂQTuﬂ’I‘iLﬁ@ﬂT% Algorithm &9 CNN 12 Layer
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I N ™ S N N N N N N NN N N NN N N N N N NN N NN N N N N NN N .
uaE VGG 16 fanuunnsidundfiindu us CNN 12 Loyer Slauntdluinafidndaauing 159
MB R LIS 8E9MS99RBLILHING HANEATEITMIULLA ae9uMIn1D nawdiTHiu
Fameinsdmiunnsaaulis CNN 12 Layer (Enhonced) Uaz VGG 16 ffiayaningsyuiianysol
455 1 waznauit lasysal 442 31 uashieyan mamsvaaeUgUge ey sl 125 5U
uazgUqenAlianyaol 113 5u smnanuengUguusaniaiiaaysollilned Aol
(Precision) 99% UAYFYUUFMIADUENTUGIY s Tl anysal i nesidn Precision 100%
amAfeiinanaifinisiimaia ON Layer uaz VGG Tuns@ensuazmsaasauamiianams
wazlimeafinnnsteeiunsBenianniinlfiaednsetoni (Dropout) saniienismian
wisnzaniiga ieimiiniunnsusudgedniinuasdndenusaduiestilassaie
Uszamiien sanafesiuemddaens wndas (2560) uay mianiug (2559) Tuniavinung
angmsunmRnTedEaing warnsmseeTunindingasaneyiavgana e

o

Auvinesnusenn @y AUds 2oueeiduaes Li et . (2018) ¥I1N19AII9G8UNITHAR

1
caa A A

ravgunssiBiannasfindidavnanysohidafisunnsaadeld {iumalla CNN Layer
wiAeaii wikwalulageeuadatnafiauus e daniy Fox computing waziliauses

AaEn9999UgUNI0lBlannIafing ninnsrawedsunnwaasfiazvinnisudafanliiudg

v 1
o o A

d! dl =y a o 4 o o dl ° o & dy 1 dl 2/ [ a
AILNDLUFHUAB LN JTHIFHVIHIEUDENYTATUADHLDE mum@m%éfwzmﬁuumm

|
=

Thailand 4.0 afiunsliaauandyiu 10 gaanmnsssimvisng wishaiu Ae Toygmlssivg
wazmaluladanssnaiiein mainiFmsinmessszuusmessugeuiuniuNsnIKaEns

o 2N =2 @ L A =
LLUU@G]THNG]ﬂ‘jU'N@i FYURIIAITNITI0N

A9UNan1539Y

sATE e LU RaINTELENADIN WL MBS (R aanwuas TalTH
Ao Tneli NN uae VGG 16 Tunsimanuuudnaasia 3 uuudaes Selinanianaaaysn
Accuracy 289 Algorithm fident¥fed ABE/521979 0.80 — 1.00 A1 Precision Recall Uag F1-Score
TunsusngounmassgUgasiiany ol wasliauysol aghainsszndn 80 — 100% Far
wundapsmaiiasdanmniaiiaansagninuszgndifidenaimunazunniadauen
Aoasn g e nlunszuannisnangeudund uuudalulfnundesisloannudega (s
Tudunawsely Tagsmnsain U l#iduusoniedmsuniaimmnszuuniasdausngayui
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