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บทคดัย่อ 

งานวิจัยนี้มีวัตถุประสงค์เพื่อพัฒนาแบบจ าลองการเรียนรู้เคร่ืองจักรในการตรวจและ

แยกคุณภาพถุงปูนบนรางการผลิต ประกอบด้วย 3 แบบจ าลอง คือ 1) แบบจ าลองตรวจสอบถุงปูน

ตัวอักษร เคร่ืองหมายการค้าขาดหายและสีไม่คมชัด 2) แบบจ าลองตรวจสอบถุงปูนตัวอักษรและ

เคร่ืองหมายการค้าขาดหาย และ 3) แบบจ าลองตรวจสอบแนวกาวของถุงปูน ซึ่งใช้วิธีประมวลผลภาพ

โดยใช้โครงข่ายประสาทเทียมคอนโวลูชัน (CNN) และโครงข่ายประสาทเทียม VGG 16 โดยใช้

ภาษาไพธอนในการตรวจสอบรูปภาพของถุงปูน ก าหนดการศึกษาปัญหาท่ีเกิดขึ้น ซึ่งมีรายละเอียด 

ในการพิจารณา 3 กรณ ี ได้แก่ กรณีถุงปูนแบบท่ี 1 พิจารณาท่ีตัวอักษรและเคร่ืองหมายการค้า

ของถุงปูน กล่าวคอื ตัวอักษรและเครื่องหมายการค้าขาดหายและสไีมค่มชัด กรณีถุงปูนแบบท่ี 2 

พิจารณาท่ีตัวอักษรไม่สมบรูณ์และเคร่ืองหมายการค้าขาดหาย และกรณีถุงปูนแบบท่ี 3 

พจิารณาการตรวจสอบแนวกาวของถุงปูนท่ีไมต่อ่เนื่องกัน จากนัน้ท าการเก็บข้อมูลรูปภาพถุงปูน

ในกระบวนการผลิต และท าการพัฒนาแบบจ าลองโดยใช้ภาษาไพธอน ผลการทดสอบ พบว่า 

แบบจ าลองตรวจสอบถุงปูนแบบท่ี 1 สามารถท าการตรวจสอบรูปถุงปูนท่ีสมบูรณ์ได้มีค่า F1-Score 
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95% และรูปถุงปูนท่ีไม่สมบูรณ์มีค่า F1-Score 92% ขณะท่ีแบบจ าลองตรวจสอบถุงปูนแบบท่ี 2 

การตรวจสอบรูปถุงปูนท่ีสมบูรณ์และไม่สมบูรณ์มีค่า F1-Score 100% และแบบจ าลองการตรวจสอบ

แนวกาวมกีารตรวจสอบแนวกาวท่ีสมบูรณ์และไมส่มบูรณ์มีคา่ F1-Score 100% ตามล าดับ 

 

ค าส าคัญ: การประมวลผลภาพ โครงขา่ยประสาทเทียมคอนโวลูชัน การเรียนรู้เครื่องจักร   

 

Abstract 

 The objective of this research aims to apply a machine learning model to detect and 

separate the quality of cement paper bags on the production line manufacture process. 

There are three proposed models to implement including 1) model for checking the 

unqualified and blurred trademark on cement paper bags, 2) model for checking incomplete 

letter and trademark on cement paper bags and 3) model for detecting unclear adhesive of 

the cement paper bag valve. This study has applied a convolutional neural network (CNN) 

and VGG 16, based on python programming language, to learn the types of an image from 

cement paper bags. There are three scenarios to consider in this study. The first scenario 

focuses on a letter and trademark on a cement paper bag, which is blurred and incomplete. 

The second scenario only pays attention to an incomplete letter and trademark. The third 

scenario considers unclear adhesive of the cement paper bag valve. The image of cement 

paper bags on the production line manufacture process was collected and the Python 

language programming was selected to implement proposed models. The results of this 

research revealed that the first scenario shows F1-Score 95% for qualified cement paper 

bags and F1-Score 92% for unqualified cement paper bags, the second scenario shows  

F1-Score 100%, and the third scenario shows F1-Score 100% for qualified and unqualified 

cement paper bags, respectively. 

 

Keywords: Image processing, Convolutional neural network, Machine learning 

 

บทน า 

 ในปัจจุบันรัฐบาลมกีารส่งเสริมนโยบาย Thailand 4.0  โมเดลเศรษฐกิจท่ีขับเคลื่อนด้วย

ความคิดสร้างสรรค์ นวัตกรรม เทคโนโลยี และการบริการระดับสูง เพื่อผลักดันการเติบโตของ

รายได้ในประเทศให้สูงขึ้นภายใน 5 ปี (พ.ศ. 2560 – 2564) ดังนั้น Thailand 4.0 จึงเป็นแนวทาง
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ในการพัฒนาเศรษฐกิจของประเทศท่ีส าคัญ (จิตรลดา และสุพัตรา, 2560) ซึ่งท าให้บริษัทผลิต

ถุงปูนในกรณีศึกษาจ าเป็นต้องมีการปรับตัวตามนโยบายรัฐบาล อนึ่งโรงงานผลิตถุงปูน มีอัตรา

การผลิตถุงปูน ประมาณ 300 ถุงต่อนาที จัดเรียงเป็นตั้งๆ ละ 50-60 ใบ ผลิตกะละ 1,920 ตั้ง 

วิธีตรวจสอบใช้คนในการตรวจสอบ 3 ตั้งแรกของการเร่ิมเดินเคร่ือง หลังจากนั้นจะใช้พนักงาน

สุ่มตรวจตั้งละ 1 ใบ ท าให้มีโอกาสท่ีจ านวนของถุงปูนท่ีไม่ได้มาตรฐานถูกส่งไปยังขั้นตอน 

การบรรจุปูนลงถุงปูน ก่อให้เกิดความเสียหายในกระบวนการผลิตได้ จึงเป็นท่ีมาท าให้บริษัท

ดังกล่าวต้องการพัฒนาการตรวจสอบถุงปูนในกระบวนการผลิตให้สอดคล้องกับนโยบาย 

Thailand 4.0 ท่ีมุ่งเน้นการท างานแบบอัตโนมัติ และแนวคิดของการเรียนรู้เคร่ืองจักร (Machine 

learning) รวมถึงปัญญาประดิษฐ์ (Artificial intelligence) 

โครงข่ายประสาทเทียม (Artificial neural network) เป็นระบบท่ีพัฒนาขึ้นโดยใช้แบบจ าลอง

ทางคณิตศาสตร์เลียนแบบการท างานของสมองจ าลองให้เหมือนกระบวนการเรียนรู้ของมนุษย ์

(Russell et al., 2010) โดยมีเทคนิคกระบวนการสร้างความคิด เรียกว่า โครงข่ายประสาทเทียม

คอนโวลูชัน (Convolutional neural network: CNN) ซึ่งมีความเหมาะสมส าหรับข้อมูลเชิงพื้นท่ี  

การรู้จ าวัตถุ และการวิเคราะห์ภาพโดยใช้โครงสร้างเซลล์ประสาทแบบหลายมิติ (Multidimensional 

neurons structures) (Adege et al., 2018; Behnke, 2003) นอกจากนี้ CNN และโครงข่ายประสาทเทียม 

VGG 16 (Visual geometry group: VGG 16) ได้ถูกน ามาประยุกต์ส าหรับงานตรวจสอบและคัดแยก

กล่องเหล็กท่ีมีขอ้บกพร่องในกระบวนการผลิตแบบอัตโนมัติ (Essid et al., 2018) และงานวจิัยของ 

Jian et al. (2017) ได้น ามาประยุกต์เพื่อการตรวจสอบกระบวนการผลิตของหน้าจอโทรศัพท์มือถือท่ีมี

ข้อบกพร่อง เช่น รอยขีดข่วนระหว่างการผลิต โดยท้ังสองงานวิจัยแสดงให้เห็นถึงความสามารถ

ของ CNN และ VGG 16 ในการน ามาวิเคราะห์ภาพท่ีมีความแตกต่างกัน เปรียบเทียบกับวิธีการอื่นๆ 

เช่น Support vector machine: SVM Single layer neural network และ Random forest: RF ซึ่ง CNN 

และ VGG 16 ให้ผลลัพธ์ท่ีดีกว่า (มนัสกานต์, 2559) ได้ใช้แนวคิดของ CNN ท านายอายุการใช้งาน

คงเหลอืของเคร่ืองจักรในโรงงานและโรงไฟฟา้ รวมถึงใชโ้ครงข่าย VGG แบบจ าลองโครงข่ายคอนโวลูชัน

ส าหรับการรู้จ าภาพ ถูกพัฒนาโดย Simonyan & Zisserman ซึ่งโครงข่าย VGG นี้มีความแม่นย า 

ในการทดสอบสูงติดอันดับ 5 อันดับแรกด้วยความแม่นย า เท่ากับ 92.7% ในคลังข้อมูลภาพ 

ขณะท่ีสถาปัตยกรรมของโครงข่าย VGG 16 ประกอบด้วย ชั้นคอนโวลูชัน จ านวน 16 ชั้น มีคอนโวลูชัน

ตัวกรองแบบ 3x3 กับการก้าวข้าม (Stride) ท่ี 1 ในชัน้คอนโวลูชันและใชก้ารเพิ่มเตมิ (Padding) เดียวกับ

ชัน้พูลลิ่ง (Pooling) ขนาด 2x2 กับการก้าวข้ามท่ี 2 รวมถึงมตีัวกรอง (Filter) เพิ่มมากขึน้ ดังภาพท่ี 1 

ซึ่งแสดงโครงสร้างของ VGG 16 (Simonyan & Zisserman, 2014) เป็นการยกตัวอยา่งชัน้ภาพการน าเข้าท่ีมี

ขนาด 224x224x3 และใชช้ัน้คอนโวลูชัน ขนาด 3x3 ซ้อนกันบริเวณดา้นบนในแตล่ะชัน้ในความลึก

ท่ีเพิ่มขึ้น ซึ่งมีช้ันผลลัพธ์เป็นการคาดการณ์ค่าสูงสุดซอฟท์แมกซ์ (Softmax) ใน 1,000 ชุดข้อมูล
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แบบประเภท และมีชั้นเชื่อมต่อแบบท่ัวถึง จ านวน 2 ชั้น แต่ละชั้นมี จ านวน 4,096 เพอร์เซ็ปตรอน 

ตามด้วยชั้นแมคพูลลิ่ง (Max pooling) ซึ่งมีหน้าท่ีในการลดขนาดและถูกติดป้ายก ากับโดยมีขนาด 

7x7x512 ถือวา่เป็นสว่นของการคัดแยกคุณลักษณะของแบบจ าลอง ซึ่งสอดคล้องกับงานวิจัยของ 

นพวัชร์ (2560) ท่ีได้ใช้แนวคิด VGG 16 ส าหรับการตรวจจับหน้าตัดของปลายท่อนซุงท่ีอยู่ใน

ภาพถ่ายท้ายรถบรรทุกไมยู้คาลิปตัส เพื่อแยกและนับหนา้ตัดปลายท่อนซุง ดังนัน้โครงข่าย VGG 16 จึง

เป็นทางเลือกที่ดีส าหรับงานในด้านการคัดแยกคุณลักษณะจากภาพ ซึ่งจากงานวิจัยดังกล่าวข้างต้น

ท าให้ทราบว่า CNN และ VGG 16 นั้นมีการใช้งานอย่างแพร่หลายและมีความเหมาะกับแบบจ าลอง

ส าหรับงานวิจัยนี้มีท่ีมีความต้องการในการตรวจสอบตัวอักษรและเคร่ืองหมายการค้าท่ีค่อนข้าง

ละเอียด และนอกจาก CNN และ VGG 16 จะเป็นโครงข่ายการเรียนรู้พื้นฐานท่ีเป็นท่ีนิยมแล้ว มี

ความสามารถในการตรวจสอบภาพได้อย่างละเอียดในระดับท่ียอมรับได้ มีอัตราการผิดพลาด 

(Error rate) เท่ากับ 7.3% ในกรณี VGG 16 ซึ่งน้อยกว่าเมื่อเปรียบเทียบกับเทคนิค AlexNet ท่ีมี

อัตราการผิดพลาด 15.3% (Khan et al., 2019) นอกจากนี้ยังสามารถพัฒนาร่วมกับภาษา Python 

ซึ่งสะดวกตอ่การโปรแกรมและการทดสอบหาผลลัพธ์ของแบบจ าลอง 
 

 

ภาพที ่1  โครงขา่ยประสาทเทียม VGG 16 

 

  ดังนั้นผู้วิจัยจึงได้ท าการพัฒนาแบบจ าลองบนพื้นฐานการท างานโดยใช้ CNN และ VGG 16 

ท่ีให้ผลลัพธ์ของค่าความแม่นย าการตรวจสอบความแตกต่างของภาพใกล้เคียง 1.0 หรือ 100% 

มาสร้างแบบจ าลองตรวจสอบถุงปูน 3 แบบ ประกอบด้วย แบบท่ี 1 เป็นแบบจ าลองตรวจสอบ 

ถุงปูนตัวอักษร เคร่ืองหมายการค้าขาดหายและสีไม่คมชัด โดยใช้รูปภาพถุงปูนท่ีสมบูรณ์ 1,150 รูป 

และถุงปูนท่ีไมส่มบูรณ์ 796 รูป ขณะท่ีแบบจ าลองตรวจสอบถุงปูนแบบท่ี 2 เป็นแบบจ าลองตรวจสอบ

ถุงปูนตัวอักษรและเครื่องหมายการค้าขาดหาย โดยใชรู้ปภาพถุงปูนท่ีสมบูรณ์ 409 รูป และถุงปูน
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ท่ีไม่สมบูรณ์ 409 รูป และแบบจ าลองตรวจสอบถุงปูนแบบท่ี 3 เป็นแบบจ าลองตรวจสอบแนวกาว 

โดยใชรู้ปภาพแนวกาวท่ีสมบูรณ์ 455 รูป และแนวกาวท่ีไมส่มบูรณ์ 442 รูป มาเป็นข้อมูลในการพัฒนา

แบบจ าลองเพื่อการพยากรณ์ค าตอบของถุงปูนท่ีอยูใ่นกระบวนการผลิต ซึ่งการพัฒนาแบบจ าลอง

ท้ัง 3 แบบ จะมกีารน าภาพเข้าท่ีใช้ในการพัฒนาแบบจ าลองมาสร้างเป็นไฟล์ภาพไบนารีและน าไฟล์

เข้าสู่ CNN เพื่อพัฒนาเป็นแบบจ าลองในการแยกคุณภาพถุงปูน และเพื่อเป็นแนวทางส าหรับ

หนว่ยงานผลิตถุงปูนในการน าแบบจ าลองดังกล่าวไปพัฒนาระบบการคัดแยกถุงปูนท่ีไม่สมบูรณ์

ออกจากกระบวนการผลิตถุงปูน โดยปราศจากการใชพ้นักงานสุ่มตรวจอกีตอ่ไป 
 

วิธีด าเนินการวิจัย 

 1.  การสร้างไฟล์ส าหรับการเรียนรู้ น าภาพถุงปูนมาสร้างเป็นภาพท่ีมีค่าความเข้ม

เท่ากับ 0 และ 1 ในแต่ละจุดภาพเท่านัน้ และมีขนาด 1 บิตตอ่จุดภาพ ดังภาพท่ี 2 ท่ีเป็นการแสดง

ภาพรวมของการท างานตั้งแต่เร่ิมต้นจนสิ้นสุด โดยมีการน าภาพน าเข้าเพื่อการเรียนรู้ และ 

ท าการสร้างเป็นภาพไบนารี จากนั้นตรวจสอบโดยใช้วิธีการ CNN เพื่อแยกประเภทรูปภาพ และ

หาผลลัพธ์ในท้ายท่ีสดุ ซึ่งแบบจ าลองท้ัง 3 แบบ จะถูกด าเนนิการในแนวทางเดียวกัน 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

ภาพที่ 2 แผนภาพแสดงภาพรวมการด าเนนิงาน 



PSRU Journal of Science and Technology 5(1): 93-106, 2020 

98 
 

 1.1  แบบจ าลองตรวจสอบถุงปูนแบบที่ 1 คือ ชุดข้อมูลภาพขนาด 640x480x3 

และน ามาแปลงภาพเป็นเมทริกซ์ เป็นไฟล์นามสกุล Pickle เพื่อเตรียมในขั้นตอนการแยกประเภท

ถุงปูนโดยเป็นข้อมูลรูปภาพท่ีเก็บจากกระบวนการผลิต ในการด าเนินงานนี้ท าบนข้อมูลท้ังหมด 

2 ชุด ได้แก่ ชุดข้อมูลส าหรับการเรียนรู้ 1 ชุด และชุดข้อมูลส าหรับทดสอบ 1 ชุด โดยชุดข้อมูล

ส าหรับการเรียนรู้จะถูกแบ่งออกเป็น 2 ชุด ได้แก่ ชุดข้อมูลภาพท่ีสมบูรณ์ ดังภาพท่ี 3 ท่ีเป็นตัวอย่าง

ภาพท่ีสมบูรณ์ของแบบจ าลองแบบท่ี 1 ประกอบด้วย ตัวอักษรท่ีมีสีท่ีชัดเจนและสมบูรณ์ สัญลักษณ์

เคร่ืองหมายการค้าชัดเจน และชุดข้อมูลภาพท่ีไมส่มบูรณ์ ดังภาพท่ี 4 ท่ีเป็นตัวอย่างภาพท่ีไม่สมบูรณ์

ของแบบจ าลองแบบท่ี 1 ประกอบด้วย ตัวอักษรท่ีไม่สมบูรณ์ สีไม่ชัดเจน และสัญลักษณ์เคร่ืองหมาย

การค้าไมช่ัดเจน 
  

 

ภาพที่ 3 ตัวอยา่งรูปถุงปูนท่ีสมบูรณ์ของแบบจ าลองแบบท่ี 1 
 

 

ภาพที่ 4 ตัวอยา่งรูปถุงปูนท่ีไม่สมบูรณ์ของแบบจ าลองแบบท่ี 1 

 

 1.2 แบบจ าลองตรวจสอบถุงปูนแบบที่ 2 คือ ชุดข้อมูลภาพขนาด 510x14x3 และ

น ามาแปลงภาพเป็นเมทริกซ์เป็นไฟล์นามสกุล Pickle เพื่อเตรียมในขั้นตอนการแยกประเภทถุงปูน 
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โดยในการด าเนนิงานนี้ท าบนข้อมูลท้ังหมด 2 ชุด ได้แก่ ชุดข้อมูลส าหรับการเรียนรู้ 1 ชุด และชุดข้อมูล

ส าหรับทดสอบ 1 ชุด ซึ่งชุดข้อมูลส าหรับการเรียนรู้ แบ่งออกเป็น 2 ชุด ได้แก่ ชุดข้อมูลภาพท่ีสมบูรณ์ 

ดังภาพท่ี 5 ท่ีเป็นตัวอย่างภาพท่ีสมบูรณ์ของแบบจ าลองแบบท่ี 2 ประกอบด้วย ตัวอักษรสมบูรณ์ 

สัญลักษณ์เคร่ืองหมายการค้าชัดเจน และชุดข้อมูลภาพท่ีไม่สมบูรณ์  ดังภาพท่ี 6 ท่ีเป็นตัวอย่างภาพ

ท่ีไม่สมบูรณ์ของแบบจ าลองแบบท่ี 2 ประกอบด้วย ตัวอักษรท่ีไม่สมบูรณ์และสัญลักษณ์

เครื่องหมายการค้าไม่ชัดเจน 

 

 

ภาพที่ 5 ตัวอยา่งรูปถุงปูนท่ีสมบูรณ์ของแบบจ าลองแบบท่ี 2 
 

 
 

ภาพที่ 6 ตัวอยา่งรูปถุงปูนท่ีไม่สมบูรณ์ของแบบจ าลองแบบท่ี 2 
 

 ภาพตัวอย่างรูปถุงปูนท่ีไม่สมบูรณ์แบบท่ี 1 และแบบท่ี 2 ดังภาพท่ี 4 และภาพท่ี 6 

เป็นตัวอย่างกรณีศึกษาท่ีเกิดขึ้นบ่อยคร้ังในกระบวนการผลิตถุงปูนในสถานประกอบการท่ี 

ท าการวิจัย ซึ่งโดยปกติจะเกิดเหตุการณ์ของความไม่สมบูรณ์ของภาพในลักษณะดังกล่าวเสมอ  

คือ ตัวอักษรท่ีไม่สมบูรณ์ ตัวอักษรสีไม่ชัดเจน และสัญลักษณ์เคร่ืองหมายการค้าไม่ชัดเจน 

ดังนัน้การระบุเป็นเปอร์เซ็นต์ของความผิดพลาดในแต่ละประเภทของเหตุการณ์ไม่สามารถท าได้ 

ผู้วิจัยจึงแบ่งประเภทของกลุ่มท่ีมักเกิดขึน้พร้อมกันเป็นรูปถุงปูนท่ีไม่สมบูรณ์แบบท่ี 1 และแบบท่ี 2 

ตามล าดับ 

 1.3 แบบจ าลองตรวจสอบแนวกาว คือ ชุดข้อมูลภาพขนาด 997x250x3 และ

น ามาแปลงภาพเป็นเมทริกซ์แปลงเป็นไฟล์นามสกุล Pickle เพื่อเตรียมในขั้นตอนการแยกประเภท

ถุงปูน โดยในการด าเนินงานนี้ท าบนข้อมูลท้ังหมด 2 ชุด ได้แก่ ชุดข้อมูลส าหรับการเรียนรู้ 1 ชุด 

และชุดข้อมูลส าหรับทดสอบ 1 ชุด ซึ่งชุดข้อมูลส าหรับการเรียนรู้ แบ่งออกเป็น 2 ชุดด้วยกัน ได้แก่ 

ชุดข้อมูลภาพท่ีสมบูรณ์ ดังภาพท่ี 7 ท่ีเป็นตัวอยา่งภาพแนวกาวที่สมบูรณ์ ประกอบด้วย แนวกาว

ท่ีชัดเจนตลอดท้ังแนว โดยไมม่รีอยขาดหรือมสีิ่งผิดปกติใดๆ และชุดข้อมูลภาพท่ีไม่สมบูรณ์ ดังภาพ
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ท่ี 8 ท่ีเป็นตัวอย่างภาพแนวกาวท่ีไม่สมบูรณ์ ประกอบด้วย แนวกาวท่ีไม่ต่อเนื่องตลอดท้ังแนว  

มรีอยขาดปรากฏให้เห็นได้ชัด 
 

 

 

ภาพที่ 7 ตัวอยา่งรูปถุงปูนด้านแนวกาวที่สมบูรณ์ 

 

 

ภาพที่ 8 ตัวอยา่งรูปถุงปูนด้านแนวกาวท่ีไม่สมบูรณ ์
 

2. การแยกประเภทรูปถุงปูน จ าเป็นต้องมีการสร้างการเรียนรู้ และการทดสอบ

ให้กับแบบจ าลอง ซึ่งจะมีการสอนและทดสอบแบบจ าลองอยู่ 3 ประเภท ดังนี้ 

 2.1 การสอนแบบจ าลองตรวจสอบถุงปูน 

  2.1.1 การสอนแบบจ าลองตรวจสอบถุงปูนแบบที ่1 โดยเลอืกชุดข้อมูลภาพ

ถุงปูนท่ีสมบูรณ์ 1,150 รูป และถุงปูนท่ีไม่สมบูรณ์ 796 รูป โดยสอนกับอัลกอรึทึม (Algorithm) 

CNN 23 Layer ก าหนดขนาดแต่ละรุ่น (Batch size) เท่ากับ 50 จ านวนรอบการเรียนรู้ 10 รอบ 

ฟังก์ชันกระตุ้น คือ ReLu และ Softmax การหาค่าเหมาะท่ีสุด (Optimizer) คือ Adam ซึ่งจะหยุด

การเรียนรู้เมื่อแบบจ าลองมีค่าความคลาดเคลื่อนบนชุดข้อมูลการเรียนรู้ไม่มีแนวโน้มเพิ่มขึ้นหรือ

มีค่าคงท่ี สาเหตุท่ีใช้แบบจ าลอง CNN 23 Layer เพียงแบบจ าลองเดียวเนื่องจากท าการทดสอบ 

โดยเพิ่มขนาด และลดขนาดจ านวน Layer ปรับค่าพารามิเตอร์ในฟังก์ชั่นกระตุ้น และค่า Optimizer 

ประเภทต่างๆ แล้ว รวมถึงทดลองเทียบกับแบบจ าลองมาตรฐาน VGG 16 ก็ยังไม่ได้ผลลัพธ์ค่า

ความแม่นย า (Accuracy) ท่ีใกล้เคียง 1.00 เหมือนกับ CNN 23 Layer รายละเอียดของผลลัพธ์อยู่ใน

ส่วนของผลการวจิัย 

  2.1.2 การสอนแบบจ าลองตรวจสอบถุงปูนแบบที่ 2 ชุดข้อมูลภาพถุงปูน 

ท่ีสมบูรณ์ 409 รูป และถุงปูนท่ีไม่สมบูรณ์ 409 รูป โดยใช้ Algorithm ในการสอนแบบจ าลอง 3 แบบ 

ดังนี้ 
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   1) CNN 23 Layer ก าหนดขนาดแต่ละรุ่น เท่ากับ 50 และจ านวนรอบ

การเรียนรู้ 100 รอบ ฟังก์ชันกระตุ้น คือ ReLu และ Softmax การหาค่าเหมาะสมท่ีสุด ใช้เทคนิค 

Adaptive moment estimation: adam เพื่อปรับอัตราการเรียนรู้ของพารามิเตอร์ ใน Training set 

   2) CNN 12 Layer ก าหนดขนาดแต่ละรุ่น เท่ากับ 128 และจ านวนรอบ

การเรียนรู้ 100 รอบ ฟังก์ชันกระตุ้น คือ ReLu  LeakyReLU และ Softmax การหาค่าเหมาะท่ีสุด 

คือ adam 

   3) VGG 16 ก าหนดขนาดแตล่ะรุ่นเท่ากับ 16 จ านวนรอบการเรียนรู้ 100 รอบ 

ฟังก์ชันกระตุ้น คือ ReLu และ Softmax การหาค่าเหมาะท่ีสุด จะใช้เทคนิค Stochastic gradient 

descent: SGD คือ อัลกอริทึมในการอัพเดทพารามิเตอร์ใน Training set 

  โดยสาเหตุท่ีการสอนแบบจ าลองตรวจสอบถุงปูนแบบท่ี 1 และแบบท่ี 2 มีรายละเอียด 

ท่ีแตกต่างกัน เนื่องจาก CNN 23 Layer ของแบบจ าลองตรวจสอบถุงปูนแบบท่ี 2 ให้ค่า Accuracy 

ท่ีต่ ากวา่ 1.00 ค่อนข้างมาก ท าใหม้ีการปรับแบบจ าลองเป็น CNN 12 Layer แทน และใชต้ัวแบบจ าลอง

มาตรฐาน VGG 16 เป็นตัวทดสอบอา้งอิงอีกครัง้หนึ่ง ซึ่งได้คา่ Accuracy เท่ากับ 0.8 รายละเอียด

ของผลลัพธ์อยูใ่นสว่นของผลการวจิัย 

  2.1.3 แบบจ าลองตรวจสอบแนวกาว เป็นชุดข้อมูลภาพถุงปูนท่ีสมบูรณ์ 455 รูป 

และถุงปูนท่ีไมส่มบูรณ์ 442 รูป โดยใช ้Algorithm ในการสอนแบบจ าลอง 2 แบบ ดังนี้ 

   1) CNN 12 Layer (Enhanced) เป็นการปรับปรุงประสิทธิภาพของ 

CNN 12 Layer ท่ีใช้ในแบบจ าลองตรวจสอบถุงปูนแบบท่ี 2 โดยก าหนดขนาดแต่ละรุ่น เท่ากับ  

16 จ านวนรอบการเรียนรู้ 150 รอบ ฟังก์ชันกระตุ้น คือ ReLu และ Softmax การหาค่าเหมาะท่ีสุด 

คือ SGD 

   2) VGG 16 ก าหนดขนาดแตล่ะรุ่น เท่ากับ 16 จ านวนรอบการเรียนรู้ 100 รอบ 

ฟังก์ชันกระตุ้น คือ ReLu และ Softmax การหาค่าเหมาะที่สุด คือ SGD 

  การไม่เลอืกใช ้CNN 23 Layer และ CNN 12 Layer ในการสอนแบบจ าลองเหมือนกับ

แบบจ าลองถุงปูนแบบท่ี 1 และแบบท่ี 2 เนื่องจากแบบจ าลองดังกล่าวให้ค่า Accuracy ท่ีต่ ากว่า 

1.00 ค่อนข้างมาก จึงท าการปรับมาใช้เป็น CNN 12 Layer (Enhanced) โดยปรับค่าพารามิเตอร์

ในชั้นกระตุ้นเทียบเท่ากับ VGG 16 ซึ่งเป็นแบบจ าลองมาตรฐาน ท าให้ผลลัพธ์ของ Accuracy ได้

เท่ากับ 1.00 รายละเอยีดของผลลัพธ์อยูใ่นสว่นของผลการวจิัย 

 2.2 การทดสอบแบบจ าลองตรวจสอบถุงปูน 

  2.2.1 การทดสอบแบบจ าลองตรวจสอบถุงปูนแบบที่ 1 จะใช้แบบจ าลอง

มาทดสอบกับชุดข้อมูลทดสอบ โดยท าการทดสอบบนชุดข้อมูลท่ีแบ่งมาจากชุดข้อมูลการเรียนรู้

ในอัตราส่วน 80 : 20 ซึ่งในชุดข้อมูลทดสอบมรูีปถุงที่สมบูรณ์ 237 รูป และรูปถุงปูนท่ีไม่สมบูรณ์ 
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153 รูป หลังจากนั้นท าการทดสอบกับแบบจ าลองท่ีได้จาก Algorithm CNN 23 Layer กับชุดข้อมูล 

ท่ีได้แบ่งไว้ตอนตน้ 

  2.2.2 การทดสอบแบบจ าลองตรวจสอบถุงปูนแบบที่ 2 ท าการทดสอบบน

ชุดข้อมูลท่ีแบ่งมาจากชุดข้อมูลการเรียนรู้ในอัตราส่วน 80 : 20 ซึ่งในชุดข้อมูลทดสอบมีรูปถุงปูนท่ี

สมบูรณ ์221 รูป และรูปถุงท่ีไม่สมบูรณ์ 215 รูป หลังจากนั้นท าการทดสอบกับ Algorithm ท้ัง 3 แบบ 

ได้แก่ CNN 23 Layer CNN 12 Layer และ VGG 16 กับชุดข้อมูลท่ีได้แบ่งไว้ตอนตน้ 

  2.2.3 การทดสอบแบบจ าลองตรวจสอบแนวกาว ท าการทดสอบบนชุดข้อมูล

ท่ีแบ่งมาจากชุดข้อมูลการเรียนรู้ในอัตราส่วน 80 : 20 ซึ่งในชุดข้อมูลทดสอบมีรูปถุงปูน 

ท่ีสมบูรณ์ 125 รูป และรูปถุงท่ีไม่สมบูรณ์ 113 รูป หลังจากนั้นจะท าการทดสอบกับ Algorithm 

ท้ัง 2 แบบ ได้แก่ CNN 12 Layer (Enhanced) และ VGG 16 กับชุดข้อมูลท่ีแบ่งไว้ตอนตน้ 

 ท าการวเิคราะห์ชุดข้อมูลภาพไบนารี นามสกุลไฟล์ Pickle และข้อมูลค าตอบประเภทถุงปูน 

ซึ่งจะแบ่งเป็น 2 ประเภท คือ ถุงปูนท่ีสมบูรณ์และถุงปูนท่ีไม่สมบูรณ์ และท าการศกึษาการเรียนรู้

และการทดสอบแบบจ าลองในการทดลองแยกคุณภาพถุงปูนท่ีสมบูรณ์และไม่สมบูรณ์ของ

แบบจ าลองตรวจสอบถุงปูนแบบท่ี 1 และแบบท่ี 2 และแบบจ าลองตรวจสอบแนวกาว โดยเร่ิม

จากภาพน าเข้าๆ สู่กระบวนการประมวลผลการเรียนรู้ และผลลัพธ์ท่ีได้ คือ ค าตอบประเภทของ

ถุงปูนซีเมนต์ โดยผลการเรียนรู้จะถูกแสดงออกมาในรูปของค่าความแม่นย าของแบบจ าลอง 

ในภาพรวม (Accuracy) ความแม่นย าท่ีสนใจในส่วนการท านาย (Precision) ความแม่นย าท่ีสนใจใน

ส่วนของความเป็นจริง (Recall) และค่า F1-Score คือ ค่าเฉลี่ยของ Precision และ Recall ซึ่งควรมี

ค่ามากกว่า 0.80 ขึ้นไป และมีค่าใกล้ 1.00 ถือว่า สามารถเข้าสู่กระบวนการเลือกใช้ Algorithm 

ได้ต่อไป 
 

ผลการวิจัย  

1. ผลการทดลองการเรียนรู้และการทดสอบแบบจ าลองตรวจสอบถุงปูนแบบที ่1  

 จากผลการเรียนรู้ของโครงข่ายประสาทเทียมคอนโวลูชั่น CNN 23 Layer ได้ค่า Accuracy 

ประมาณ 0.94 ในการเรียนรู้รอบท่ี 10 และค่า Loss ซึ่งหมายถึง โอกาสการผิดพลาดเมื่อใช้

แบบจ าลองนี้ ประมาณ 0.20 ซึ่งค่า Accuracy มีค่าตามเกณฑ์ท่ีก าหนดไว้ คือ มากกว่า 0.80 

และใกล้เคียง 1.00 จึงถือว่า CNN 23 Layer นี้สามารถใช้กับแบบจ าลองตรวจสอบถุงปูนแบบท่ี 1 ได ้

จากนั้นท าการทดสอบโดยใชข้้อมูลภาพไบนารีในการทดสอบ ผลการท านายชุดข้อมูลทดสอบรูป

ถุงปูนท่ีสมบูรณ์ 237 รูป และรูปถุงปูนท่ีไม่สมบูรณ์ 153 รูป โดยผลการทดลองภาพถุงปูนท่ีสมบูรณ์ 

มีค่า Precision 91% ค่า Recall 100% และค่า F1-Score 95% และรูปถุงปูนท่ีไม่สมบูรณ์มีค่า 

Precision 100% Recall 85% และค่า F1-Score 92% ดังตารางท่ี 1 



PSRU Journal of Science and Technology 5(1): 93-106, 2020 

103 
 

ตารางที ่1 ผลการทดสอบตรวจสอบถุงปูนแบบท่ี1 โดยใช ้CNN 23 Layer 

ข้อมูล Precision Recall F1-Score 

ถุงปูนทีไ่ม่สมบูรณ์ 1.00 0.85 0.92 

ถุงปูนทีส่มบูรณ์ 0.91 1.00 0.95 

หมายเหตุ 0.85 = 85% 0.91 =  91% 0.92 = 92% 0.95 = 95% และ 1.00 = 100% 

 

 2. ผลการทดลองการเรียนรู้และการทดสอบแบบจ าลองตรวจสอบถุงปูนแบบที ่2  

 การทดลองกับโครงข่ายประสาทเทียมคอนโวลูชั่น CNN 23 Layer CNN 12 Layer 

และ VGG 16 ตามล าดับ จากผลการทดลองพบว่า ผลการเรียนรู้ของ CNN 23 Layer ได้ค่า Accuracy 

ประมาณ 0.54 ในการเรียนรู้รอบท่ี 70 และค่า Loss ประมาณ 0.69 ซึ่งเป็นค่าท่ีสูงมาก และค่า 

Accuracy มีค่าไม่ถึงเกณฑ์ท่ีก าหนดไว้ จึงถือว่า CNN 23 Layer นี้ไม่สามารถใช้กับแบบจ าลอง

ตรวจสอบถุงปูนแบบท่ี 2 ได้ ส่วนผลการเรียนรู้ของ CNN 12 Layer ได้ค่า Accuracy ประมาณ 1.00 

ในการเรียนรู้รอบท่ี 100 และค่า Loss ประมาณ 0.00 ซึ่งค่า Accuracy มคี่าตามเกณฑ์ท่ีก าหนดไว ้

จึงถือว่า CNN 12 Layer นี้สามารถใช้กับแบบจ าลองตรวจสอบถุงปูนแบบท่ี 2 ได้ และผลการเรียนรู้ 

ของ VGG 16 ได้ค่า Accuracy ประมาณ 0.80 ในการเรียนรู้รอบท่ี 100 และค่า Loss ประมาณ 

0.50 ซึ่งค่า Accuracy มีค่าตามเกณฑ์ท่ีก าหนดไว้ จึงถือว่า VGG 16 นี้สามารถใช้กับแบบจ าลอง

ตรวจสอบถุงปูนแบบท่ี 2 ได ้ 

 จากนั้นท าการทดสอบโดยใช้ข้อมูลภาพไบนารีในการทดสอบ จากการทดสอบ 

ชุดข้อมูลทดสอบรูปถุงปูนท่ีสมบูรณ์ 221 รูป และรูปถุงปูนท่ีไม่สมบูรณ์ 215 รูป โดยท า 

การทดสอบท้ัง 2 Algorithm คือ CNN 12 Layer และ VGG 16 ผลการทดลองภาพถุงปูนท่ีสมบูรณ์ 

มีค่า Precision ค่า Recall และค่า F1-Score 100% และรูปถุงปูนท่ีไม่สมบูรณ์มีค่า Precision ค่า Recall 

และค่า F1-Score 100% ดังตารางท่ี 2 
 

ตารางที ่2 ผลการทดสอบตรวจสอบถุงปูนแบบท่ี 2 โดยใชท้ั้ง 2 Algorithm 

Algorithm ตัววัดผล ถุงสมบูรณ์ ถุงไม่สมบูรณ์ 

CNN 12 Layer Precision 1.00 1.00 

Recall 1.00 1.00 

F1-Score 1.00 1.00 

VGG 16 Precision 1.00 1.00 

Recall 1.00 1.00 

F1-Score 1.00 1.00 

หมายเหตุ  1.00 = 100% 
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 3. ผลการทดลองการเรียนรู้และการทดสอบแบบจ าลอง ตรวจสอบแนวกาว 

  3.1 CNN 12 Layer (Enhanced) ผลการเรียนรู้ของ CNN 12 Layer (Enhanced) ได้ค่า 

Accuracy ประมาณ 1.00 ในการเรียนรู้รอบท่ี 150 และค่า Loss ประมาณ 0.00 ซึ่งค่า Accuracy มี

ค่าตามเกณฑ์ท่ีก าหนดไว้ จึงถือว่า CNN 12 Layer (Enhanced) นี้สามารถใช้กับแบบจ าลองตรวจสอบ

แนวกาวได้ 

  3.2 VGG 16 ผลการเรียนรู้ของ VGG 16 ได้ค่า Accuracy ประมาณ 1.00 ในการเรียนรู้

รอบท่ี 200 และค่า Loss ประมาณ 0.00 ซึ่งค่า Accuracy มีค่าตามเกณฑ์ท่ีก าหนดไว้ จึงถือว่า 

VGG 16 นี้สามารถใช้กับแบบจ าลองตรวจสอบแนวกาวได้ ซึ่งท าการทดสอบโดยใช้ข้อมูลภาพไบนารี 

ในการทดสอบ จากการทดสอบชุดข้อมูลทดสอบรูปถุงปูนท่ีสมบูรณ์ 125 รูป และรูปถุงปูนท่ี 

ไม่สมบูรณ์ 113 รูป โดยท าการทดสอบท้ัง 2 Algorithm คือ CNN 12 Layer (Enhanced) และ VGG 16 

ผลการทดสอบภาพถุงปูนท่ีสมบูรณ์มีคา่ Precision 99% ค่า Recall 100% และค่า F1-Score 100% 

และรูปถุงปูนท่ีไมส่มบูรณ์มีมีคา่ Precision 100% ค่า Recall 99% และค่า F1-Score 100% ดังตารางท่ี 3 

 

ตารางที ่3 ผลการทดสอบตรวจสอบแนวกาว โดยใชท้ั้ง 2 Algorithm 

Algorithm ตัววัดผล ถุงสมบูรณ์ ถุงไม่สมบูรณ์ 

CNN 12 Layer (Enhanced) Precision 0.99 1.00 

Recall 1.00 0.99 

F1-Score 1.00 1.00 

VGG 16 Precision 0.99 1.00 

Recall 1.00 0.99 

F1-Score 1.00 1.00 

หมายเหตุ 0.99 = 99% และ 1.00 = 100% 

 

อภปิรายผล  

 จากผลการศึกษาพบวา่ แบบจ าลองตรวจสอบถุงปูนแบบท่ี1 เลือกใช้ CNN 23 Layer ใน

การทดสอบความแม่นย าของ Algorithm จะใช้ค่า F1-Score พิจารณาค่าการวัดประสิทธิภาพโดยรวม

ของท้ังค่า Precision และค่า Recall โดยถุงปูนท่ีสมบูรณ์มีค่า 95% และถุงปูนท่ีไม่สมบูรณ์ มีค่า 92% 

ขณะทีแ่บบจ าลองตรวจสอบถุงปูนแบบท่ี 2 ผลการทดสอบภาพถุงปูนท่ีสมบูรณ์และไม่สมบูรณ์ได้

ค่า Precision ค่า Recall และค่า F1-Score  100% ท้ังหมด ในการเลือกใช้ Algorithm จะใช้ค่า F1-Score 

คือ ค่าการวัดประสิทธิภาพโดยรวมท้ังค่า Precision และค่า Recall ซึ่งท้ังสองค่ามีค่าท่ีเท่ากัน จึงใช้

รอบท่ีใช้ในการเรียนรู้และขนาดของไฟล์แบบจ าลองในการเลือกใช้ Algorithm ซึ่ง CNN 12 Layer 
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และ VGG 16 มีรอบในการเรียนรู้ท่ีเท่ากัน แต่ CNN 12 Layer มีขนาดไฟล์โมเดลท่ีเล็กด้วยขนาด 159 

MB ส าหรับแบบจ าลองตรวจสอบแนวกาว ผลการด าเนินงานจัดท าแบบจ าลองแนวกาว ภาพท่ีใช้เป็น

ตัวอย่างส าหรับการสอนใน CNN 12 Layer (Enhanced) และ VGG 16 มีข้อมูลภาพถุงปูนท่ีสมบูรณ์ 

455 รูป และถุงปูนท่ีไม่สมบูรณ์ 442 รูป และข้อมูลภาพส าหรับทดสอบรูปถุงปูนท่ีสมบูรณ์ 125 รูป 

และรูปถุงปูนท่ีไม่สมบูรณ์ 113 รูป สามารถแยกรูปถุงปูนแนวกาวท่ีสมบูรณ์ได้โดยมีความแม่นย า 

(Precision) 99% และระบบสามารถแยกรูปถุงปูนแนวกาวที่ไม่สมบูรณ์ได้โดยมีค่า Precision 100% 

งานวจิัยท่ีน าเสนอนี้มกีารใชเ้ทคนคิ CNN Layer และ VGG ในการเรียนรู้และตรวจสอบภาพเป้าหมาย 

และใช้เทคนิคการป้องกันการเรียนรู้มากเกินไปด้วยวิธีดรอปเอาท์ (Dropout) รวมถึงการหาค่า

เหมาะสมท่ีสุด เพื่อท าหน้าท่ีในการปรับปรุงค่าน้ าหนักและค่าเบ่ียงเบนของเส้นเชื่อมในโครงข่าย

ประสาทเทียม สอดคลอ้งกับงานวจิัยของ นพวัชร์ (2560) และ มนัสกานต์ (2559) ในการท านาย

อายุการใชง้านคงเหลือของเคร่ืองจักร และการตรวจจับภาพหน้าตัดของปลายท่อนซุงจากภาพถ่าย

ด้านท้ายรถบรรทุกไม้ยูคาลิปตัส ขณะท่ีงานวิจัยของ Li et al. (2018) ท าการตรวจสอบการผลิต

ของอุปกรณ์อิเล็กทรอนิกส์ท่ีมีความสมบูรณ์หรือมีข้อบกพร่องหรือไม่ ผ่านเทคนิค CNN Layer 

เช่นเดียวกัน แต่น าเทคโนโลยีของเครือข่ายก้อนเมฆ ท างานร่วมกับ Fox computing และมีเซนเซอร์

คอยตรวจจับอุปกรณ์อิเล็กทรอนิกส์ หากตรวจเจอข้อบกพร่องก็จะท าการแจ้งเตือนได้ทันที  

ซึ่งเมื่อเปรียบเทียบกันแลว้ งานวิจัยท่ีน าเสนอยังขาดขัน้ตอนนี้อยู ่ดังนั้นเพื่อท่ีจะให้รองรับแนวคิด 

Thailand 4.0 ซึ่งเป็นการให้ความส าคัญกับ 10 อุตสาหกรรมเป้าหมาย หนึ่งในนั้น คือ ปัญญาประดิษฐ์ 

และเทคโนโลยีสมองกลฝังตัว การท าให้การท างานของระบบตรวจสอบถุงปูนซีเมนต์บนรางการผลิต 

แบบอัตโนมัตคิรบวงจร จึงเป็นสิ่งท่ีควรพจิารณา 
 

สรุปผลการวิจัย   

งานวจิัยนี้ได้น าเสนอแบบจ าลองการแยกคุณภาพรูปถุงปูนซีเมนต์ท่ีได้คุณภาพและไม่ได้

คุณภาพ โดยใช ้CNN และ VGG 16 ในการพัฒนาแบบจ าลองท้ัง 3 แบบจ าลอง ซึ่งให้ผลการทดสอบค่า 

Accuracy ของ Algorithm ท่ีเลอืกใช้ตอ้งมคี่าอยูร่ะหวา่ง 0.80 - 1.00 ค่า Precision Recall และ F1-Score 

ในการแยกคุณภาพของรูปถุงปูนท่ีสมบูรณ์ และไม่สมบูรณ์ อยู่ในช่วงระหว่าง 80 – 100% ดังนั้น 

แบบจ าลองเหลา่นีจ้ึงมีคุณสมบัติท่ีสามารถถูกน าไปประยุกต์ใช้เพื่อการพัฒนาระบบการคัดแยก

คุณภาพถุงปูนในกระบวนการผลิตถุงปูนซีเมนต์แบบอัตโนมัติผ่านกล้องวีดีโอความเร็วสูงได้ 

ในขั้นตอนต่อไป โดยสามารถน าไปใช้เป็นแนวทางส าหรับการพัฒนาระบบการคัดแยกถุงปูนท่ี 

ไมส่มบูรณ์ออกจากกระบวนการผลิตท่ีมีประสิทธิภาพและลดขั้นตอนสุ่มตรวจโดยพนักงานต่อไป

ในอนาคตได้ 
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