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บทคัดย่อ   
วิชาสถิติมีค านิยาม ข้อมูล ตัวเลข สัญลักษณ์ สูตร และรูปภาพ ซึ่งเป็นสิ่งที่ท าให้วิชาสถิติเป็นวิชาที่

ยาก ผู้เรียนมีทัศนคติเชิงลบ และปิดกั้นตนเองที่จะเรียนรู้ สถิติเป็นวิชาส าคัญในการท าวิจัย การวิเคราะห์
อ านาจทดสอบซึ่งเป็นองค์ประกอบของ ระดับนัยส าคัญ อ านาจทดสอบ ขนาดอิทธิพล และขนาดตัวอย่าง 
ความเข้าในใจสถิติพ้ืนฐาน ข้อมูล การแจกแจงความถี่ ร้อยละ การวัดแนวโน้มเข้าสู่ส่วนกลาง ความน่าจะเป็น 
การแปลงเป็นค่ามาตรฐาน การกระจายของการสุ่มตัวอย่าง และการทดสอบสมมติฐาน ตามล าดับ  เป็นส่วน
ส าคัญในการเรียนรู้การวิเคราะห์อ านาจทดสอบ บทความนี้ประกอบด้วยการบรรยายอย่างง่าย พร้อมตัวอย่าง 
สัญลักษณ ์และรูปภาพตามความจ าเป็นเพื่อให้นักศึกษาหรือนักวิจัยเข้าใจ และน าไปใช้ได้อย่างเหมาะสม 

ค ำส ำคัญ: นัยส าคัญ, อ านาจทดสอบ, ขนาดตัวอย่าง, ขนาดอิทธิพล 

 
Abstract  

Statistics has definitions, data, numbers, symbols, formulas, and figures, that made this 
subject is too difficult to learn and the learners have negative attitudes and blocked their 
learning. Statistics is an essential part in doing research. The power analysis is the combination 
of the four related factors: the significance level, the power of a test, the effect size, and the 
sample size. The basic knowledge including basic statistics (the frequency distribution, 
percentages, the measure of central tendency, the probability density function, the conversion 
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to the standard normal distribution, and testing the hypothesis respectively) is an essential 
part to learn the power analysis. This article composed in a simple language with examples, 
symbols, and pictures as needed for students or researchers to comprehend and apply 
appropriately. 

Keywords: Significance level, Power of a test, Sample Size, Effect Size 

 
บทน ำ 

วิชาสถิติเป็นศาสตร์และศิลป์ในการรวบรวม จัดระบบ วิเคราะห์ และสรุปผลจากข้อมูล การมีความ
เข้าใจพ้ืนฐานเกี่ยวกับวิธีการทางสถิติ ก็จะสามารถใช้วิจารณญาณและประเมินสิ่งต่าง ๆ จากข้อมูลที่พบใน
ชีวิตประจ าวันได้ (Annenberg Learner, 2020) ความรอบรู้วิชาสถิติเป็นส่วนประกอบส าคัญของการศึกษา
ระดับปริญญาตรีและบัณฑิตศึกษาในทุกสาขา ในหลักสูตรอ่ืนที่ไม่ใช่สาขาสถิติจะให้เวลาในการสอนสถิติที่
จ ากัด การใช้สถิติในโลกของความเป็นจริงนั้นต้องมีความรู้เกี่ยวกับแนวคิดพ้ืนฐานทางสถิติ  มีความสามารถใน
การเชื่อมโยงสถิติกับสถานการณ์จริง และสามารถสังเคราะห์องค์ประกอบของการศึกษาทางสถิติและการ
สื่อสารผลลัพธ์ในลักษณะที่ชัดเจนได้ (Mustafa, 1996) วิชาสถิติเป็นการรวบรวมข้อมูล การใช้ข้อมูลและการ
ประยุกต์ผลการวิเคราะห์ทางสถิติน ามาใช้ประกอบการตัดสินใจในชีวิตประจ าวัน  ไม่ใช่แค่การคิดเลขในวิชา
คณิตศาสตร์ ความวิตกกังวลในวิชาสถิติจึงมีมากกว่าความวิตกกังวลในวิชาคณิตศาสตร์  (Cruise, Cash, 
Bolton, 1985). นักศึกษาหลักสูตรจิตวิทยาระดับปริญญาตรีมีความวิตกกังวลและทัศนคติเชิงลบวิชาสถิติใน
ระดับที่มีนัยส าคัญ (Ruggeri, Dempster, Hanna, Cleary, 2008) นักศึกษารัฐศาสตร์ก็มีความวิตกกังวลกับ
วิชาสถิติ การกลัวเกินไปที่จะเรียนรู้ ทัศนคติเชิงลบที่มีต่อสถิติเป็นอุปสรรคต่อการเรี ยนรู้สถิติเพ่ือให้ได้มาซึ่ง
ทักษะเชิงปริมาณ (Slootmaeckers, Kerremans, Adriaensen, 2014) เนื้อหาของวิชาสถิติเริ่มจากการ
ก าหนดค านิยาม จากนั้นก็จะใช้สูตรและสัญลักษณ์กับตัวแปร (ที่อาจเทียบได้กับตัวอักษรที่อยู่ในผืนผ้ายันต์ ที่
ผู้รู้เท่านั้นจึงจะอ่านออกและเข้าใจ) เพ่ือลดการใช้ค าอธิบายยืดยาว ยังมีข้อมูลตัวเลข การแทนข้อมูลด้วย
รูปภาพการกระจายที่เป็นกราฟแท่ง หรือเส้นโค้งรูประฆังคว่ า ทั้งสมมาตร มีความเบ้ และความโด่ง หากการ
เรียนการสอนในรายวิชาสถิติเบื้องต้นท าให้นักศึกษามองว่าเป็นวิชาที่ยาก มีสูตรที่ต้องท่องจ ามากมาย เนื้อหา
น่าเบื่อแล้ว เมื่อนักศึกษามีทัศนคติความพึงพอใจเชิงลบแล้วก็จะไม่มีความตั้งใจที่จะเรียนรู้  ส่งผลกระทบต่อ
ผลสัมฤทธิ์การเรียนสถิติเบื้องต้น การจัดการเรียนรู้ที่ผู้เรียนเรียนไม่รู้เรื่องหรือไม่เข้าใจหรือเข้าใจผิดอาจส่งผล
ให้น าสถิติไปใช้ในทางที่ไม่เหมาะสม ท าให้เกิดการตัดสินใจผิดพลาดมากมาย ดังนั้นจึงต้องมีการแก้ปัญหาด้าน
ความพึงพอใจและผลสัมฤทธิ์ทางการเรียนในรายวิชาสถิติเบื้องต้น  เนื่องจากวิชาสถิติเบื้องต้นเป็นพ้ืนฐาน
ส าคัญส าหรับการศึกษาและท างานวิจัยในศาสตร์อ่ืน ๆ (บรรทม สุระพร, 2558) ในประเทศไทย มีการศึกษา
ทัศนคติต่อรายวิชาสถิติของกลุ่มผู้เรียนระดับพ้ืนฐาน ระดับกลาง และระดับใช้งานกับนักศึกษาระดับปริญญา
บัณฑิต และระดับบัณฑิตศึกษา ครู อาจารย์ และนักวิจัยที่เป็นเพ่ือนกับผู้วิจัยในเครือข่ายสังคมออนไลน์        
เฟซบุ๊กจ านวน 163 คน พบว่า กลุ่มผู้เรียนที่รู้สึกดีต่อวิชาสถิติก็มีแนวโน้มที่จะแสดงออกทางความสามารถทาง
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ปัญญา และเห็นคุณค่าต่อวิชาสถิติในระดับดีด้วย รวมทั้งกลุ่มผู้เรียนที่เห็นว่าวิชาสถิติเป็นวิชายากแต่มีความ
น่าสนใจก็มีแนวโน้มที่จะมุ่งม่ันหรือทุ่มเทในการเรียนตามไปด้วย (อาฟีฟี ลาเต๊ะ, 2561)  

ความเข้าใจสถิติเกี่ยวกับ นัยส าคัญ (significance) อ านาจทดสอบ (power of a test) ขนาดตัวอย่าง 
(sample size) และ ขนาดอิทธิพล (effect size) ที่ใช้ในการค านวณขนาดตัวอย่างได้แก่ โปรแกรม G*Power 
(Buchner, Erdfelder, Faul, Lang, 2020) จะท าให้นักวิจัยสามารถใช้ผลจากโปรแกรมส าเร็จรูปนี้ได้อย่าง
มั่นใจมากขึ้น (Mysiak, 2020) นอกเหนือไปจากการค านวณขนาดตัวอย่างจากสูตรของทาโร่ ยามาเน่ 
(Yamane, 1970) ที่ใช้เพียงจ านวนประชากร (population N) ค่าความคลาดเคลื่อนของการสุ่มตัวอย่าง 
(sampling error) หรือ สูตรของเคจซี่และมอร์แกน (Krejcie, Morgan, 1970) ที่สูตรการค านวณขนาด

ตัวอย่างเพ่ิมค่าไคสแคว์ที่องศาอิสระ (degrees of freedom) เท่ากับ 1 ระดับความเชื่อมั่น 95% ( 2  = 
3.841) และสัดส่วนของลักษณะประชากรที่สนใจ (ถ้าไม่ทราบก าหนดให้ p=0.50)  ในบทความวิชาการมักจะ
พบการอ้างถึงการค านวณขนาดตัวอย่างโดยใช้สูตรของทาโร่ ยามาเน่ หรือ สูตรของเคจซี่และมอร์แกนอยู่เสมอ 
โดยผู้วิจัยไม่ให้รายละเอียดเกี่ยวกับค่า นัยส าคัญ และค่าสัดส่วน (p) เลย นอกจากนี้ ยังมีการก าหนดขนาด
ตัวอย่างโดยอ้างงานวิจัยอื่นด้วย การสร้างความรู้ความเข้าใจจะท าให้นักวิจัยสามารถใช้สถิติตามหลักวิชาการที่
ควรจะเป็นได้ต่อไป  

บทความนี้ได้ใช้การเล่าเรื่องอย่างง่าย การยกตัวอย่างเท่าที่จ าเป็น การใช้สูตรสัญลักษณ์ให้น้อยลง 
เพ่ือลดความเป็นวิชาการสถิติเต็มรูปแบบ เพ่ือการเข้าใจในพ้ืนฐานวิชาสถิติและการก าหนดขนาดตัวอย่างใน
งานวิจัย โดยน าเสนอเริ่มต้นจากข้อมูล ตัวแปร การแจกแจงความถี่ ร้อยละ และความน่าจะเป็น และน าไปสู่
การกระจายของการสุ่มตัวอย่าง (sampling distribution) ซึ่งเป็นที่มาของสูตรการค านวณขนาดตัวอย่าง และ
การทดสอบสมมติฐาน การน าเสนอโดยล าดับนี้น่าจะมีส่วนท าให้ เกิดความเข้าใจเกี่ยวกับนัยส าคัญ 
(significance) อ านาจทดสอบ (power of a test) ขนาดตัวอย่าง (sample size) และ ขนาดอิทธิพล (effect 
size) ได้ตามสมควร โดยเน้นความเข้าใจมากกว่าวิธีท าซึ่งในอดีตใช้การค านวณด้วยมือหรือใช้คอมพิวเตอร์
เขียนโปรแกรมซึ่งท าให้สถิติเป็นเรื่องยุ่งยากมาก แต่ในปัจจุบันมีโปรแกรมส าเร็จรูปวิเคราะห์ทางสถิติให้ใช้
มากมาย เพียงแต่บันทึกข้อมูลตัวแปรต่าง ๆ เป็นข้อมูลน าเข้าตามรูปแบบที่โปรแกรมเหล่านั้นก าหนด ก็
สามารถเรียกค าสั่งให้ท าการวิเคราะห์ผลได้แล้ว   
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สถิติเบื้องต้น 
กำรแจกแจงควำมถี่ ร้อยละ และควำมน่ำจะเป็น 
เริ่มต้นจากการเก็บรวบรวมข้อมูล จากนั้นน าข้อมูลมาดูการกระจายด้วยการแจกแจงความถี่  

(frequency distribution) ก็คือ ผลที่ได้จากการแจงนับ (tally หรือ frequency count) การนับว่าสิ่งที่ศึกษา
มีค่าอยู่ในค่าที่ก าหนดหรือช่วงค่าที่ก าหนดกี่รายการ ดังแสดงในตารางที่ 1 สดมภ์ความถี่ [a] เมื่อรวมกันเป็น
ผลรวมความถี่ [b] ซึ่งมาจากข้อมูลที่ศึกษาจ านวนหนึ่ง แต่การจะไปเปรียบเทียบกับอีกกลุ่มหนึ่งซึ่งมีจ านวน
รวมไม่เท่ากัน การแปลงเป็นสัดส่วนร้อยละในสดมภ์ [c] ก็จะท าให้การเปรียบเทียบท าได้ง่ายขึ้น เช่น สัดส่วน
ร้อยละระหว่างเพศ ส่วนการแปลงเป็นสัดส่วนที่มีผลรวมเป็น 1 ในสดมภ์ [d] ก็คือโอกาสความน่าจะเป็น 
(probability) นั่นเอง อาจแสดงในรูปกราฟแท่งว่าแต่ละค่าของข้อมูลมีข้อมูลจ านวนกี่รายการที่มีค่าอยู่ในช่วง
คะแนนนั้น (ใช้ค าว่าช่วงคะแนน ในงานแต่ละเรื่องจะเป็นค่าของสิ่งที่ศึกษา เช่น น้ าหนัก ส่วนสูง)  ดังแสดงใน
ภาพที่ 1 แกนตั้งด้านขวาคือ ความถี่ ส่วนแกนตั้งด้านซ้ายของภาพ ก็คือ ร้อยละ หรือ ความน่าจะเป็น ซึ่งการ
นับจ านวน กับร้อยละใช้สเกลต่างกันแต่ซ้อนบนภาพเดียวกันได้ 

ตำรำงท่ี 1 ตัวอย่างการแจกแจงความถี่ แปลงเป็นสัดส่วนร้อยละ และความน่าจะเป็น 
 ค่าท่ี

ก าหนด 
 ช่วงค่าท่ี

ก าหนด 
ความถี่ 

[a] 
ร้อยละ [c] 

=100x[a]/[b] 
ความน่าจะเป็น 

[d]=[a]/[b] 
 1  0.5-1.5 1 2.38% 0.02 
 2  1.5-2.5 3 7.14% 0.07 
 3  2.5-3.5 4 9.52% 0.10 
 4  3.5-4.5 6 14.29% 0.14 
 5  4.5-5.5 8 19.05% 0.19 
 6  5.5-6.5 6 14.29% 0.14 
 7  6.5-7.5 4 9.52% 0.10 
 8  7.5-8.5 3 7.14% 0.07 
 9  8.5-9.5 3 7.14% 0.07 
 10  9.5-10.5 2 4.76% 0.05 
 11  10.5-11.5 2 4.76% 0.05 
   รวม [b] 42 100.00% 1.00 
   ค่าต่ าสุด  1  
   ค่าสูงสุด  11  
   ค่าเฉลี่ย  5.71  

ค่าส่วนเบี่ยงเบนมาตรฐาน  2.53   
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กำรวัดแนวโน้มเข้ำสู่ส่วนกลำง 
นอกจากนั้นยังมีการค านวณแนวโน้มเข้าสู่ส่วนกลางเป็นการดูว่าข้อมูลแตกต่างกันอย่างไร ก็คือการ

กระจายของข้อมูล คือ ค่าต่ าสุด (minimum) ค่าสูงสุด (maximum) เมื่อน าค่าสูงสุดลบออกด้วยค่าต่ าสุดก็จะ
ได้ค่าพิสัย (range) ซึ่งบอกว่าข้อมูลสูงสุดต่างไปจากข้อมูลต่ าสุดเท่าใด และข้อมูลมีศูนย์กลางของข้อมูลอยู่ที่
ไหน โดยดูจากค่าเฉลี่ย (mean หรือ average) คือ ค่าข้อมูลทั้งหมดน ามารวมกันแล้วหารด้วยจ านวนข้อมูล 
(นอกจากนี้ยังมีค่ามัธยฐาน (median) คือ ค่าที่มีต าแหน่งอยู่กึ่งกลางของข้อมูลทั้งหมด เมื่อได้เรียงข้อมูล
ตามล าดับ ไม่ว่าจากน้อยไปมาก หรือจากมากไปน้อย ถ้าข้อมูลเป็นจ านวนคู่ก็น าเอาค่าของคู่ตรงกลางบวกกัน
แล้วค่าแล้วหารสอง กับฐานนิยม (mode) คือจ านวนข้อมูลที่มีค่าเดียวกันเป็นจ านวนมาก) และส่วนเบี่ยงเบน
มาตรฐาน (standard deviation) ที่เป็นการรวมข้อมูลรายการแต่ละรายการที่ลบด้วยค่าเฉลี่ยแล้วยกก าลัง
สองหารด้วยจ านวนข้อมูลแล้วจึงน าผลที่ได้ไปหาค่า (ถอด) สแคว์รูท (square root) เพ่ือให้ได้ค่าเฉลี่ยขนาด
ของความแตกต่างไปจากค่าเฉลี่ย เพ่ือใช้เป็นตัวแทนค่าของข้อมูลกลุ่มดังกล่าวที่สามารถน าไปเปรียบเทียบกับ
ข้อมูลกลุ่มอ่ืน ๆ ที่เกี่ยวข้องกัน ถ้าค่าเฉลี่ยสองกลุ่มไม่เท่ากัน ก็สามารถบอกได้โดยว่าค่าเฉลี่ยต่างกันเท่าไร แต่
ถ้าค่าเฉลี่ยสองกลุ่มเท่ากันแล้ว ข้อมูลกลุ่มไหนเกาะกลุ่มดีกว่ากัน กลุ่มที่ข้อมูลเกาะกลุ่มกันดีกว่าก็จะมีค่าส่วน
เบี่ยงเบนมาตรฐานต่ ากว่ากลุ่มอ่ืน  ตัวอย่างของการกระจายความถี่ของข้อมูลตารางที่ 1 มีค่าเฉลี่ยเท่ากับ 
5.71 และ ส่วนเบี่ยงเบนมาตรฐาน เท่ากับ 2.53 ดังแสดงในภาพที่ 1 ตัวเลขบนแกนตั้งด้านขวาของภาพคือ
จ านวนนับความถี่ (frequency) ของสิ่งที่สนใจซึ่งอยู่ในช่วงบนแกนนอน เมื่อแปลงค่าเป็นเส้นโค้งปกติตาม
ทฤษฎีด้วยค่าเฉลี่ยและส่วนเบี่ยงเบนมาตรฐานเดิมแล้ว (ขอละสูตรการกระจายความน่าจะเป็นของการ
กระจายแบบปกติไว้ (the standard normal probability distribution)) ก็จะพบความแตกต่างระหว่าง
ข้อมูลที่เก็บมากับค่าเส้นโค้งปกติตามทฤษฎี ซึ่งมีค่าความน่าจะเป็นตามแกนตั้งด้านซ้ายของภาพ 

 

 
 

ภำพที่ 1 รูปแสดงการกระจายของข้อมูลและค่าความน่าจะเป็นโค้งปกติ 
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ภำพที่ 2 รูปแสดงการการกระจายของข้อมูลและโค้งปกติ 
 
กำรกระจำยของกำรสุ่มตัวอย่ำง 
ประชากร (population) คือ ทุก ๆ หน่วยของสิ่งที่นักวิจัยสนใจศึกษา การศึกษาจากประชากรที่มี

จ านวนมากทุกรายการ เรียกว่า ส ามะโน (census) ซึ่งมีค่าใช้จ่ายสูง ใช้เวลามากและอาจเป็นไปได้ยาก 
การศึกษาจากตัวอย่าง (sample) โดยการเลือกตัวอย่าง (sampling) ก็จะประหยัดงบประมาณ เวลา และทัน
ต่อการน าไปใช้ตัดสินใจ การศึกษาจากประชากรทั้งหมดที่มีรูปแบบการกระจายของข้อมูลที่เป็นการกระจาย
ปกติตามที่เห็นเป็นรูประฆังคว่ าที่สมมาตรแล้ว ดังแสดงในภาพที่ 2  

ถ้าเก็บข้อมูลจากประชากรที่มีการกระจายแบบโค้งปกติด้วยขนาดตัวอย่างเท่า ๆ กัน ซ้ า ๆ หลาย
หลายครั้ง แล้วน าค่าเฉลี่ยแต่ละครั้งนั้นมาศึกษาการกระจาย จะเรียกว่า การกระจายของการสุ่มตัวอย่าง 
(sampling distribution) ก็จะยังมีการกระจายเป็นโค้งปกติ และค่าเฉลี่ยของค่าเฉลี่ย  (the mean of the 
sample mean) นี้สามารถใช้ประมาณการค่าเฉลี่ยของประชากรได้ และส่วนเบี่ยงเบนมาตรฐานของค่าเฉลี่ย
ของตัวอย่างที่เก็บมาซ้ า ๆ (the standard error of the mean) นี้จะเท่ากับ ส่วนเบี่ยงเบนมาตรฐานของ
ประชากรหารด้วยสแคว์รูทของขนาดตัวอย่างที่ใช้ (Groebner, Shannon, Fry, Smith, 2001; Bluman, 
1988; Hingle, Wiersma, Jurs, 1979) โดยปกติก็จะแสดงด้วยสัญลักษณ์ ดังนี้ 
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ตำรำงท่ี 2 สัญลักษณ์ที่ใช้ในสถิติ 
 

รายการ ประชากร ตัวอย่าง การสุ่มตัวอย่าง 

จ านวนข้อมูล N  n  n  

จ านวนครั้ง 
1 1 m  

ค่าเฉลี่ย   x  x  

ส่วนเบี่ยงเบนมาตรฐาน   s  
x

s  
 

ซึ่ง  x
s

n


 และสูตรนี้เองท่ีน าไปสู่การหาขนาดตัวอย่าง 

 
สัญลักษณ์เหล่านี้ เป็นที่ยอมรับกันทั่วไป 
  

กำรทดสอบสมมติฐำน 
การกระจายของค่าเฉลี่ยของการเก็บตัวอย่างหลาย ๆ ครั้งนี้เอง น าไปสู่ค าถามว่าในการเก็บตัวอย่าง

ครั้งหนึ่งหรือท าการทดลองครั้งหนึ่งแล้วโอกาสที่พบค่าเฉลี่ยนั้นเป็นพวกเดียวกับประชากรกลุ่มนั้นหรือไม่ ซึ่ง
ถ้าเป็นการทดลองที่มีการจัดกระท า (intervention) ก็ย่อมต้องการเห็นผลแตกต่างไปจากประชากรปกติที่
ไม่ได้มีการจัดกระท าตามบริบทของงานวิจัยนั้น ๆ ซึ่งเป็นการน าไปสู่การทดสอบสมมติฐานนั่นเอง 
(hypothesis testing) ที่นักวิจัยมักจะใช้ค าศัพท์เฉพาะกับผลการทดสอบสมมติฐานเป็นค าสั้น ๆ ว่า Sig. หรือ 
ไม่ Sig. มาจากค าว่า significance หรือ non significance ซึ่งหมายถึง แตกต่างหรือไม่อย่างมีนัยส าคัญทาง
สถิติ  

การกระจายของการสุ่มตัวอย่างจากประชากรที่มีการกระจายปกติ (normal distribution) การ
ทดลองแต่ละครั้งก็คือ การเลือกตัวอย่างจ านวนหนึ่งมาศึกษา เมื่อแปลงเป็นค่ามาตรฐานแล้วอยู่ในส่วนใดโค้ง
ปกติมาตรฐานดังแสดงในภาพที่ 2 ซึ่งถ้าอยู่ระหว่าง -3 ถึง +3 ก็อยู่ในร้อยละ 99.74 ที่ใกล้ค่าเฉลี่ยของ
ประชากร ตามปกติมักจะตั้งเกณฑ์ให้ค่ามาตรฐานอยู่ที่ -1.96 ถึง +1.96 หรือ มีโอกาสที่จะไม่แตกต่างไปจาก
ค่าเฉลี่ยร้อยละ 95 หรือจะเรียก ช่วงที่ก าหนดนี้ว่า ช่วงความเชื่อมั่น (confidence interval 1  ) ส่วนที่
เกินออกไปจาก -1.96 และ +1.96 ก็จะมีค่าด้านละร้อยละ 2.5 ( / 2 ) เมื่อรวมกัน 2 ข้างก็คือ ร้อยละ 5     (
 ) (สามเหลี่ยมฐานโค้งสีแดงในภาพที่ 2) ซึ่งจะเรียกว่า ความคลาดเคลื่อนชนิดที่ 1 (Type I error) หรือ 
error (alpha error)  

สมมติฐานหลัก (Null Hypothesis) คือ สมมติฐานที่ตั้งขึ้นซึ่งระบุว่าค่าเฉลี่ยของตัวอย่างเมื่อแปลง
เป็นค่ามาตรฐานแล้ว ไม่แตกต่างไปจากค่าเฉลี่ยของประชากร 
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สมมติฐานทางเลือกหรือสมมติฐานการวิจัย (Alternative or Research Hypothesis) คือ สมมติฐาน
ที่ตั้งข้ึนซึ่งระบุว่าค่าเฉลี่ยของตัวอย่างเมื่อแปลงเป็นค่ามาตรฐานแล้ว แตกต่างไปจากค่าเฉลี่ยของประชากร 

ความคลาดเคลื่อนชนิดที่ 1 (Type I error) หรือ ค่าอัลฟ่า ( ) ซึ่งมักจะก าหนดไว้ที่ 0.05 ซึ่งถือเป็น
ค่ามาตรฐานที่ใช้กันทั่วไปในงานวิจัยหลาย ๆ สาขา เมื่อ 1- คือ ช่วงความเชื่อมั่น (confidence interval) 
  คือ โอกาสที่จะปฏิเสธว่าค่ามาตรฐานที่แปลงมานี้แตกต่างไปจากค่าเฉลี่ยของประชากร แต่ถ้าสมมติฐาน
ที่ตั้งขึ้นเป็นจริงแล้วปฏิเสธก็จะเป็นความคลาดเคลื่อนชนิดที่ 1 (Type I error) การก าหนดค่า   เป็น 0.05 
และ 0.01 ก็หมายถึงว่ามีโอกาสร้อยละ 5 หรือร้อยละ  1 ที่จะปฏิเสธสมมติฐานหลัก ทั้ง ๆ ที่สมมติฐานหลัก
นั้นเป็นจริงนั้น  การก าหนดค่า  ไว้น้อยลงก็จะต้องใช้ขนาดตัวอย่างมากข้ึนหรือในทางกลับกัน ถ้าก าหนดให้
มีความคลาดเคลื่อนได้มากก็เพราะใช้จ านวนตัวอย่างน้อย (Prajapati, Dunne, Armstrong, 2009) 

ขนาดตัวอย่างหรือจ านวนผู้เข้าร่วมการศึกษา (อาสาสมัคร) มีบทบาทส าคัญที่จะท าให้ผลลัพธ์มี
นัยส าคัญหรือไม่ เมื่อต้องการให้ความแตกต่างระหว่างกลุ่มมีมากโดยใช้จ านวนตัวอย่างจ านวนน้อยเท่าที่ระดับ
นัยส าคัญก าหนด เช่น  น้อยกว่า 0.05 ตามทฤษฎีแล้วจะพบความแตกต่างอย่างมีนัยส าคัญเมื่อท าการศึกษา
ในตัวอย่างจ านวนมากพอ ซึ่งก็จะท าให้มีค่าใช้จ่ายสูงและก็มีความยากเพ่ิมมากข้ึน (Mysiak, 2020)  

ผู้ที่เสนอให้ใช้ค่า   เป็น 0.05 คือนักสถิติชื่อ Fisher ในปี พ.ศ. 2468 (ค.ศ. 1925) โดยถือเป็นระดับ
การตัดสินใจที่สะดวก (a convenient cutoff level) โดย 0.05 (Quinn, Keough, 2002) ก็คือ ในการทดลอง 
20 ครั้งจะยอมให้ตัดสินใจผิดพลาดได้ 1 ครั้ง นั่นเอง    

ค่าพี (p-value) เป็นค่าความน่าจะเป็นที่ค านวณได้จากต าแหน่งค่ามาตรฐานที่แปลงมาจากเฉลี่ยของ
กลุ่มตัวอย่าง (สามเหลี่ยมฐานโค้งสีเขียวที่ครอบสามเหลี่ยมฐานโค้งสีแดงด้านซ้ายของภาพที ่2) ในการทดสอบ
สมมติฐานโปรแกรมส าเร็จรูปจะค านวณค่า p-value มาให้ด้วย ในภาพที่ 2 ค่าพีมากกว่าค่าแอลฟ่าก็จะไม่
ปฏิเสธสมมติฐานหลัก ภาษานักวิจัยจะพูดสั้น ๆ ว่า ไม่ Sig. แต่ถ้าค่าพีน้อยกว่ากว่าค่าแอลฟ่าก็จะปฏิเสธ
สมมติฐานหลัก ไปยอมรับสมมติฐานรองว่าค่าเฉลี่ยของการสุ่มตัวอย่างครั้งนี้แตกต่างไปจากค่าเฉลี่ยของ
ประชากร  

ความคลาดเคลื่อนชนิดที่สอง (Type II error) หรือ ค่าบีต้า (  ) ก็คือโอกาสที่ยอมรับสมมติฐานว่าง 
ทั้ง ๆ ที่สมมติฐานว่าไม่เป็นจริง หรือมีโอกาสผิดพลาดที่จะยอมรับซึ่งสมมติฐานว่างเท่ากับ   ดังนั้นค่า 1-   
จึงเป็นโอกาสที่จะปฏิเสธสมมติฐานว่าง เมื่อสมมติฐานว่าไม่เป็นจริง ค่า 1-   นี้จึงถูกเรียกว่า อ านาจทดสอบ 
(Power of a test) ดังแสดงในภาพที่ 3 ซึ่งโดยทั่วไปจะใช้อ านาจทดสอบที่ร้อยละ 80 หรือ 0.80 (Araujo, 
Froyland, 2007)  

 
ภำพที่ 3 ภาพจากโปรแกรม G*Power 
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การวิจัยเชิงทดลองไม่ได้ใช้จ านวนประชากรค านวณขนาดตัวอย่าง เนื่องจากประชากรมีจ านวนมากใน
สูตรการค านวณก็จะมีค่าอีกค่าหนึ่ง คือ ขนาดอิทธิพล (effect size)  โดยความหมายคือ ขนาดของตัวแปร
หรือสิ่งที่ศึกษาต้องต่างกันเท่าไรจึงจะยอมรับหรือปฏิเสธสมมติฐานว่าง เนื่องจากสมมติฐานว่าง ก าหนดให้สิ่งที่
ศึกษาไม่แตกต่างกันและสมมติฐานว่างเป็นจริงขนาดอิทธิพลก็จะเป็นเป็นศูนย์ แต่เมื่อสมมติฐานหลักไม่เป็น
จริงแล้ว ในกรณีนี้ขนาดอิทธิพลย่อมมีค่ามากกว่าศูนย์กล่าวคือสิ่งที่ศึกษาอยู่นั้นต้องต่างกันเท่าไร จึงจะ
ตัดสินใจได้ว่ามันต่างกัน ขนาดอิทธิพลจึงเป็นดัชนีของการปฏิเสธสมมติฐานว่าง  การก าหนดขนาดอิทธิพล
ก าหนดโดยใช้ผลการวิจัยในรูปแบบเดียวกันจากที่มีมาก่อน แต่ถ้าไม่มีหรือหางานวิจัยที่ไม่สามารถเทียบเคียง
ได้แล้ว จะก าหนดขนาดอิทธิพลอย่างไร อย่างไรก็ตาม การวิเคราะห์อ านาจทดสอบ มีปัจจัยที่เกี่ยวข้อง 4 
ประการ คือ อ านาจทดสอบ (power 1-  ) ระดับนัยส าคัญ(significance criterion  ) ขนาดตัวอย่าง 
(sample size n) และ ขนาดอิทธิพล (effect size  ) ซึ่งเมื่อจะหาค่าของปัจจัยใดปัจจัยหนึ่งจะขึ้นกับการ
ก าหนดค่าของปัจจัยสามประการที่เหลือ (Cohen, 1988) ซึ่งสามารถใช้โปรแกรม G*Power ค านวณได ้

การก าหนดขนาดอิทธิพลในการทดสอบค่าเฉลี่ยสองกลุ่มที่ศึกษาว่าแตกต่างกันหรือไม่ ขนาดอิทธิพล 
คือ ความแตกต่างของค่าเฉลี่ยสองกลุ่มที่ศึกษาหารด้วยส่วนเบี่ยงเบนรวมของทั้งสองกลุ่ม  ถ้าขนาดอิทธิพล
เท่ากับ 1 แปลว่าค่าเฉลี่ยสองกลุ่มต่างกัน 1 ส่วนเบี่ยงเบนมาตรฐาน ถ้ามีค่าเป็น 2 ก็แปลว่าค่าเฉลี่ยสองต่างกัน
สองเท่าของส่วนเบี่ยงเบนมาตรฐาน และก็เป็นอย่างนี้ไปเรื่อย ๆ ซึ่งค่าส่วนเบี่ยงเบนมาตรฐานก็เหมือนกับค่า
มาตรฐาน (ค่า z) 1 ส่วนเบี่ยงเบนมาตรฐานก็คือ ค่า z ที่เท่ากับ 1 กรณีนี้สูตรการค านวณขนาดอิทธิพลก็
เหมื อนกับสูตรการแปลงค่ า เป็ นค่ ามาตรฐาน  (ค่ า  z)  (McLeod, 2019) (ที่  ( ) /z x     กั บ 

( ) /x    )  
ขนาดอิทธิพลเป็นการวัดเชิงปริมาณถึงขนาดของสิ่งที่วัดที่ส่งผลของการทดลอง ขนาดอิทธิพลมาก

สัมพันธ์กับความสัมพันธ์ของสองสิ่งก็มากตามไปด้วย การก าหนดขนาดอิทธิพลเป็นงานที่ยุ่งยาก ในบางกรณีก็
ใช้ค่าขนาดอิทธิพลจากการศึกษาที่ผ่านมา หรือท าการศึกษาน าร่องหรือการใช้ผู้เชี่ยวชาญก าหนด การก าหนด
ขนาดอิทธิพลน้อยก็ต้องใช้ตัวอย่างจ านวนมากขึ้น (Prajapati, Dunne, Armstrong, 2009) อย่างไรก็ตาม 
Cohen (1988) ไดเ้สนอแนะมาตรฐานขนาดอิทธิพลเป็น เล็ก กลาง และใหญ่ ไว้ดังแสดงในตารางที่ 3  

 
ตำรำงท่ี 3 ค่าขนาดอิทธิพล 

การทดสอบ เล็ก กลาง ใหญ ่
การทดสอบค่าเฉลี่ยสองกลุ่มแตกต่างกัน 0.20 0.50 0.80 
การทดสอบค่าเฉลี่ยหลายกลุ่มแตกต่างกัน 0.10 0.25 0.40 
การทดสอบไคสแคว์ 0.10 0.30 0.50 
ค่าสหสัมพันธ์เพียร์สัน 0.10 0.30 0.50 

ที่มา: Cohen (1988)  
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ตัวอย่ำงกำรใช้โปรแกรม G*Power 
ความสัมพันธ์ของระดับนัยส าคัญ (significance level)  อ านาจทดสอบ (Power of a test) ขนาด

ตัวอย่าง (sample size) ขนาดอิทธิพล (effect size) ในการทดสอบทางสถิติว่าค่าเฉลี่ยจากกลุ่มที่ท าการวิจัย
จะแตกต่างไปจากค่าคงที่ค่าหนึ่งหรือไม่ พร้อมทั้งแสดงตัวอย่างการใช้โปรแกรม G*Power ค านวณขนาด
ตัวอย่างในการทดสอบสมมติฐานว่าค่าเฉลี่ยแตกต่างไปจากค่าที่ก าหนดหรือไม่ โดยก าหนดเป็นตัวอย่าง ดังนี้  

ระดับนัยส าคัญ (significance level) = 0.05 
อ านาจทดสอบ (Power of a test)    = 0.80        
ขนาดอิทธิพล (effect size)      = 0.50  
โปรแกรม G*Power ค านวณขนาดตัวอย่าง (sample size) ได้เท่ากับ 27 ตัวอย่าง โดยแสดงค่า 

Actual power ด้วย เนื่องจากจ านวนตัวอย่างเป็นตัวเลขจ านวนเต็ม ผลการค านวณท่ีแตกต่างไปจากค่าเริ่มต้น
ที่น าเข้าจึงน ามาแสดงไว้ด้วย ดังแสดงในภาพที่ 4 ในการวิเคราะห์อ านาจทดสอบ ผู้วิจัยสามารถเลือกใน Type 
of power analysis ได้ว่าจะให้ค านวณค่าใด เมื่อก าหนด 3 ค่าให้ เช่น ถ้าไปส ารวจแล้วแล้วเก็บตัวอย่างมาได้
มากกว่าน้อยกว่าที่มากกว่า 27 ตัวอย่างแล้ว ถ้ายังก าหนดค่านัยส าคัญคงเดิม อ านาจทดสอบคงเดิม ค่าขนาด
อิทธิพลจะเป็นเท่าใด เป็นต้น ขณะเดียวกัน ถ้าจะค านวณหาอ านาจทดสอบโดยก าหนดขนาดอิทธิพลคงเดิม
แล้ว ก็ต้องบันทึกข้อมูลเข้าเป็น นัยส าคัญ ขนาดตัวอย่าง และขนาดอิทธิพล    

 

 
 

ภำพที่ 4 การค านวณขนาดตัวอย่างด้วยโปรแกรม G*Power 
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ควำมรอบรู้สถิติเพื่องำนวิจัย 
การเริ่มต้นจากสถิติพ้ืนฐานถึงการวิเคราะห์อ านาจทดสอบที่มีความเชื่อมโยงกันของปัจจัยสี่ประการ

คือ นัยส าคัญ อ านาจทดสอบ ขนาดอิทธิพล และขนาดตัวอย่าง และการยกตัวอย่างการใช้โปรแกรม G*Power 
ผู้วิจัยสามารถใช้โปรแกรมส าเร็จรูปนี้ในการค านวณทั้งก่อนและหลังการท างานวิจัย เมื่อจ านวนตัวอย่าง
แตกต่างไปจากที่ได้ค านวณและเสนอไว้ตามแผนงาน ซึ่งก็หวังว่าความรู้ความเข้าใจจากบทความนี้จะช่วยให้
ผู้อ่านสามารถเขียนวิธีการวิเคราะห์อ านาจทดสอบและสรุปผลในรายงานการวิจัยหรื อบทความวิจัยได้อย่าง
เหมาะสมต่อไป  
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