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บทคัดย่อ 
 งานวิจัยนี้ มีวัตถุประสงค์เพื่อศึกษาการคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบการถดถอยเชิงเส้นพหุ คูณ ด้วยวิธีการ
คัดเลือกตัวแปรของเบส์ โดยใช้วิธีการสุ่มแบบกิบส์ และท าการเปรียบเทียบประสิทธิภาพในการคัดเลือกตัวแปรอิสระเข้าสู่ตัว
แบบของเบส์โดยใช้วิธีการสุ่มแบบกิบส์กับวิธีการถดถอยแบบขั้นตอน โดยการจ าลองข้อมูล ทั้งกรณีที่ไม่มีและมีความสัมพันธ์
เชิงเส้นแบบพหุระหว่างตัวแปรอิสระ และก าหนดขนาดตัวอย่างเท่ากับ 25 และ 100 โดยกระท าซ ้า 500 ครั้งในแต่ละกรณี 
เกณฑ์ที่ใช้ในการเปรียบเทียบ คือ ร้อยละความถูกต้องของการคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบและค่าความคลาดเคลื่อน
ก าลังสองเฉลี่ย (MSE) ผลการวิจัยพบว่าเมื่อชุดข้อมูลจ าลองเป็นขนาดตัวอย่างเล็ก ร้อยละความถูกต้องของการคัดเลือกตัว
แปรด้วยวิธีการคัดเลือกตัวแปรของเบส์โดยใช้วิธีการสุ่มแบบกิบส์สูงกว่าวิธีการถดถอยแบบขั้นตอน ทั้งกรณีที่ไม่มีและมี
ความสัมพันธ์เชิงเส้นแบบพหุระหว่างตัวแปรอิสระ แต่เมื่อขนาดตัวอย่างมากขึ้น กรณีที่ไม่มีความสัมพันธ์เชิงเส้นแบบพหุ
ระหว่างตัวแปรอิสระ วิธีการถดถอยแบบขั้นตอนได้ร้อยละความถูกต้องของการคัดเลือกตัวแปรมากขึ้น ซึ่งเท่ากันกับวิธีการ
คัดเลือกตัวแปรของเบส์โดยใช้วิธีการสุ่มแบบกิบส์ และ MSE ของทั้งสองวิธีมีค่าเท่ากัน ซึ่งมีค่าน้อยมาก อันเนื่องมาจากค่าจริง
และค่าพยากรณ์ของตัวแปรตามที่ได้จากแต่ละวิธีมีค่าใกล้เคียงกัน ในทางกลับกันเมื่อมีความสัมพันธ์เชิงเส้นแบบพหุระหว่างตัว
แปรอิสระ วิธีการคัดเลือกตัวแปรของเบส์โดยใช้วิธีการสุ่มแบบกิบส์และวิธีการถดถอยแบบขั้นตอนไม่สามารถคัดเลือกตัวแปร
อิสระเข้าสู่ตัวแบบได้อย่างถูกต้อง 
 

ABSTRACT 

 The purpose of this research is to study variable selection for multiple linear regression models 
with Bayesian Variable Selection by using Gibbs Sampling (GS)  and compare the efficiency of variable 
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selection between Gibbs Sampling (GS) and Stepwise Regression (SR) .  The study employs simulation data 
which compared both cases with and without multicollinearity. A sample size of 25 and 100 is utilized, and 
repeated 500 times for each sample size.  A significance level of 0. 05 is set for selecting independent 
variables using SR. The comparison criterion includes the percentage of accurate variable selection and the 
mean squared error (MSE) .  When simulated dataset is small sample size, the percentage of accuracy with 
GS is higher than SR in both cases with and without multicollinearity. However, as the sample size increases, 
percentage of accurate of SR also increases for case without multicollinearity which is equivalent to GS. 
The MSE for both methods is equal, which is very low.  This outcome is due to the similarity between true 
values and predicted values of the dependent variables obtained from each method.  Conversely, when 
there is multicollinearity, both GS and SR are unable to accurately select variables for the model.  
 

ค าส าคัญ: การจ าลองข้อมูล  การคัดเลือกตัวแปรของเบส์  วิธีการสุ่มแบบกิบส์  วิธีการถดถอยแบบขั้นตอน  ความสัมพันธ์- 
เชิงเส้นแบบพหุระหว่างตัวแปรอิสระ 
Keywords: Simulation Data, Bayesian Variable Selection, Gibbs Sampling, Stepwise Regression, 
Multicollinearity 
 

บทน า  
 การวิจัยมีความส าคัญเป็นอย่างมากในปัจจุบัน เนื่องจากเป็นแนวทางในการแสวงหาความรู้ใหม่ ๆ และพัฒนาความรู้
เดิมของสาขาวิชาต่าง ๆ ให้มีความเจริญก้าวหน้า ซึ ่งวิธีการทางสถิติถูกน ามาประยุกต์ใช้ในงานวิจัยอย่างแพร่หลาย  
โดยเฉพาะการวิเคราะห์การถดถอย (Regression Analysis) เป็นวิธีการทางสถิติที่นิยมน ามาใช้ในงานวิจัยเพราะการวิจัยเป็น
กระบวนการของการศึกษาตัวแปร จะสังเกตได้ว่าการวิจัย เกือบทุกเรื่องจะต้องเกี่ยวข้องกับตัวแปรอย่างน้อยที่สุด 1 ตัว  
ซึ่งการวิเคราะห์การถดถอยใช้เพื่อศึกษารูปแบบความสัมพันธ์ระหว่างตัวแปรหรือประมาณค่าของตัวแปรตาม โดยสร้างตัวแบบ
จากข้อมูลของตัวแปรอิสระ ดังนั้นการวิจัยจึงมีความเกี่ยวข้องกับการสร้างตัวแบบด้วย เพื่อใช้ในการพิจารณาความสัมพันธ์
ของตัวแปรตามกับตัวแปรอิสระ แต่โดยส่วนใหญ่ในงานวิจัยมักจะเกี่ยวข้องกับการมีตัวแปรอิสระมากกว่า 1 ตัวแปร ที่มี
ความสัมพันธ์เชิงเส้นกับตัวแปรตามหรือเรียกว่า การถดถอยเชิงเส้นพหุคูณ (Multiple Linear Regression) อย่างไรก็ตามการ
มีตัวแปรอิสระอยู่ในตัวแบบเป็นจ านวนมากนั้นไม่ได้หมายความว่าตัวแปรอิสระทุกตัวจะมีความสัมพันธ์เชิงเส้นกับตัวแปรตาม
สูง กล่าวคืออาจมีตัวแปรอิสระบางตัวที่อธิบายความผันแปรได้น้อย นอกจากนี้อาจมีตัวแปรอิสระบางตัวที่มีความสัมพันธ์
กันเอง หรือเรียกว่าเกิดปัญหาความสัมพันธ์เชิงเส้นแบบพหุ (Multicollinearity) นอกจากนี้การมีตัวแปรอิสระในตัวแบบ
ถดถอยเชิงเส้นพหคุูณเป็นจ านวนมาก อาจก่อให้เกิดปัญหาตัวแบบมีความไม่เหมาะสม เนื่องจากอาจมีตัวแปรอิสระบางตัวที่ไม่
มีความสัมพันธ์เชิงเส้นกับตัวแปรตาม ซึ่งถ้าเลือกตัวแบบไม่เหมาะสมก็จะส่งผลให้ผลการวิเคราะห์ไม่ถูกต้องด้วย เช่น การที่ตัว
แบบมีตัวแปรอิสระมากเกินไป เมื่อน าตัวแบบไปใช้จะเกิดปัญหาเรื่องความแม่นย าในการประมาณค่า แต่ถ้าตัวแบบมีตัวแปร
อิสระน้อยเกินไป เมื่อน าไปใช้ก็จะท าให้เกิดการประมาณค่าแบบเอนเอียง หรือถ้าคัดเลือกตัวแปรอิสระที่มีความสัมพันธ์เชิง
เส้นกับตัวแปรตามสูงออกจากตัวแบบ จะท าให้ตัวแบบที่จะน าไปประมาณค่าตัวแปรตามนั้นมีประสิทธิภาพต ่า ส่งผลให้
ค่าประมาณที่ได้มีความคลาดเคลื่อนสูง จึงเห็นได้ว่าการเลือกตัวแบบถดถอยเชิงเส้นที่ดีที่สุดเป็นเรื่องที่ซับซ้อน จากกรณีศึกษา
จ านวนมากพบว่าตัวแบบที่ไม่ซับซ้อนจะสามารถให้ผลการท านายที่แม่นย ากว่า (Burnham and Anderson, 2002) เพราะยิ่ง
มีความซับซ้อนมาก การปรับแต่งตัวแบบให้เหมาะกับข้อมูลก็จะยิ่งมีความยากมากยิ่งขึ้น ดังนั้นจึงควรเริ่มต้นที่ตัวแบบมีจ านวน
ตัวแปรอิสระน้อย ๆ แล้วจึงเพิ่มจ านวนตัวแปรอิสระลงในตัวแบบให้มากขึ้น ดังนั้นการเลือกตัวแบบที่มีความเหมาะสมสูงที่สุด
จึงต้องอาศัยการคัดเลือกตัวแปรเป็นองค์ประกอบส าคัญ 
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ผู้วิจัยจึงศึกษาวิธีการคัดเลือกตัวแปรของเบส์ (Bayesian Variable Selection) โดยใช้วิธีการสุ่มแบบกิบส์ (Gibbs 
Sampling) และเปรียบเทียบประสิทธิภาพในการคัดเลือกตัวแปรด้วยวิธีการของเบส์โดยใช้วิธีการสุ่มแบบกิบส์ กับวิธีการ
ถดถอยแบบขั้นตอน (Stepwise Regression)  
 

วิธีการด าเนินการวิจัย 

 งานวิจัยนี้ศึกษาการคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบการถดถอยเชิงเส้นพหุคูณด้วยวิธีการคัดเลือกตัวแปรของเบส์
โดยใช้วิธีการสุ่มแบบกิบส์ และวิธีการถดถอยแบบขั้นตอนโดยใช้ข้อมูลจ าลองที่มีจ านวนตัวแปรอิสระในตัวแบบเต็มรูปเท่ากับ 
24 ตัวแปร และจ านวนตัวแปรอิสระในตัวแบบแท้จริงเท่ากับ 10 ตัวแปร ขนาดตัวอย่างเท่ากับ 25 และ 100 ทั้งกรณีที่ไม่มี
และมคีวามสัมพันธ์เชิงเส้นแบบพหรุะหว่างตัวแปรอิสระ โดยมีขั้นตอนการด าเนินงานดังนี้  
 1. ท าการจ าลองข้อมูลที่จะใช้ในการศึกษา โดยก าหนดให้ตัวแปรอิสระ 24 ตัวแปร มีการแจกแจงแบบเอกรูป X~ 
Uniform (-200, 200) ซึ่งมีตัวแปรอิสระในตัวแบบแท้จริงเพียง 10 ตัวเท่านั้นที่ใช้ในการก าหนดค่าตัวแปรตาม Y และก าหนด

ความคลาดเคลื่อนสุ่มที่เป็นอิสระต่อกันและมีการแจกแจงแบบปกติ ε ~ N (0,1) 
 2. การสุ่มข้อมูลของตัวแปรอิสระส าหรับแต่ละกรณี 
 กรณีที่ไม่มีความสัมพันธ์เชิงเส้นแบบพหุระหว่างตัวแปรอิสระ 
  ท าการสุ่มข้อมูลของตัวแปรอิสระ ทั้งกรณีขนาดตัวอย่างเท่ากับ 25 และ 100 
 กรณีที่มีความสัมพันธ์เชิงเส้นแบบพหุระหว่างตัวแปรอิสระ 
  ท าการสุ่มข้อมูลของตัวแปรอิสระ ทั้งกรณีขนาดตัวอย่างเท่ากับ 25 และ 100 แล้วก าหนดตัวแปรอิสระ
บางตัวใหม่ให้มีความสัมพันธ์กัน ในการศึกษาสร้าง X8 ให้มีความสัมพันธ์กับ X1 และสร้าง X9 ให้มีความสัมพันธ์กับ X2 ซึ่ง
ก าหนดให้มีความสัมพันธ์เชิงเส้นแบบพหุในระดับสูงมาก (r ≥ 0.91) และกรณีที่ไม่มีความสัมพันธ์เชิงเส้นแบบพหุ จะมีระดับ
ความสัมพันธ์ระหว่างตัวแปรอิสระไม่เกิน 0.3 
 วิธีจ าลองค่าของแมคโดนัลด์และกาลาร์นู (Macdonal and Galaneau) 
 

 Xij = √(1 − ρ2)Uij +  ρUi(p+1) ;  i = 1,2, … , n , j = 1,2,… , 𝑝  (1) 
 

โดยที่ ρ     คอื คา่สัมประสิทธิ์สหสัมพันธ์ที่ต้องการก าหนด 𝑝 คือ จ านวนตัวแปรอิสระ และ    
 Ui1 ,Ui2 , . . . , Ui(p+1) เป็นค่าของตัวแปรอิสระที่สร้างขึ้นโดยการให้มีการแจกแจงเอกรูป 
 

 3. ตัวแปรอิสระที่เกี่ยวข้องกับตัวแปรตาม Y คือ X1, X2, X3, X4, X5, X6, X7,  X8, X9, X10 และตัวแปรอิสระ
ท ี ่ ไม ่ เก ี ่ ยวข้ องก ับต ั วแปรตาม  Y ค ื อ  X11, X12, X13, X14, X15, X16,  X17,  X18, X19, X20, X21, X22, X23, X24 
ก าหนดค่าสัมประสิทธิ์การถดถอยดังนี้ β′ = [0.05, 0.05, 0.05, 0.05, 0.05, 0.05, 0.05, 0.05, 0.05, 0.05, 0, 0, 0, 0, 0, 0, 
0, 0, 0, 0, 0, 0, 0, 0]  
 4. สร้างตัวแปรตาม Y ตามรูปแบบความสัมพันธ์  Y = Xβ +  ε 
 5. ท าการคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบด้วยวิธีการคัดเลือกตัวแปรของเบส์โดยใช้วิธีการสุ่มแบบกิบส์และวิธีการ
ถดถอยแบบขั้นตอนในแต่ละกรณี 
 6. การนับผลการคัดเลือกตัวแปร 
 กรณีที่ไม่มีความสัมพันธ์เชิงเส้นแบบพหุระหว่างตัวแปรอิสระ จะพิจารณาแค่กรณีเดียว คือ  X1, X2, X3, X4, X5,

X6, X7,  X8, X9, X10 ต้องอยู่ในตัวแบบ จึงจะถือว่าคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบได้อย่างถูกต้อง 
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กรณีที่มีความสัมพันธ์เชิงเส้นแบบพหุระหว่างตัวแปรอิสระ แบ่งออกเป็น 4 กรณี คือ 
6.1) X1, X2, X3, X4, X5,  X6, X7, X10   

  6.2) X1, X3, X4, X5, X6, X7, X9, X10   
  6.3) X2, X3, X4, X5, X6,  X7, X8, X10   
  6.4) X3, X4, X5, X6, X7, X8, X9, X10   
 หากสามารถคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบได้ตามกรณีใดกรณีหนึ่งใน 4 กรณีนี้ จะถือว่าสามารถคัดเลือกตัวแปร
อิสระเข้าสู่ตัวแบบได้อย่างถูกต้อง กล่าวคือ จะไม่เลือกตัวแปรอิสระที่มีความสัมพันธ์เชิงเส้นแบบพหุในระดับสูงมากเข้าตัวแบบ
พร้อมกันทั้งสองตัวแปร 
 7.  แต ่ละรอบให้ โปรแกรม R version 4.3.1 (https://cran.r-project.org/bin/windows/base/old/4.3.1/) 
ด าเนินการค านวณร้อยละความถูกต้องของการคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบ และค่าความคลาดเคลื่อนก าลังสองเฉลี่ยของ
วิธีการคัดเลือกตัวแปรอิสระทั้ง 2 วิธี 
 8. ท าการคัดเลือกตัวแปรอิสระซ ้า 500 ครั้ง ในแต่ละกรณี 
 9. เปรียบเทียบร้อยละความถูกต้องของการคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบและค่าความคลาดเคลื่อนก าลังสอง
เฉลี่ยของแต่ละกรณี โดยจะถือว่าตัวแบบใดที่มีร้อยละความถูกต้องของการคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบสูง และค่าความ
คลาดเคลื่อนก าลังสองเฉลี่ยต ่า เป็นตัวแบบที่ดีกว่า 
วิธีการทางสถิติที่ใช้ในงานวิจัย 

วิธีการถดถอยแบบขั้นตอน เป็นวิธีการเลือกตัวแปรอิสระเข้าในตัวแบบการถดถอยครั้งละหนึ่งตัวแปร ตัวแปรอิสระ
ใดที่ถูกเลือกเข้ามาอยู่ในตัวแบบการถดถอยแล้วจะต้องมีการทดสอบว่าตัวแปรอิสระที่อยู่ในตัวแบบการถดถอยแล้วมีส่วนใน
การอธิบายความผันแปรของตัวแปรตาม ขณะที่มีตัวแปรอิสระอื่นอยู่ในตัวแบบการถดถอย (Efroymson, 1960) นั่นคือตัว
แปรอิสระใดที่ถูกเลือกเข้าอยู่ในตัวแบบการถดถอยแล้วอาจจะถูกน าออกไปได้ภายหลังถ้าพบว่าตัวแปรอิสระนั้นไม่มีนัยส าคัญ 
โดยมีขั้นตอนดังนี้ 

1) เริ่มต้นพิจารณาค่าสัมประสิทธิ์สหสัมพันธ์ระหว่างตัวแปรอิสระกับตัวแปรตาม โดยเลือกตัวแปรอิสระซึ่งมีค่ า
สัมประสิทธิ์สหสัมพันธ์กับตัวแปรตามสูงที่สุดเข้าสู่ตัวแบบเป็นตัวแรก 
 2) ภายหลังจากที่ตัวแปรอิสระถูกน าเข้าในตัวแบบแล้วจะมีการทดสอบนัยส าคัญของตัวแปรอิสระที่น าเข้ าเป็นตัว
แรกโดยใช้ค่าสถิติ t (t–value) หรือค่าสถิติ F (F–value) 
 3) พิจารณาค่าสัมประสิทธิ์สหสัมพันธ์บางส่วนระหว่างตัวแปรอิสระที่เหลือกับตัวแปรตาม โดยจะเลือกตัวแปรอิสระ
ที่ให้ค่าสัมประสิทธิ์สหสัมพันธ์บางส่วนกับตัวแปรตามสูงที่สุดเข้ามาอยู่ในตัวแบบเป็นตัวต่อมา 
 4) หลังจากนั้นจึงท าการทดสอบความมีนัยส าคัญของตัวแปรที่เข้ามาเป็นตัวสุดท้ายก่อนโดยพิจารณาจากค่าสถิติ F 
บางส่วน ถ้ามีค่าน้อยกว่าค่าสถิติ F จากตารางจะต้องน าตัวแปรนั้นออกจากตัวแบบ แต่ถ้าค่าสถิติ F บางส่วนมีค่ามากกว่า
ค่าสถิติ F จากตารางก็จะย้อนกลับไปทดสอบตัวแปรอิสระตัวก่อนหน้าที่เข้ามาอยู่ในตัวแบบโดยพิจารณาจากค่าสถิติ F 
บางส่วนเช่นเดียวกัน  
 5) ท าซ ้าในขั้นตอนที่ 3) และ 4) ต่อไปเรื่อย ๆ จนกระทั่งไม่สามารถน าตัวแปรอิสระใดออกจากตัวแบบได้หรือไม่
สามารถน าตัวแปรอิสระใดเข้าสู่ตัวแบบได้อีก จะพบว่าวิธีการถดถอยแบบขั้นตอนใช้การพิจารณาค่าสถิติ F บางส่วน ดังนั้น
การก าหนดระดับนัยส าคัญของค่าสถิติ F ส าหรับเลือกตัวแปรอิสระเข้า (αenter) และน าตัวแปรอิสระออก (αstay) จึงมี
ความส าคัญ ตัวอย่างเช่นถ้ามีการก าหนดค่าระดับนัยส าคัญของค่าสถิติ F ส าหรับเลือกตัวแปรอิสระเข้าลดลง จะท าให้การ
เลือกตัวแปรอิสระเข้ามาในตัวแบบลดลงหรือท าให้น าตัวแปรอิสระออกจากตัวแบบเพิ่มขึ้น  
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 วิธีการคัดเลือกตัวแปรของเบส์ ส าหรับตัวแบบการถดถอยเชิงเส้นพหุคูณ จะอาศัยหลักการคัดเลือกตัวแปรโดยการ
ค้นหาด้วยความน่าจะเป็น (Stochastic Search Variable Selection : SSVS) ซึ ่งใช้วิธีการสุ ่มแบบกิบส์ มีหลักการคือ 
ก าหนดการแจกแจงก่อน (Prior Distribution) ของสัมประสิทธิ์การถดถอย (β) ส่วนเบี่ยงเบนมาตรฐานของความคลาดเคลื่อน
สุ่ม (σ) และตัวแปรตาม (Y) ในตัวแบบการถดถอย แล้วค านวณความน่าจะเป็นภายหลัง (Posterior Probability) ของกลุ่ม
ของตัวแปรอิสระที่เป็นไปได้ทั้งหมดเมื่อมีข้อมูลของตัวแปรตาม (Tippayawannakorn, 1997) ซึ่งมีขั้นตอนเป็นดังนี้ 

1) ให้ γ = [γ1 , … , γj , … , γp]
T (2) 

 เมื่อ γj เป็นตัวแปรที่ใช้เป็นตัวบ่งชี้ว่าตัวแปรอิสระที่ j อยู่ในตัวแบบการถดถอยหรือไม่ โดยที่  γj = 1 เมื่อตัวแปร
อิสระตัวที่ j อยู่ในตัวแบบการถดถอย และ  γj = 0 เมื่อตัวแปรอิสระตัวที่ j ไม่อยู่ในตัวแบบการถดถอย 
 2) สมมติให้ตัวแปรตาม Y มีการแจกแจงปกติ (Normal Distribution) โดยมีเงื่อนไขอยู่บน β, σ  
 Y|β, σ ~ Nn(Xβ, σ2I) (3) 

และได้ฟังก์ชันภาวะความน่าจะเป็น (Likelihood Function) ของตัวแปรตาม Y จาก Y|β, σ ~ Nn(Xβ, σ2I)  คือ 
 

f(Y|β, σ) =  (2π)−n/2σ−n exp [−
1

2σ2
(Y − Xβ)T(Y − Xβ)] (4) 

เมื่อ Y   คือ เวกเตอร์ขนาด n x 1 ของตัวแปรตามที่ถูกปรับด้วยค่าเฉลี่ย 
 X  คือ เมทริกซ์ขนาด n x p ของตัวแปรอิสระที่ถูกปรับด้วยค่าเฉลี่ย 
 β   คือ เวกเตอร์ของสัมประสิทธิ์การถดถอยขนาด p x 1 
 σ  คือ ส่วนเบี่ยงเบนมาตรฐานของความคลาดเคลื่อนสุ่ม 
 วิธีการคัดเลือกตัวแปรอิสระของเบส์นี้ ได้ก าหนดการแจกแจงก่อนของ β เป็นแบบคอนจูเกต (Conjugate Prior) 
และอยู่ในรูปของการแจกแจงก่อนแบบล าดับขั้น (Hierarchical Prior Distribution) (Mitchell and Beauchamp, 1988) 
ดังนี้  
 การแจกแจงก่อนแบบล าดับขั้น ส าหรับ β, σ, γ คือ  

 f(β, σ, γ) = f(β|σ, γ)f(σ|γ)f(γ) (5) 

3) ก าหนดการแจกแจงก่อนแบบคอนจูเกตของ β ให้มีการแจกแจงปกติ โดยมีเงื่อนไขอยู่บน σ, γ คือ 
 β|σ, γ ~ Np(0, σ2DγRγDγ)    (6) 

 ดังนั้น ฟังก์ชันความหนาแน่นน่าจะเป็นก่อน (Prior Probability Density Function) ของ β ที่มีเงื่อนไขอยู่บน σ, γ 
คือ 
 

f(β|σ, γ) = (2π)−
p
2σ−p|DγRγDγ|

−
1
2 exp [−

1

2σ2
βT(DγRγDγ)

−1
β]    (7) 

 ;  −∞ < βj < ∞ , j = 1,… , p  

 เมื่อ Dγ คือ Diagonal Matrix ขนาด p x p ที่ใช้ก าหนดสัดส่วนของเมทริกซ์ของความแปรปรวนร่วมก่อน (Prior 

Covariance Matrix) ของ β และให้สมาชิกในแนวทแยงมุมของ Dγ คือ (Dγ)jj = √U0γj
 เมื่อ γj = 0 ;  j = 1,… , p และ 

(Dγ)jj = √U1γj
  เมื่อ γj = 1 ;  j = 1,… , p โดยที่ U0γj

 <  U1γj
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ตัวอย่างของ Dγ ในกรณี p = 3 และ γ = [γ1, γ2, γ3]
T = [1,0,0]T  (Viadinugroho, 2021)  คือ 

Dγ =

[
 
 
 
 
 
 √U1γ1

 0 0

0 √U0γ2
 0

0 0 √U0γ3
 
]
 
 
 
 
 
 

 

จาก β|σ, γ ~ Np(0, σ2DγRγDγ)  และ U0γj
= 0  จะได้ 

 βγ|σ, γ ~ Nqγ
(0, σ2D1γR1γD1γ) (8) 

เมื่อ βγ   คือ เวกเตอร์ของสัมประสิทธิ์การถดถอยที่สอดคล้องกับ γj = 1  

 qγ   คือ ขนาดของสับเซต (subset) ของตัวแปรอิสระที่ γj = 1  
 จาก β|σ, γ ~ Np(0, σ2DγRγDγ) ;  Rγ คือ เมทริกซ์ของสหสัมพันธ์ก่อน (Prior Correlation Matrix) ของ β เมื่อ
มีเงื่อนไขอยู่บน γ  ซี่งมี 2 กรณี คือ Rγ = I คือ สัมประสิทธิ์การถดถอยแต่ละตัวเป็นอิสระกัน และ Rγ ∝ (XTX)−1 คือ 
สัมประสิทธิ์การถดถอยแต่ละตัวมีความสัมพันธ์กันเอง (Lee, 2021) 
 จาก  βγ|σ, γ ~ Nqγ

(0, σ2D1γR1γD1γ) ; R1γ ค ือ เมทริกซ์ของสหสัมพันธ ์ก ่อนของ βγ เม ื ่อ γj = 1  และ 

Rγ ∝ (Xγ
TXγ)

−1 ซึ่งท าให้ได ้

 
D1γR1γD1γ = c(Xγ

TXγ)
−1

;  0.1 ≤ c ≤ 1 (9) 

เมื่อ Xγ   คือ เมทริกซ์ขนาด n x qγ ของตัวแปรอิสระ 
4) ก าหนดการแจกแจงก่อนของ σ2 มีการแจกแจงอินเวอร์สแกมมา (Inverse Gamma) ดังนี้ 

 σ2|γ ~ IG(
ν

2
,
νλν

2
) (10) 

 โดยที่  ν คือ องศาเสรี (degrees of freedom) ของการแจกแจงอินเวอร์สแกมมา และ λνคือ พารามิเตอร์บ่งขนาด 
(Scale Parameter) ของการแจกแจงอินเวอร์สแกมมา                
 5) ก าหนดการแจกแจงก่อนของ γj ให้มีการแจกแจงเบอร์นูลี (Bernoulli Distribution) สมมติให้ γj แต่ละตัว 
เป็นอิสระกัน และ p(γj = 1) = Wj จะได้ความน่าจะเป็นก่อนของ γ คือ 
 

f(γ) = ∏W
j

γj(1 − Wj)
(1−γj)

p

j=1

 (11) 

เมื่อ Wj   คือ ความน่าจะเป็นที่ตัวแปรอิสระตัวที่ j อยู่ในตัวแบบการถดถอย 
 6) การหาค่า U0γj

, U1γj
 ในข้อ 3) หาได้โดย  

 
(
U0γj

U1γj

)

ν
ν
+1

=

[U0γj
+

δj
2

(νλν)
]

[U1γj
+

δj
2

(νλν)
]

 (12) 

โดยที่ δj     =    ΔY/ΔXj 
เมื่อ ΔY  = ค่าสูงสุดของตัวแปรตาม – ค่าต ่าสุดของตัวแปรตาม 
 ΔXj  = ค่าสูงของตัวแปรอิสระที่ j - ค่าต ่าสุดของตัวแปรอิสระที่ j และ    
 U0γj

/U1γj
= 100  (13) 

 7) การเลือกตัวแปรอิสระ 
 7.1) ค านวณความน่าจะเป็นภายหลังของ γ(k) ; k = 1, 2, … , 2p  เมื่อมีข้อมูลของตัวแปรตาม Y ทั้ง 2p 

เวกเตอร์  
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 7.2) เลือก γ(k) ที่มีความน่าจะเป็นภายหลังสูงสุด ซึ่งจาก γ(k) นี้จะท าให้ได้กลุ่มของตัวแปรอิสระที่อยู่ใน
ตัวแบบการถดถอย 

 

ผลการวิจัยและวิจารณ์ผล 
 ผลการวิจัยน าเสนอโดยแบ่งพิจารณาตามขนาดตัวอย่าง คือ 25 และ 100 และแบ่งย่อยเป็นกรณีที ่ไม่มีและมี
ความสัมพันธ์เชิงเส้นแบบพหุระหว่างตัวแปรอิสระ 

เมื่อชุดข้อมูลจ าลองเป็นขนาดตัวอย่างเล็ก ร้อยละความถูกต้องของการคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบด้วยวิธีการ
คัดเลือกตัวแปรของเบส์โดยใช้วิธีการสุ่มแบบกิบส์สูงกว่าวิธีการถดถอยแบบขั้นตอน ทั้งกรณีที่ไม่มีและมีความสัมพันธ์เชิงเส้น
แบบพหุระหว่างตัวแปรอิสระ แต่เมื่อขนาดตัวอย่างมากขึ้น กรณีที่ไม่มีความสัมพันธ์เชิงเส้น แบบพหุระหว่างตัวแปรอิสระ 
วิธีการถดถอยแบบขั้นตอนได้ร้อยละความถูกต้องของการคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบมากขึ้น ดังแสดงในตารางที่ 1 ซึ่ง
ร้อยละความถูกต้องของการคัดเลือกตัวแปรที่ได้มีค่า เท่ากันกับวิธีการคัดเลือกตัวแปรของเบส์โดยใช้วิธีการสุ่มแบบกิบส์ 
นอกจากนี้ MSE ของทั้งสองวิธียังคงมีค่าเท่ากันด้วย ซึ่งมีค่าน้อยมาก ดังแสดงในตารางที่ 2 อันเนื่องมาจากค่าจริงและค่า
พยากรณ์ของตัวแปรตามที่ได้จากแต่ละวิธีมีค่าใกล้เคียงกัน ในทางกลับกันเมื่อข้อมูลเป็นขนาดตัวอย่างใหญ่และมีความสัมพันธ์
เชิงเส้นแบบพหุระหว่างตัวแปรอิสระ วิธีการคัดเลือกตัวแปรของเบส์โดยใช้วิธีการสุ่มแบบกิบส์และวิธีการถดถอยแบบขั้นตอน
ไม่สามารถคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบได้อย่างถูกต้อง เนื่องจากร้อยละความถูกต้องของการคัดเลือกตัวแปรอิสระเข้าสู่
ตัวแบบของทั้งสองวิธีมีค่าเป็นศูนย์ 
 

ตารางที่ 1 ร้อยละความถูกต้องของการคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบ เมื่อขนาดตัวอย่างเท่ากับ 25 และ 100 

n Multicollinearity Method Percentage of Accuracy 

25 

No Multicollinearity 
Gibbs 100 

Stepwise 72.4 

With Multicollinearity 
Gibbs 90.6 

Stepwise 6 

100 

No Multicollinearity 
Gibbs 100 

Stepwise 100 

With Multicollinearity 
Gibbs 0 

Stepwise 0 
 

ตารางที่ 2 ค่าความคลาดเคลื่อนก าลังสองเฉลี่ย (MSE) เมื่อขนาดตัวอย่างเท่ากับ 25 และ 100 
n Multicollinearity Method MSE 

25 
No Multicollinearity 

Gibbs 140.997 
Stepwise 112.255 

With Multicollinearity 
Gibbs 658.908 
Stepwise 719.089 

100 
No Multicollinearity 

Gibbs 0.936 
Stepwise 0.936 

With Multicollinearity 
Gibbs 0.919 
Stepwise 0.919 
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สรุปผลการวิจัย 
วิธีการคัดเลือกตัวแปรของเบส์โดยใช้วิธีการสุ่มแบบกิบส์และวิธีการถดถอยแบบขั้นตอนมีประสิทธิภาพแตกต่างกัน

ไปในแต่ละสถานการณ์ ส าหรับขนาดตัวอย่างเล็กวิธีการคัดเลือกตัวแปรของเบส์โดยใช้วิธีการสุ่มแบบกิบส์จะมีประสิทธิภาพใน
การคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบดีที่สุดทั้งกรณีที่ไม่มีและมีความสัมพันธ์เชิงเส้นแบบพหุ เนื่องจากได้ร้อยละความถูกต้อง
ของการคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบสูงกว่าวิธีการถดถอยแบบขั้นตอน แต่เมื่อเป็นขนาดตัวอย่างใหญ่ กรณีที่ไม่มี
ความสัมพันธ์เชิงเส้นแบบพหุระหว่างตัวแปรอิสระ วิธีการคัดเลือกตัวแปรของเบส์โดยใช้วิธีการสุ่มแบบกิบส์และวิธีการถดถอย
แบบขั้นตอนจะมีประสิทธิภาพในการคัดเลือกตัวแปรอิสระเข้าสู ่ตัวแบบเท่ากัน เนื ่องจากได้ร้อยละความถูกต้องของ  
การคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบและค่า MSE ที่เท่ากัน แต่ในกรณีที่มีความสัมพันธ์เชิงเส้นแบบพหุระหว่างตัวแปรอิสระ 
ทั้งสองวิธีไม่มีประสิทธิภาพในการคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบ เนื่องจากไม่สามารถคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบ 
ได้อย่างถูกต้อง ซึ่งสอดคล้องกับ Yardimci and Erar (2002) ที่ชี ้ว่าปัญหาความสัมพันธ์เชิงเส้นแบบพหุ ส่งผลรุนแรงต่อ
ความสามารถในการเลือกตัวแปรอิสระไม่ว่าจะเป็นวิธีการคัดเลือกตัวแปรของเบส์ หรือ วิธีการถดถอยแบบขั้นตอน อย่างไรก็
ตามผู้ที่สนใจในการคัดเลือกตัวแปรอิสระเข้าสู่ตัวแบบ อาจน าเทคนิควิธีอื่น  ๆ มาปรับใช้ เช่น วิธีการถดถอยแบบริดจ์ (Ridge 
Regression) วิธีการถดถอยแบบลาซโซ (LASSO Regression) ในกรณีที่มีปัญหาความสัมพันธ์เชิงเส้นแบบพหุ 
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