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บทคัดย่อ 
 การจ าแนกประเภทข่าวโดยอัตโนมัติเป็นงานส าคัญในด้านการประมวลผลภาษาธรรมชาติ ซึ่งช่วยอ านวยความ
สะดวกในการจัดหมวดหมู่และค้นหาข้อมูลจากแหล่งข่าวขนาดใหญ่ งานวิจัยนี้มีวัตถุประสงค์เพื่อเปรียบเทียบประสิทธิภาพ
ของเทคนิคการเรียนรู้ของเครื่อง โดยพิจารณาผลกระทบจากวิธีการสกัดฟีเจอร์และการจัดการข้อมูลไม่สมดุล ชุดข้อมูลที่ใช้ 
คือ huffpost news category dataset ขั้นตอนการเตรียมข้อมูลประกอบด้วยการท าความสะอาด การลบ stopwords และ 
การรวมพาดหัวข่าวกับค าอธิบายสั้น ฟีเจอร์ถูกสร้างด้วยเอ็นแกรมและแปลงเป็นเชิงตัวเลขด้วย bag-of-words (BoW) และ 
term frequency-inverse document frequency (tf-idf) จากนั้นได้ทดสอบอัลกอริทึม 4 แบบ ได้แก่ multinomial naive  
bayes  complement naive bayes  logistic regression แ ล ะ  linear support vector classification (linearsvc)  
โดยใช้ 5-fold cross-validation ผลการทดลองแสดงว่า linearsvc ร่วมกับ tf-idf ให้ประสิทธิภาพสูงสุด (accuracy 82.64%  
F1-score 81.87%) ขณะที่ multinomial naive bayes แสดงความเหมาะสมมากกว่ากับ BoW นอกจากนี้ การใช้ ไบแกรม 
ช่วยลดความคลุมเครือและเพิ่มบริบทของข้อความได้ดีกว่ายูนิแกรม ส าหรับการจัดการข้อมูลไม่สมดุล smote ให้ผลลัพธ์ที่
เหนือกว่า adasyn และ undersampling ด้วยค่า accuracy 81.67% และ F1-score 81.68% กล่าวโดยสรุป งานวิจัยนี้
น าเสนอหลักฐานเชิงประจักษ์ว่าการใช้ tf-idf ร่วมกับ linearsvc และ smote ส าหรับข้อมูลที่ไม่สมดุล เป็นแนวทางที ่มี
ประสิทธิภาพสูงในการจ าแนกประเภทข่าว ข้อค้นพบดังกล่าวสามารถน าไปประยุกต์ใช้กับระบบจ าแนกข้อความประเภทอื่น ๆ 
และยังเป็นแนวทางส าหรับการวิจัยในอนาคต 
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ABSTRACT 
 Automatic news classification is an important task in natural language processing, as it facilitates 
the categorisation and retrieval of information from large news sources. This research aims to compare the 
performance of machine learning techniques by examining the effects of feature extraction methods and 
imbalanced data handling. The dataset used in this study is the HuffPost News Category Dataset. Data 
preparation includes text cleaning, stopword removal, and the combination of news headlines with short 
descriptions. Features are generated using n-grams and transformed into numerical representations using 
Bag- of- Words (BoW) and term frequency–inverse document frequency (TF- IDF). Four algorithms are 
evaluated, namely Multinomial Naive Bayes, Complement Naive Bayes, logistic regression, and linear 
support vector classification (LinearSVC), using 5-fold cross-validation. The experimental results show that 
linearsvc combined with tf-idf achieves the highest performance, with an accuracy of 82.64% and an F1-
score of 81.87%, while multinomial naive bayes is more suitable for BoW. In addition, the use of bigrams 
helps reduce ambiguity and provides richer textual context than unigrams. For imbalanced data handling, 
SMOTE produces better results than adasyn and undersampling, achieving an accuracy of 81.67% and an 
F1- score of 81.68%. In conclusion, this research provides empirical evidence that using tf-idf together with 
linearsvc and smote for imbalanced data is a highly effective approach for news classification. These findings 
can be applied to other types of text classification systems and serve as guidance for future research. 
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ข้อมูลไม่สมดุล 
Keywords:  Text Classification, Machine Learning, Natural Language Processing, News Classification, 
Imbalanced Data 
 

บทน า 
 ในยุคดิจิทัลปัจจุบัน ปริมาณข้อมูลข่าวสารเพิ่มขึ้นอย่างก้าวกระโดดและมีความซับซ้อนมากขึ้นอย่างต่อเนื่อง 
รายงานของ Marr (2018) ชี้ให้เห็นถึงอุบัติการณ์ดังกล่าว โดยระบุว่าข้อมูลปริมาณมหาศาลกว่า 2.5 ล้านล้านล้านล้านหนว่ย 
(quintillion bytes) ถูกผลิตขึ้นใหม่ในทุก ๆ วันทั่วโลก ซึ่งส่วนส าคัญของข้อมูลเหล่านี้คือข้อมูลข่าวสารที่ต้องได้รับการ 
จัดหมวดหมู ่อย่างเป็นระบบ เพื ่อสนับสนุนกลไกการสื ่อสารมวลชนและระบบแนะน าข้อมูลออนไลน์ อย่างไรก็ตาม 
กระบวนการคัดกรองและจัดหมวดหมู่โดยอาศัยมนุษย์ (editorial curation) กลับเผชิญกับ “คอขวด” ทางด้านเวลาและ
ทรัพยากรอย่างรุนแรง ข้อมูลจาก Graves (2018) เผยให้เห็นข้อจ ากัดนี้อย่างชัดเจน โดยมนุษย์สามารถจัดการข้อมูลข่าวได้
เพียง 15 - 20 รายการต่อวัน ในขณะที่ข่าวใหม่เกิดขึ้นมากกว่า 50,000 รายการต่อวัน  ช่องว่างระหว่างปริมาณงานและ 
ก าลังการประมวลผลนี้สะท้อนถึงความจ าเป็นเร่งด่วนของระบบอัตโนมัติที่สามารถจัดหมวดหมู่เนื้อหาอย่างมีประสิทธิภาพ 
ถูกต้อง และสม ่าเสมอ เพื่อรับมือกับความท้าทายดังกล่าว เทคโนโลยีการประมวลผลภาษาธรรมชาติ (natural language 
processing; NPL) และการเรียนรู ้ของเครื ่อง (machine learning; ML) ได้ถูกน ามาประยุกต์ใช้อย่างแพร่หลาย โดย 
Gasparetto et al. (2022) ยืนยันว่าระบบอัตโนมัติสามารถประมวลผลข้อมูลได้เร็วกว่ามนุษย์หลายเท่าตัว ช่วยให้องค์กรสื่อ
สามารถคัดกรองเนื้อหาปริมาณมากได้อย่างทันท่วงที สอดคล้องกับ McKinsey and Company (2014) ที่ระบุว่าองค์กร 
ที่ขับเคลื่อนด้วยข้อมูลอย่างเข้มข้นสามารถเพิ่มผลก าไรได้มากขึ้นถึง 19 เท่า และขยายฐานผู้ใช้ใหม่ได้มากกว่า 23 เท่า 
เมื่อเทียบกับองค์กรที่ไม่ใช้เทคโนโลยีดังกล่าว 
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 ในระยะไม่กี่ปีที่ผ่านมา ความก้าวหน้าของเทคนิคการเรียนรู้เชิงลึก (deep learning) โดยเฉพาะสถาปัตยกรรม 
แบบ Transformer ได้ยกระดับขีดความสามารถของงาน nlp อย่างมีนัยส าคัญ โมเดลภาษาขนาดใหญ่ อาทิ BERT (Devlin  
et al., 2019)  RoBERTa (Liu et al., 2019) และ XLNet (Yang et al., 2019) แสดงให้เห็นถึงศักยภาพในการจับบริบท 
เชิงความหมาย (semantic context) และการเรียนรู้ความสัมพันธ์ระยะไกล (long-range dependency) ผ่านกลไก self-
attention ซึ่งช่วยลดปัญหาความซ้อนทับทางความหมาย (semantic overlap) ในการจ าแนกข่าวที่มีความใกล้เคียงกันได้
อย่างมีประสิทธิภาพ 
 อย่างไรก็ดี แม้โมเดลเชิงลึกจะมีประสิทธิภาพสูง แต่ต ้องแลกมาด้วยต้นทุนทรัพยากรค านวณที ่มหาศาล  
ความซับซ้อนในการปรับแต่งพารามิเตอร์ และความต้องการฮาร์ดแวร์ขั้นสูง (GPU/TPU) ซึ่งเป็นอุปสรรคส าคัญส าหรับการ 
ใช้งานจริงในองค์กรขนาดกลางหรือหน่วยงานข่าวที่มีทรัพยากรจ ากัด ในบริบทดังกล่าว อัลกอริทึมการเรียนรู้ของเครื่อง  
แบบดั ้งเดิม (traditional machine learning) กลับเป็นทางเลือกที ่น ่าสนใจ เนื ่องจากมีความเสถียร ตีความผลลัพธ์  
ได้ง่าย (interpretability) และใช้ทรัพยากรต ่า งานวิจัยจ านวนมาก (Kim and Gil, 2019; Chowdhury and Schoen,  
2020) ยืนยันว่าอัลกอริทึมอย่าง Naïve Bayes  Support Vector Machines (SVM)  และ Logistic Regression ยังคง 
ให้ประสิทธิภาพสูงในงานจัดหมวดหมู ่ข ้อความที ่ม ีม ิต ิข ้อมูลสูง (high-dimensional) และมีความเบาบาง (sparse 
representation) โดย Veziroglu et al. (2024) และ Alqahtani et al. (2022) พบว่า Multinomial Naïve Bayes และ 
SVM สามารถจัดการกับค าศัพท์ที่กระจายตัวและความซับซ้อนเชิงภาษาได้เป็นอย่างดี 
 หนึ่งในความท้าทายที่ส าคัญยิ่งต่อการจ าแนกข่าวคือ ปัญหาความไม่สมดุลของข้อมูล (class imbalance) ซึ่งเป็น
ปรากฏการณ์ที่พบได้ทั่วไปในหลายภาษาทั่วโลก (Sun et al., 2019; Alrashidi, 2023) ปัญหานี้ทวีความรุนแรงขึ้นเมื่อข้อมูล
มีความคล้ายคลึงเชิงความหมายระหว่างหมวดหมู่ปัญหานี้ไม่ได้ส่งผลเพียงแค่ตัวเลขทางสถิติ แต่กระทบต่อการตีความ  
เชิงภาษาของโมเดลโดยตรง โดยเฉพาะเมื่อเกิดภาวะ ความซ้อนทับเชิงความหมาย (semantic overlap) ระหว่างหมวดหมู่ 
เช่น ค าว่า "diet" อาจปรากฏทั้งในหมวด healthy living และ wellness ดังนั้น ปัญหาส าคัญที่เทคนิคการจ าแนกแบบดั้งเดิม
ยังแก้ไม่ได้คือ อคติเชิงความหมาย (semantic bias) ซึ่งโมเดลจะเรียนรู้ที่จะเชื่อมโยงค าก ากวมเหล่านี้เข้ากับหมวดหมู่  
ที่มีจ านวนข้อมูลมากกว่าเสมอ ส่งผลให้บริบททางภาษาที่ละเอียดอ่อนของหมวดหมู่ส่วนน้อยถูกละเลยและน าไปสู่การท านาย
ผิดพลาด อีกทั้ง งานวิจัยที่เกี่ยวข้องยังชี้ให้เห็นว่า โมเดลการเรียนรู้เชิงลึกมักแสดงความล าเอียง (bias) ไปทางกลุ่มที่มีขอ้มูล
มากและขาดประสิทธิภาพในการระบุคลาสส่วนน้อย ดังปรากฏในงานศึกษาของ Zhang et al. (2015) ซึ่งพบข้อเท็จจริง 
ที่น่าสนใจว่า โมเดลซับซ้อนอย่าง CNN และ LSTM กลับให้ผลลัพธ์ที่ด้อยกว่า SVM เมื่อเผชิญกับชุดข้อมูลที่มีตัวอย่างจ ากัด
หรือมีความซ้อนทับทางความหมายสูง นอกจากน้ี เทคนิคการฝังค า (embedding) แบบดั้งเดิม อาทิ Word2Vec และ GloVe 
ยังมีข้อจ ากัดในการแยกแยะความหมายระดับละเอียด ( fine-grained meaning) ในบริบทที ่หมวดข่าวมีความก ากวม  
(Dang, 2020)  
 จากการทบทวนวรรณกรรม พบว่าแนวทางแก้ปัญหาในปัจจุบันยังมีข้อจ ากัดในทางปฏิบัติ (practical limitations) 
กล่าวคือ กลุ่มงานวิจัยที่มุ่งเน้นโมเดลภาษาขนาดใหญ่ ( llms) หรือ deep learning มักล้มเหลวในการน าไปใช้งานจริงใน
องค์กรที่มีทรัพยากรจ ากัดเนื่องจากต้นทุนท่ีสูงเกินความจ าเป็น ในขณะที่กลุ่มงานวิจัยที่ใช้อัลกอริทึมดั้งเดิม (traditional ml) 
มักละเลยการจัดการปัญหาความไม่สมดุลของข้อมูลอย่างเป็นระบบ ท าให้โมเดลขาดความสามารถในการจ าแนกหมวดหมู่ที่
ยากและมีความคล้ายคลึงกัน แม้จะมีพัฒนาการของเทคนิคขั้นสูงเพื่อบรรเทาปัญหาเหล่านี้  เช่น focal loss (Lin et al., 
2019) หรือการท า oversampling บน contextualized embeddings (Stylianou et al., 2023) แต่แนวทางดังกล่าว
จ าเป็นต้องใช้ทรัพยากรค านวณที่สูงเกินความจ าเป็น ในทางกลับกัน การประยุกต์ใช้เทคนิคระดับข้อมูลแบบดั้งเดิมอย่าง 
smote ร่วมกับ tf–idf กลับยังคงพิสูจน์ประสิทธิภาพได้อย่างโดดเดน่ โดยงานของ Mujahidi et al. (2024) และ Fadli et al. 
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(2023) แสดงหลักฐานเชิงประจักษ์ว่า การผนวก SMOTE เข้ากับอัลกอริทึมพื้นฐานอย่าง logistic regression หรือ svm 
สามารถกู้คืนความแม่นย าในคลาสส่วนน้อยได้อย่างมีนัยส าคัญ ภายใต้ต้นทุนทรัพยากรที่ต ่ากว่าอย่างชัดเจน 

 เมื่อพิจารณาภาพรวม แม้งานวิจัยด้านการจ าแนกข้อความจะมีความก้าวหน้าอย่างมาก แต่ยังคงมีช่องว่างงานวิจัยที่
ส าคัญหลายประการ ได้แก่ การขาดการเปรียบเทียบอัลกอริทึมดั้งเดิมอย่างครอบคลุม การขาดงานวิจัยที่เน้นข้อมูลข่าว
โดยเฉพาะ แม้ข่าวจะมีลักษณะเฉพาะทั้งด้านภาษาและความหลากหลายของหมวดหมู่ และการมุ่งเน้นปัญหาข้อมูลไม่สมดุล 
ไม่เพียงพอ ทั้งที่พบได้บ่อยในสถานการณ์จริง ดังนั้น งานวิจัยนี้จึงมีวัตถุประสงค์เพื่อ เปรียบเทียบประสิทธิภาพของอัลกอริทึม
การเรียนรู้ของเครื่องในการจ าแนกข่าวสารอย่างครอบคลุม เพื่อสร้างฐานข้อมูลเชิงประจักษ์ที่ช่วยให้องค์กรเลือกใช้อัลกอริทึม
ที่เหมาะสมต่อการประยุกต์ใช้จริง อีกทั้งยังมุ่งพัฒนาแนวทางแก้ไขปัญหาความไม่สมดุลของข้อมูลข่าวสาร และสนับสนุนการ
ตัดสินใจเชิงนโยบายส าหรับองค์กรสื่อมวลชนในบริบทท่ีมีข้อจ ากัดด้านทรัพยากร ผลลัพธ์ที่ได้จะเป็นแนวทางส าคัญส าหรับทั้ง
นักวิจัยและผู้ปฏิบัติ ในการสร้างระบบจัดหมวดหมู่ข่าวอัตโนมัติที่ทั้งแม่นย า มีประสิทธิภาพ และสามารถน าไปใช้ได้จริงในโลก
แห่งความเป็นจริง 

 

วิธีการด าเนินการวิจัย 

การวิจัยนี้ด าเนินการตามกระบวนการจ าแนกประเภทข้อความ (text classification) ด้วยวิธีการเรียนรู้แบบมีผู้สอน 
(supervised machine learning) เพื่อพัฒนากระบวนการจ าแนกข่าวโดยอัตโนมัติ เนื่องจากชุดข้อมูลที่ใช้ในการศึกษาเป็น
ข้อมูลที่ผ่านการก ากับฉลาก (labeled data) ซึ่งเอื้ออ านวยให้โมเดลสามารถเรียนรู้ความสัมพันธ์ระหว่างรูปแบบทางภาษา
และหมวดหมู่เป้าหมายได้อย่างมีประสิทธิภาพ สอดคล้องกับวัตถุประสงค์ที่ต้องการความแม่นย าตามโครงสร้างหมวดหมู่ที่
ก าหนดไว้ล่วงหน้า ทั้งนี้ ผู้วิจัยพิจารณาเลือกใช้วิธีการดังกล่าวแทนการเรียนรู้แบบไม่มีผู้สอน (unsupervised learning)  
ซึ่งมีข้อจ ากัดในการระบุหมวดหมู่ให้สอดคลอ้งกับบริบทการใช้งานจริง และหลีกเลี่ยงการใช้โมเดลการเรียนรูเ้ชิงลึก อาทิ BERT 
ที่มีความต้องการทรัพยากรการประมวลผลสูง  รายละเอียดการด าเนินงานในแต่ละขั้นตอนได้ดังนี้ 
1. ชุดข้อมูลและการคัดเลือก (Data collection and selection) 

ชุดข้อมูลที่ใช้ในการศึกษานี้คือ HuffPost News Category Dataset ซึ่งรวบรวมและเผยแพร่โดย Misra (2022) 
จากบทความข่าวที่เผยแพร่บนเว็บไซต์ Huffington Post และเผยแพร่สู ่สาธารณะผ่านแพลตฟอร์ม Kaggle (เข้าถึงได้ที่ 
https://www.kaggle.com/datasets/rmisra/news-category-dataset) การรวบรวมข้อมูลดังกล่าวท าขึ้นเพื่อการวิจัยใน
ด้านการจ าแนกข้อความ และงานประมวลผลภาษาธรรมชาติ โดยเฉพาะ ชุดข้อมูลประกอบด้วยข่าวจ านวน 210,294 รายการ 
ที่ถูกจัดหมวดหมู่ โดยในแต่ละรายการข่าวประกอบไปด้วย หมวดหมู่ของข่าว (category) ซึ่งเป็นตัวแปรเป้าหมาย หัวข้อข่าว 
(headline) ค าอธิบายสั้น (short description) ผู้เขียนบทความ (authors) ลิงก์ไปยังข่าวต้นฉบับ (link) และ วันที่เผยแพร่
ข่าว (date) 

โดยหมวดหมู่ข่าวท่ีมีจ านวนข่าวมากท่ีสุด 15 หมวดแสดงดังตารางที่ 1 ส าหรับการวิจัยนี้ผู้วิจัยได้ด าเนินการคัดกรอง
และเลือกใช้ข้อมูลเพียง 7 หมวดหมู่ ที ่ให้ผลการจ าแนกประเภทที่เหมาะสมที่สุด การคัดเลือกหมวดหมู่พิจารณาจาก  
3 ปัจจัยหลัก คือ ความสมดุลข้อมูลเพื่อป้องกันการล าเอียง ลักษณะเฉพาะที่แตกต่างเพื่อการจ าแนกที่ชัดเจน และข้อจ ากัด
ทรัพยากรการประมวลผล  
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ตารางที่ 1 แสดงจ านวนตัวอย่างในหมวดที่พบบ่อย 15 หมวด ซึ่งใช้ในการทดลองหลักของงานวิจัยนี้ 
หมวดหมู่ข่าว ความถี ่

politics 35,602 
wellness 17,945 
entertainment 17,362 
travel 9,900 
style & beauty 9,814 
parenting 8,791 
healthy living 6,694 
queer voices 6,347 
food & drink 6,340 
business 5,992 
comedy 5,400 
sports 5,077 
black voices 4,583 
home & living 4,320 
parents 3,955 

 

จากตารางที่ 1 ข้อมูลแสดงลักษณะความไม่สมดุลอย่างเด่นชัด โดยหมวด Politics มีจ านวนสูงสุดถึง 35,602 
รายการ ในขณะที่หมวดอื่น อาทิ healthy living  queer voices และ food & drink มีจ านวนต ่ากว่า 7,000 รายการ รวมถึง
หมวดกลุ่มน้อยอย่าง black voices และ parents ความแตกต่างของสัดส่วนตัวอย่างนี้สะท้อนถึงปัญหาความไม่สมดุลของ
ข้อมูล ซึ่งเป็นปัจจัยวิกฤตที่ส่งผลต่อประสิทธิภาพการเรียนรู้ของโมเดล และจ าเป็นต้องได้รับการจัดการอย่างเหมาะสมใน
ขั้นตอนต่อไป 
2. การเตรียมและประมวลผลข้อมูล (Data preprocessing) 

เพื ่อให้ชุดข้อมูลอยู่ในรูปแบบที่พร้อมส าหรับการเรียนรู้ของเครื่อง ผู ้วิจัยได้ก าหนดกระบวนการเตรียมข้อมูล
ตามล าดับ ดังนี ้

2.1 การท าความสะอาดข้อมูล (data cleaning) ด าเนินการขจัดสัญญาณรบกวน (noise) โดยเริ่มจากการคัดกรอง
คุณลักษณะที่ไม่เกี่ยวข้องและไม่มีนัยส าคัญต่อการจ าแนกความหมายออก ได้แก่ ชื่อผู้เขียน ลิงก์ และวันที่เผยแพร่ จากนั้น
ด าเนินการลบอักขระพิเศษ เครื่องหมายวรรคตอน และสัญลักษณ์ยูนิโค้ดที่อาจก่อให้เกิดความคลาดเคลื่อนต่อแบบจ าลอง 
อาทิ เครื่องหมาย Em-dash (—) และ Ellipsis (…) รวมถึงเครื่องหมายอัญประกาศรูปแบบต่าง ๆ (“ ” ‘ ’) ข้อความที่เหลือ
จะถูกแปลงเป็นตัวพิมพ์เล็กทั้งหมด (lowercasing) เพื ่อลดความซ ้าซ้อนของค าศัพท์ (canonicalization) จากนั้นเข้าสู่
กระบวนการตัดค า (tokenization) เพื่อแยกข้อความออกเป็นหน่วยค า และประยุกต์ใช้การลดรูปค า (stemming) เพื่อแปลง
ค าที่มีรากเดียวกันให้อยู่ในรูปแบบมาตรฐาน 

2.2 การลบค าหยุด (stopwords removal) ด าเนินการโดยใช้โมดูล nltk.corpus จากไลบรารี nltk (natural 
language toolkit) ส าหรับภาษา python ในการลบค าทั่วไปท่ีมักปรากฏในภาษาอังกฤษ เช่น “the”  “and”  “or” ซึ่งเป็น
ค าที่ไม่มีความหมายเฉพาะเจาะจงและไม่ส่งผลต่อการจ าแนกหมวดหมู่  การลบค าหยุดนี้มีวัตถุประสงค์เพื ่อลดจ านวน
คุณลักษณะที่ไม่จ าเป็นและเพิ่มคุณภาพของชุดข้อมูลในการฝึกแบบจ าลอง 
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2.3 การรวมข้อความ (text aggregation) เพื่อเพิ่มบริบทเชิงความหมายให้แก่ข้อมูล ผู้วิจัยได้ด าเนินการรวมฟิลด์
พาดหัวข่าวและค าอธิบายสั้นเข้าด้วยกันเป็นข้อความเดียว เทคนิคนี้ช่วยให้โมเดลได้รับข้อมูลที่ครบถ้วนยิ่งขึ ้น ส่งผลให้
ประสิทธิภาพการจ าแนกมีความแม่นย าสูงกว่าการใช้เพียงส่วนใดส่วนหน่ึง 
3. การแบ่งข้อมูล (Train-Test Splitting)  
 เพื่อให้สอดคล้องกับล าดับการท างานที่ถูกต้องและป้องกัน การรั่วไหลของข้อมูล ดังนั้น ข้อมูลที่ผ่านการท าความ
สะอาดจะถูกแบ่งออกเป็นชุดฝึกสอน (training set) และชุดทดสอบ (testing set) ในอัตราส่วน 80:20 โดยก าหนดให้ 
ข้อมูลชุดทดสอบถูกแยกออกไปอย่างเด็ดขาดและจะไม่ถูกน ามาเกี่ยวข้องกับกระบวนการเรียนรู้หรือการสร้างพจนานุกรม
ค าศัพท์ใด ๆ เพื่อจ าลองสถานการณ์การใช้งานจริง (unseen data) 
4. การแปลงข้อมูลเป็นคุณลักษณะเชิงตัวเลข  

เนื่องจากอัลกอริทึมการเรียนรู้ของเครื่องไม่สามารถประมวลผลข้อมูลในรูปแบบข้อความได้โดยตรง จึงจ าเป็นต้อง
แปลงข้อมูลให้อยู ่ในรูปเชิงตัวเลขเพื่อให้โมเดลสามารถท าความเข้าใจโครงสร้างของข้อมูลและเรียนรู ้รูปแบบได้อย่างมี
ประสิทธิภาพ การวิจัยนี้ใช้เทคนิคการแปลงข้อความเป็นเวกเตอร์คุณลักษณะผ่านการสร้างหน่วยพื้นฐานด้วยเอ็นแกรมและ
วิธีการสร้างคุณลักษณะต่าง ๆ 

4.1 การสร้างหน่วยพื้นฐานของข้อความด้วยเอ็นแกรม โดยเอ็นแกรมคือล าดับสัญลักษณ์จ านวน n ตัวที่ปรากฏ
ต่อเนื่องกันในข้อความ เช่น ยูนิแกรม (n = 1) และไบแกรม (n = 2) เทคนิคนี้มีความส าคัญต่อการจับความสัมพันธ์ระหว่าง 
ค าที่อยู่ติดกัน ช่วยให้โมเดลเข้าใจบริบทของข้อความได้ลึกซึ้งขึ้น เช่น ค าว่า “not good” หากแปลงเป็นยูนิแกรม จะถูกแยก
เป็น “not” และ “good” ซึ่งอาจท าให้ความหมายโดยรวมสูญหายไป แต่หากใช้ไบแกรม ความหมายของ “not good”  
จะยังคงถูกเก็บรักษาไว ้ 

4.2 Bag-of-Words (BoW) เทคนิค BoW เป็นวิธีการพื้นฐานในการสร้างเวกเตอร์คุณลักษณะ โดยอาศัยการนับ
ความถี่ของค าศัพท์ที่ปรากฏในเอกสาร โดยไม่ค านึงถึงล าดับของค าหรือโครงสร้างทางไวยากรณ์ วิธีการนี้จะสร้างตาราง  
แจกแจงความถี่ของค า (term frequency matrix) โดยมองว่าเอกสารแต่ละฉบับคือ “ถุงของค า” ที่บรรจุค าต่าง ๆ อยู่โดย 
ไม่จัดล าดับ แม้ว่ากระบวนการนี้จะท าให้ข้อมูลเชิงล าดับและความสัมพันธ์ทางไวยากรณ์สูญหายไป แต่ข้อได้เปรียบที่ส าคัญ  
คือ ความเรียบง่ายในการประมวลผล และความสามารถในการให้ผลลัพธ์ที่น่าพอใจในงานจ าแนกข้อความหลายประเ ภท 
โดยเฉพาะในกรณีที่ชุดข้อมูลมีขนาดใหญ่และซับซ้อนต ่า 

4.3 Term frequency-inverse document frequency (tf-idf)  tf-idf เป็นการพัฒนาต่อยอดจาก BoW โดยให้
น ้าหนักกับค าที่มีความส าคัญเชิงบริบท ประกอบด้วย term frequency (ความถี่ค าในเอกสาร) และ inverse document 
frequency (ค่าที่สะท้อนความหายากของค าในชุดข้อมูล) การผสมผสานนี้ช่วยลดความส าคัญของค าทั่วไปและเพิ่มน ้าหนัก  
ค าเฉพาะ ส่งผลให้โมเดลระบุค าที่มีบทบาทเชิงจ าแนกได้อย่างมีประสิทธิภาพมากขึ้น หลังการประมวลผลด้วยเอ็นแกรมและ 
BoW หรือ tf-idf คุณลักษณะจะอยู่ในรูปเวกเตอรเ์ชิงมิติสูง โดยแต่ละมิติแทนค าหรือวลีที่สกัดออกมา งานวิจัยนี้ใช้ทั้งยูนิแกรม
และไบแกรมเพื่อรักษาบริบทของข้อความ 
5. การจัดการปัญหาข้อมูลไม่สมดุล (Handling class imbalance) 

ปัญหาข้อมูลไม่สมดุล เป็นประเด็นที่พบได้บ่อยในชุดข้อมูลจริง โดยเฉพาะในกรณีที่จ านวนตัวอย่างระหว่างคลาส  
ต่าง ๆ แตกต่างกันอย่างมาก ปัญหานี้ส่งผลให้แบบจ าลองมีแนวโน้มล าเอียงไปยังคลาสที่มีจ านวนข้อมูลมา กและท างานได้ 
ไม่ดีในการจ าแนกคลาสส่วนน้อยเพื่อจัดการกับปัญหานี้ งานวิจัยได้ศึกษาและเปรียบเทียบเทคนิคการปรับสมดุลข้อมูล  
3 วิ ธี  ไ ด ้ แก่  synthetic minority oversampling technique (smote)  adaptive synthetic sampling (adasyn) และ 
undersampling 
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6. อัลกอริทึมการเรียนรู้ของเคร่ือง (Machine learning algorithms) 
งานวิจัยนี้ด าเนินการศึกษาและเปรียบเทียบอัลกอริทึมการเรียนรู้ของเครื่องจ านวน 4 แบบ โดยคัดเลือกอัลกอริทึมที่

เหมาะสมกับลักษณะของข้อมูลข้อความซึ่งมีมิติสูงและมีความเบาบาง อัลกอริทึมกลุ่มนี้มีข้อได้เปรียบด้านต้นทุนการค านวณ
ต ่าและสามารถประมวลผลได้อย่างมีประสิทธิภาพ สอดคล้องกับเป้าหมายของงานวิจัย รายละเอียดของแต่ละอัลกอริทึมมี
ดังต่อไปนี้ 

6.1 การจ าแนกโดยใช้ทฤษฎีเบส์อย่างง่ายแบบพหุนาม (multinomial naive bayes) การจ าแนกโดยใช้ทฤษฎีเบส์
อย่างง่ายแบบพหุนาม เป็นขั้นตอนวิธีภายใต้กลุ่มตัวจ าแนกเบส์อย่างง่าย ซึ่งอิงตามทฤษฎีของเบส์ (bayes' theorem) ที่ระบุ
ความสัมพันธ์ระหว่างความน่าจะเป็นแบบมีเง่ือนไข ส าหรับการจ าแนกข้อความ สูตรที่ใช้คือ  
 

𝑃(𝑐|𝑑) =
𝑃(𝑐)𝑥 ∏ 𝑃(𝑡𝑖|𝑐)𝑡𝑓(𝑡𝑖,𝑑)𝑛

𝑖=1

𝑃(𝑑)
 (1) 

 โดยที ่𝑃(𝑐|𝑑) คือ ความน่าจะเป็นท่ีเอกสาร 𝑑 จะเป็นคลาส 𝑐 𝑡𝑖 แทนค าท่ี 𝑖 และ 𝑡𝑓(𝑡𝑖 , 𝑑) คือ จ านวนครั้งท่ีค า 𝑡𝑖 
ปรากฏในเอกสาร 𝑑 อัลกอริทึมนี้มี สมมติฐานของ feature independence หรือคุณลักษณะต่าง ๆ ไม่ขึ้นต่อกัน  

6.2 การจ าแนกโดยใช้ทฤษฎีเบส์อย่างง่ายแบบเสริม (complement naive bayes) การจ าแนกโดยใช้ทฤษฎีเบส์
อย่างง่ายแบบเสริม เป็นการพัฒนาต่อยอดจากทฤษฎีเบส์อย่างง่ายแบบพหุนาม โดยออกแบบมาเพื่อจัดการกับปัญหาข้อมูลไม่
สมดุลซึ่งมักท าให้การจ าแนกแบบพหุนามมีความล าเอียงต่อคลาสที่มีข้อมูลมาก เทคนิคนี้ใช้ความน่าจะเป็นของแต่ละคลาส
จาก complement class แทนการใช้โดยตรงจากคลาสเป้าหมาย กล่าวคือ จะค านวณจากเอกสารที่ไม่อยู่ในคลาสนั้นเพื่อ
ประเมินโอกาสของการเป็นสมาชิกของคลาสเป้าหมาย วิธีนี้ช่วยลด bias จากคลาสที่มีข้อมูลมาก และมีแนวโน้มให้ผลลัพธ์ที่
เสถียรกว่าในชุดข้อมูลที่ไม่สมดุล 

6.3 การถดถอยโลจิสติก (logistic regression) การถดถอยโลจิสติก เป็นขั้นตอนวิธีทางสถิติที่ใช้ส าหรับการจ าแนก
ประเภท โดยพิจารณาความสัมพันธ์เชิงลอการิทึมระหว่างตัวแปรอิสระและตัวแปรตาม ซึ่งแตกต่างจากการถดถอยเชิงเส้น
ทั่วไปท่ีท านายค่าต่อเนื่อง โดยสมการพื้นฐาน คือ 
 

𝑃(𝑌 = 1|𝑋) =
1

1 + 𝑒−(𝑤𝑇𝑋+𝑏)
 (2) 

 ซึ่งเป็นฟังก์ชัน sigmoid ที่แปลงผลรวมถ่วงน ้าหนักของคุณลักษณะให้เป็นค่าความน่าจะเป็นระหว่าง 0 ถึง 1 ทั้งนี้ 
เนื่องจากข้อมูลข่าวในงานวิจัยนี้มีหลายหมวดหมู่ จึงใช้วิธี multiclass logistic regression แบบ one-vs-rest (OvR) ซึ่งเป็น

การขยายโมเดลการถดถอยโลจิสติกจากกรณีทวิภาค (binary logistic regression)ไปสู่การจ าแนกหลายคลาส โดยสร้าง

ชุดของ binary logistic regression หนึ่งโมเดลต่อหนึ่งหมวดหมู่ และเลือกค่าความน่าจะเป็นสูงสุดเป็นผลการจ าแนกขั้น
สุดท้าย 

6.4 การจ าแนกด้วยเครื ่องเวกเตอร์สนับสนุนเชิงเส้น ( linear support vector classification) การจ าแนกด้วย
เครื่องเวกเตอร์สนับสนุนเชิงเส้น เป็นขั้นตอนวิธีที่ปรับใช้จากเครื่องเวกเตอร์สนับสนุน (svm) ซึ่งเป็นข้ันตอนวิธีเชิงเรขาคณิตที่
มีพื้นฐานจากแนวคิดในการหาระนาบที่ดีที่สุด (optimal hyperplane) ในการแยกข้อมูล ฟังก์ชันการตัดสินใจ (decision 
function) มีรูปแบบ 
 𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑤𝑇𝑥 + 𝑏) (3) 
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โดยที่ 𝑤 คือเวกเตอร์น ้าหนัก 𝑏 คือ bias และ 𝑠𝑖𝑔𝑛 () เป็นค่าฉลากของข้อมูลแต่ละจุด วัตถุประสงค์คือการหาค่า 
𝑤 และ 𝑏 ที่ท าให้ระยะห่างระหว่างระนาบแยกกับจุดข้อมูลที่ใกล้ที่สุดมีค่าสูงสุด ซึ่งสามารถแสดงเป็นปัญหาการหาค่าเหมาะ
ที่สุด 
 

min
𝑤,𝑏

1

2
‖𝑤‖2 subject to 𝑦𝑖(𝑤𝑇𝑥𝑖 + 𝑏) ≥ 1 

(4) 

 การจ าแนกด้วยเครื่องเวกเตอร์สนับสนุนเชิงเส้นเหมาะส าหรับชุดข้อมูลที่สามารถแยกออกด้วยระนาบเชงิเส้นและมี
ประสิทธิภาพสูงเมื่อจ านวนฟีเจอร์มากกว่าจ านวนตัวอย่าง  
7. การปรับแต่งพารามิเตอร์ (hyperparameter tuning) 
 การปรับแต่งพารามิเตอร์ด าเนินการผ่าน Grid Search ร่วมกับ 5-fold Cross-Validation (k=5) ซึ่งเป็นจุดสมดุล
ระหว่างความเสถียรและทรัพยากรตามแนวทางของ Kuhn and Johnson (2013) เพื่อคัดเลือกชุดพารามิเตอร์ที่ดีที่สุดจากชุด
ฝึกสอนไปประเมินผลบนชุดทดสอบ โดยมีรายละเอียดช่วงค่าที่ศึกษาดังตารางที่ 2 
 

ตารางที่ 2 ค่าพารามิเตอร์ที่ใช้ในการปรับแต่งของแต่ละแบบจ าลอง 
แบบจ าลอง พารามิเตอร ์ ช่วงค่าที่ทดสอบ 

Multinomial NB α [0.01, 0.1, 0.5, 1, 2, 5] 
Complement NB α [0.01, 0.1, 0.5, 1, 2, 5] 
Logistic Regression C [0.01, 0.1, 1, 10, 100] 
Linear SVM C 

loss function 
[0.01, 0.1, 1, 10, 100] 
hinge และ squared hinge 

 

8. ตัวชี้วัดการประเมินผลการด าเนินงาน 
การประเมินประสิทธิภาพของโมเดลในงานวิจัยนี้ใช้ตัวชี้วัดที่หลากหลายเพื่อสะท้อนภาพรวมและวิเคราะห์จุดแข็ง 

จุดอ่อนของแต่ละอัลกอริทึมได้อย่างรอบด้าน รายละเอียดตัวช้ีวัดที่ใช้ในการประเมินคุณภาพของตัวแบบแสดงในตารางที่ 3 
 

ตารางที่ 3 ตัวช้ีวัด พร้อมสูตรค าวณและค าอธิบาย 
ตัวช้ีวัด สูตรค านวณ ค าอธิบาย 

accuracy ∑ tp𝑖
k
i=1

𝑛
 

สัดส่วนของข่าวที่โมเดลท านายหมวดหมู่ถูกต้องทั้งหมด เมื่อ
เทียบกับจ านวนข่าวท้ังหมดในชุดทดสอบ 

precision tp

(tp +  fp)
 

ค่าความแม่นย าของการท านายในหมวดหมู่นั ้น ๆ เช่น หาก
โมเดลทายว่าเป็น politics มันเป็น politics จริงหรือไม่ 

recall 
tp

(tp +  fn)
 

ความสามารถของโมเดลในการดึงข่าวที ่เป็นหมวดนี ้จริง  ๆ 
ออกมาได้ครบแค่ไหน เช่น ข่าว healthy living จริง โมเดลหา
เจอมากน้อยเพียงใด 

F1-score 
2 ×

(precision ×  recall)

(precision +  recall)
 

ค่าที่รวม precision และ recall ใช้วัดความสมดุลระหว่างการ
ท านายถูกและการหาครบในแต่ละหมวดข่าว 

macro 
precision ∑ precision𝑖

k
i=1

𝑘
 

ค่า precision เฉลี่ยของทุกหมวดข่าว โดยให้ทุกหมวดมีน ้าหนัก
เท่ากัน ช่วยบอกว่าโมเดลท างานสมดุลระหว่างหมวดใหญ่  
หมวดเล็กเพียงใด 
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ตารางที่ 3 ตัวช้ีวัด พร้อมสูตรค าวณและค าอธิบาย (ต่อ) 
ตัวช้ีวัด สูตรค านวณ ค าอธิบาย 

macro 
recall 

∑ recall𝑖
k
i=1

𝑘
 

ค่าเฉลี ่ย recall ของทุกหมวดข่าว ใช้ตรวจสอบว่าโมเดล
สามารถจดจ าลักษณะของหมวดหมู่ที่มีข้อมูลน้อยได้ดีเพียงใด 

macro 
F1-score ∑ F1𝑖

k
i=1

𝑘
 

ค่าเฉลี่ย F1-score แบบไม่ถ่วงน ้าหนัก เหมาะส าหรับประเมิน
ประสิทธิภาพในภาพรวมโดยไม่ให้หมวดที่มีข้อมูลมากมากลบ
เกลื่อนปัญหาของหมวดเล็ก 

micro 
precision 

∑ tpk
i=1

∑ tp𝑘
i=1  +  ∑ fpk

i=1

 
precision รวมของทุกหมวดข่าว โดยมองจ านวนผลท านายถูก
และผิดจากทั้งระบบ เหมาะส าหรับประเมินภาพรวมของโมเดล 

micro 
recall 

∑ tpk
i=1

∑ tpk
i=1  +  ∑ fnk

i=1

 
recall รวมของข่าวทุกหมวด ใช้ดูประสิทธิภาพรวมว่าระบบ
สามารถดึงข่าวที่ถูกต้องออกมาได้ดีแค่ไหน 

micro 
F1-score 

2 ×
(micro precision ×  micro recall)

(micro precision +  micro recall)
 

ค่าประสิทธิภาพรวมระดับตัวอย่างข่าว ซึ ่งในงานจ าแนก
ประเภทแบบ single-label ค่านี้จะ เท่ากับ accuracy เสมอ 

หมายเหตุ: TP (True Positive) คือ จ านวนที่ท านายถูกว่าเป็นหมวดนั้น  
FP (False Positive) คือจ านวนที่ท านายผิดว่าเป็นหมวดนั้น (จริง ๆ เป็นหมวดอื่น)   
FN (False Negative) คือ จ านวนที่เป็นหมวดนั้นจริง ๆ แต่ท านายผิดไปเป็นหมวดอื่น  
K คือ จ านวนหมวดหมู่ทั้งหมด และ n คือจ านวนตัวอย่างข้อมูลทั้งหมด 
 

ผลการวิจัยและวิจารณ์ผล 
การด าเนินการทดลองในงานวิจัยนี ้แบ่งออกเป็นสามส่วนหลัก ได้แก่ (1) การส ารวจข้อมูลเบื้องต้น (2) การ

เปรียบเทียบเทคนิคการแปลงข้อมูลเป็นคุณลักษณะ และ (3) การประเมินเทคนิคการจัดการข้อมูลไม่สมดุล ผลการทดลองใน
แต่ละส่วนมีดังน้ี 
1. การส ารวจข้อมูลเบ้ืองต้น 

1.1 ความถี่ของค าศัพท์ การวิเคราะห์ความถี่ของค าศัพท์ก่อนการลบค าหยุดที่ไม่ส าคัญต่อเนื้อหาของข่าว พบว่าค าที่
มีความถี่สูงสุด ได้แก่ "the"  "to"  "a" และ "of" ซึ่งเป็นค าท่ีไม่มีความหมายเฉพาะเจาะจงต่อการจ าแนกประเภทข่าว หลังจาก
ด าเนินการลบค าที่ไม่ส าคัญแล้ว พบว่าค าที่มีความถี่สูงสุดเปลี่ยนเป็น "new" จ านวน 13,555 ครั้งจากบทความข่าวทั้งหมด 
148,122 บทความ รองลงมาได้แก่ "trump"  "one" และ "like" ตามล าดับ  

1.2 การวิเคราะห์เอ็นแกรม การวิเคราะห์เปรียบเทียบยูนิแกรมและไบแกรมในตารางที่ 4 เผยให้เห็นข้อจ ากัดส าคัญ
ของยูนิแกรม คือปัญหาความคลุมเครือของค าที่มีความถี่สูง เช่น ค าว่า "new" ที่ปรากฏในหลายหมวดหมู่ wellness (1,717 
ครั้ง) และ entertainment (1,976 ครั้ง) ท าให้ไม่สามารถใช้เป็นตัวบ่งช้ีลักษณะเฉพาะของแต่ละหมวดข่าวได้ ในขณะที่ไบแก
รมแสดงประสิทธิภาพเหนือกว่าโดยการรวมค าสองค าที่อยู่ติดกัน ช่วยสร้างบริบทที่ชัดเจนและลดความคลุมเครือ ตัวอย่างที่
เด่นชัด ได้แก่ "health care" (216 ครั้ง) ในหมวด wellness ที่ให้ความหมายเฉพาะเจาะจง "new york" (189 ครั้ง) ในหมวด 
travel ที่ระบุจุดหมายปลายทาง และการเปลี่ยนจาก "gay" เป็น "gay men" ในหมวด queer voices ที่ระบุกลุ่มเป้าหมาย
ชัดเจนขึ้น อย่างไรก็ตาม ไบแกรมยังมีข้อจ ากัดบางประการ เช่น "donald trump" ที่ปรากฏทั้งใน politics (2,568 ครั้ง) และ 
entertainment (304 ครั้ง) แสดงว่าบุคคลสาธารณะบางคนครอบคลุมหลายหมวดหมู่ นอกจากนี้ "sure check" ในหมวด 
style & beauty (770 ครั ้ง) อาจเป็นเพียงรูปแบบการเขียนมากกว่าเนื ้อหาหลัก  โดยสรุป ไบแกรมแสดงประสิทธิภาพ
เหนือกว่ายูนิแกรมอย่างชัดเจน โดยให้ข้อมูลที่จ าเพาะและบริบทที่ชัดเจนกว่า ท าให้เป็นเครื่องมือที่มีประสิทธิภาพส าหรับ  
การจ าแนกประเภทข่าวและสื่อดิจิทัล 
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ตารางที่ 4 ค าในรูปแบบยูนิแกรมและไบแกรม ที่พบบ่อยที่สดุในแตล่ะหมวดหมู่ข่าว 
หมวดหมู่ข่าว ยูนิแกรม (ความถี)่ ไบแกรม (ความถี)่ 

politics trump (8,610) donald trump (2,568) 
wellness new (1,717) health care (216) 
entertainment new (1,976) donald trump (304) 
travel travel (1,414) new york (189) 
style & beauty fashion (1,791) sure check (770) 
parenting kids (1,420) cute kids (99) 
healthy living health (579) gps guide (107) 
queer voices gay (1,705) gay men (98) 
food & drink food (788) ice cream (83) 
business new (627) women business (120) 
comedy trump (702) donald trump (322) 
sports nfl (436) super bowl (127) 
black voices black (1,390) black lives (87) 
home & living home (1,353) craft day (142) 
parents kids (537) say darndest (44) 

 

2. การเปรียบเทียบเทคนิคการแปลงข้อมูลเป็นคุณลักษณะ 
การแปลงข้อความให้เป็นการแทนค่าเชิงตัวเลขเป็นข้ันตอนส าคัญในการประมวลผลภาษาธรรมชาติ เทคนิคการสกัด

คุณลักษณะที่เลือกใช้ส่งผลโดยตรงต่อประสิทธิภาพของอัลกอริทึมการเรียนรู้ของเครื่อง ผลการทดลองเปรียบเทียบระหว่าง 
BoW และ tf-idf ในตารางที่ 5 เผยให้เห็นรูปแบบการตอบสนองที่หลากหลายของแต่ละอัลกอริทึม 
 

ตารางที่ 5 การเปรียบเทียบประสิทธิภาพ BoW และ tfidf ในโมเดลต่างๆ 

Model Accuracy F1-score 
BoW tf-idf (tf-idf vs BoW) BoW tf-idf (tf-idf vs BoW) 

Multinomial naive bayes 80.84 69.90 -10.94% 78.75 65.24 -13.51% 
Complement naive bayes 80.70 81.49 +0.79% 78.46 79.35 +0.89% 
Logistic regression 81.70 82.26 +0.56% 81.55 81.19 -0.36% 
Linear support vector classification 80.88 82.64 +1.76% 80.87 81.87 +1.00% 

 

จากผลการวิเคราะห์ที่แสดงในตารางที่ 5 พบว่า โมเดล multinomial naive bayes แสดงความเหมาะสมกับ BoW 
อย่างชัดเจน ด้วยค่า accuracy ที่ 80.84% และ F1-score ที่ 78.75% ซึ่งสูงกว่าการใช้ tf-idf ถึง 10.94% และ 13.51% 
ตามล าดับ ผลลัพธ์เชิงประจักษ์น้ีสอดคล้องกับรากฐานทางทฤษฎีที่ระบุไว้ในสมการที่ (1) ซึ่งอัลกอริทึมค านวณความน่าจะเป็น
โดยอาศัยตัวแปร ที่ถูกนิยามเป็นจ านวนครั้งของค าที่ปรากฏ รูปแบบข้อมูลจาก BoW จึงมีคุณลักษณะเป็นจ านวนนับที่ตรงตาม
ข้อสมมติฐานของสมการอย่างสมบูรณ ์ในขณะที่ tf-idf แปลงค่าดังกล่าวเป็นทศนิยมถ่วงน ้าหนัก ท าให้ข้อมูลที่ป้อนเข้าสู่โมเดล
เบี่ยงเบนไปจากนิยามทางคณิตศาสตร์ดั้งเดิม นอกจากน้ี การลดน ้าหนักค าท่ีพบบ่อยของ tf-idf ยังส่งผลให้ค าส าคัญที่บ่งบอก
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เอกลักษณ์ของหมวดหมู่ข่าวถูกลดทอนความส าคัญลง ส่งผลให้ประสิทธิภาพของโมเดลลดต ่าลงเมื่อเทียบกับการใช้ความถี่ดิบ
จาก BoW 

ในทางตรงกันข้าม complement naive bayes แสดงผลที่แตกต่าง โดย tf-idf ให้ประสิทธิภาพที่ดีกว่า BoW 
เล็กน้อย ด้วยค่า accuracy ที่ 81.49% และ F1-score ที่ 79.35% การปรับปรุงนี้เกิดขึ้น 0.79% และ 0.89% ตามล าดับ 
ความแตกต่างนี้อาจเกิดจากการที่ complement naive bayes ถูกออกแบบมาเพื่อแก้ไขปัญหาของข้อมูลที่ไม่สมดุล ท าให้
สามารถใช้ประโยชน์จากการถ่วงน ้าหนักของ tf-idf ได้ดีกว่า 

โมเดล linear support vector classification บรรลุประสิทธิภาพสูงสุดเมื ่อใช้กับ tf-idf ด้วยค่า accuracy ที่ 
82.64% และ F1-score ที่ 81.87% ซึ่งดีกว่า BoW ถึง 1.76% และ 1.00% ตามล าดับ ความส าเร็จนี้สอดคล้องกับลักษณะ
ของ support vector machine ที่มีความสามารถในการจัดการกับข้อมูลที่มีมิติสูงและความเบาบาง logistic regression 
น าเสนอร ูปแบบที ่น ่าสนใจ tf-idf ช่วยปร ับปร ุง accuracy เพิ ่มข ึ ้น 0.56% แต่กล ับท าให ้ F1-score ลดลง 0.36% 
ปรากฏการณ์นี้อาจสะท้อนถึงผลกระทบของการถ่วงน ้าหนักต่อการจ าแนกประเภทท่ีมีข้อมูลไม่สมดุล การปรับปรุง accuracy 
โดยรวมอาจมาพร้อมกับการลดลงของประสิทธิภาพในการจ าแนกกลุ่มที่มีขนาดเล็ก 

การศึกษานี้เสนอหลักฐานเชิงประจักษ์ท่ียืนยันว่าการเลือกใช้เทคนิคการสกัดคุณลักษณะจ าเป็นต้องพิจารณาร่วมกับ
คุณลักษณะเชิงทฤษฎีของอัลกอริทึมการเรียนรู้ ไม่มีเทคนิคใดที่แสดงความเหนือกว่าในทุกบริบทการประยุกต์ใช้ ดังนั้น ความ
เข้าใจในหลักการท างานเชิงอัลกอริทึมจึงมีความส าคัญในการเลือกใช้เทคนิคท่ีให้ประสิทธิภาพสูงสุด 
3. การประเมินเทคนิคการจัดการข้อมูลไม่สมดุล 

ปัญหาการกระจายข้อมูลไม่สมดุลเป็นความท้าทายที่พบได้บ่อยในชุดข้อมูลจริง โดยส่งผลให้อัลกอริทึมการเรยีนรู้มี
แนวโน้มล าเอียงไปยังประเภทที่มีข้อมูลมากกว่า ในงานจ าแนกประเภทข่าวนี้ ประเภทข่าวบางประเภท เช่น parents และ 
black voices มีจ านวนตัวอย่างน้อยกว่าประเภทอื่นอย่างมาก จากผลการทดลองในขั้นตอนก่อนหน้าที่แสดงให้เห็นว่า  
 linear support vector classification ร่วมกับ tf-idf ให้ประสิทธิภาพสูงสุด ด้วย accuracy เท่ากับ 82.64% การศึกษาจึง
เลือกใช้การตั้งค่านี ้เป็นพื้นฐานในการประเมินเทคนิคการจัดการข้อมูลไม่สมดุลสามแบบ ได้แก่  smote adasyn และ 
undersampling 

 

 
 

รูปที่ 1 การเปรียบเทียบประสิทธิภาพของเทคนิคการจัดการข้อมลูไม่สมดุล 
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จากรูปที่ 1 แสดงให้เห็นว่า smote ให้ประสิทธิภาพสูงสุดด้วยค่า accuracy และ F1-score ที่ 81.67% และ 
81.68% ตามล าดับ ความส าเร็จของ smote เกิดจากการสร้างข้อมูลสังเคราะห์ที่มีคุณภาพส าหรับประเภทข่าวที่มีข้อมูลน้อย 
โดยใช้หลักการ k-nearest neighbors ในการสร้างตัวอย่างใหม่ท่ีอยู่ในบริเวณใกล้เคียงกับข้อมูลดั้งเดิม วิธีการนี้ช่วยให้โมเดล
สามารถเรียนรู้ลักษณะเฉพาะของประเภทข่าวที่มีข้อมูลน้อยได้อย่างมีประสิทธิภาพ  จากผลการวิเคราะห์ พบว่า adasyn 
แสดงประสิทธิภาพที่ต ่ากว่า smote แม้ว่าจะใช้หลักการคล้ายคลึงกัน ความแตกต่างหลักคือ adasyn มุ่งเน้นการสร้างข้อมูล
ใหม่ในบริเวณที่ยากต่อการเรียนรู้มากกว่า การปรับแต่งท่ีซับซ้อนน้ีอาจท าให้เกิดการสร้างข้อมูลที่ไม่เหมาะสมกับลักษณะของ
ข้อมูลข้อความ ซึ่งมีความเบาบางและมิติสูง ในขณะที่ undersampling ให้ประสิทธิภาพต ่าสุดในการทดลองนี้ แม้ว่าเทคนิคนี้
จะช่วยแก้ปัญหาความไม่สมดุลได้ แต่การลดจ านวนข้อมูลในประเภทที่มีข้อมูลมากอาจท าให้สูญเสียข้อมูลที่มีประโยชน์ 
โดยเฉพาะในบริบทของข้อมูลข้อความที่ต้องการตัวอย่างจ านวนมากเพื่อเรียนรู้รูปแบบภาษาท่ีหลากหลาย 

 

 
 

รูปที่ 2 confusion matrix  ของการจ าแนกหมวดหมู่ข่าว 7 หมวดหมู ่
 

จากรูปที่ 2 ซึ่งแสดง confusion matrix การวิเคราะห์ผลการจ าแนกพบว่า โมเดลมีประสิทธิภาพที่แตกต่างกันอย่าง
ชัดเจนในแต่ละหมวดหมู่ข่าว เมื่อเปรียบเทียบกับประสทิธิภาพโดยรวม 81.67% พบว่า หมวดหมู่ politics แสดงประสิทธิภาพ
สูงสุดด้วยการจ าแนกที่ถูกต้อง 6,622 รายการจากทั้งหมด 7,216 รายการ คิดเป็นอัตราความแม่นย า 91.8% ซึ่งสูงกว่า
ค่าเฉลี่ยโดยรวมถึง 10.1% บ่งชี้ว่าข่าวการเมืองมีลักษณะเฉพาะทางภาษาที่ชัดเจนและแยกแยะได้ง่าย เช่น ค าศัพท์เฉพาะ
ด้านการเมือง ช่ือนักการเมืองและประเด็นทางการเมือง หมวดหมู่ travel และ wellness แสดงประสิทธิภาพที่ดีในระดับรอง
และใกล้เคียงกับค่าเฉลี่ยโดยรวม โดย travel มีการจ าแนกที่ถูกต้อง 1,676 รายการจาก 1,966 รายการ (85.2%) และ 
wellness มีการจ าแนกที่ถูกต้อง 2,628 รายการจาก 3,492 รายการ (75.3%) ความส าเร็จของหมวดหมู่เหล่านี้อาจมาจาก
การมีค าศัพท์เฉพาะโดเมนที่ชัดเจน เช่น สถานที่ท่องเที่ยว กิจกรรมการเดินทาง ส าหรับ travel และค าศัพท์เกี่ยวกับสุขภาพ 
การออกก าลังกาย การดูแลตัวเอง ส าหรับ wellness ในขณะที่หมวดหมู่ healthy living แสดงประสิทธิภาพต ่าสุด โดยมี
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ความแม่นย าเพียง 40.7% (536 จาก 1,318 รายการ) ซึ ่งต ่ากว่าค่าเฉลี่ยโดยรวมถึง 40.9% บ่งชี ้ถึงปัญหาส าคัญในการ
แยกแยะหมวดหมู่นี้จากหมวดหมู่อื่น รูปแบบการจ าแนกผิดที่ส าคัญ  การวิเคราะห์รูปแบบการจ าแนกผิดเผยให้เห็นประเด็น
ส าคัญหลายประการ การจ าแนกผิดที่เห็นได้ชัดที่สุดคือการที่ข่าว  healthy living ถูกจ าแนกผิดเป็น wellness ถึง 521 
รายการ ซึ่งเป็นจ านวนสูงสุดในเมทริกซ์ทั้งหมด ปรากฏการณ์นี้สามารถอธิบายได้จากความคาบเกี่ยวทางเนื้อหาระหว่างสอง
หมวดหมู ่ โดยทั ้งสองหมวดหมู ่มีการใช้ค าศัพท์ที ่เก ี ่ยวข้องกับสุขภาพ เช่น " health"  "nutrition"  "fitness"  "diet"  
"exercise"  "wellbeing" ท าให้โมเดลไม่สามารถแยกแยะได้อย่างชัดเจน  

การจ าแนกผิดรูปแบบอื่นที่น่าสนใจ ได้แก่ parenting ที่ถูกจ าแนกผิดเป็น healthy living จ านวน 84 รายการ 
ซึ่งสะท้อนให้เห็นว่าเนื้อหาเกี่ยวกับการเลี้ยงดูเด็กมักเกี่ยวข้องกับสุขภาพของเด็ก การดูแลสุขภาพครอบครัว และค าแนะน า
ด้านสุขภาพส าหรับผู้ปกครอง นอกจากนี้ หมวดหมู่ entertainment แสดงรูปแบบการกระจายตัวของการจ าแนกผิดไปยัง
หลายหมวดหมู่ ซึ่งอาจบ่งช้ีว่าเนื้อหาบันเทิงมีความหลากหลายและอาจครอบคลมุหัวข้อต่างๆ ที่ทับซ้อนกับหมวดหมู่อื่น ปัจจัย
ที่ส่งผลต่อประสิทธิภาพการจ าแนก ความแตกต่างในประสิทธิภาพการจ าแนกระหว่างหมวดหมู่สามารถอธิบายได้จากหลาย
ปัจจัย ปัจจัยแรกคือ ความเฉพาะเจาะจงของค าศัพท์ หมวดหมู่ที่มีประสิทธิภาพสูง เช่น politics มักมีค าศัพท์เฉพาะโดเมนที่
ไม่ปรากฏในหมวดหมู่อื่น ในขณะที่หมวดหมู่ที่มีการจ าแนกผิดสงู เช่น healthy living และ wellness มีการใช้ค าศัพท์ร่วมกัน
มาก ปัจจัยที่สองคือ ความเป็นนามธรรมของหัวข้อ หมวดหมู่ที่เป็นรูปธรรม เช่น travel ที่มีการกล่าวถึงสถานที่เฉพาะ 
กิจกรรมเฉพาะ มีแนวโน้มที่จะถูกจ าแนกได้แม่นย ากว่าหมวดหมู่ที่เป็นนามธรรมหรือครอบคลุมหัวข้อกว้าง  ปัจจัยที่สามคือ 
ความสมดุลของข้อมูล แม้ว่าจะมีการใช้เทคนิค smote แล้ว แต่ลักษณะเฉพาะของเนื้อหาในแต่ละหมวดหมู่ยังคงส่งผลต่อ
ประสิทธิภาพการเรียนรู้ของโมเดล 

เพื่อให้การประเมินประสิทธิภาพของโมเดลครอบคลุมมากกว่าการรายงานค่า accuracy เพียงตัวเดียว งานวิจัยนี้ 
จึงค านวณ precision  recall และ F1-score แยกตามหมวดหมู่ข่าว รวมถึงรายงานค่าแบบ macro-average และ micro-
average ซึ่งสะท้อนผลลัพธ์ทั้งในระดับหมวดหมู่และภาพรวมของชุดข้อมูล 

 

ตารางที่ 6 ค่าประสิทธิภาพรายหมวดหมู ่
หมวดหมู ่ Precision Recall F1-score 

entertainment 0.8483 0.8249 0.8364 
healthy living 0.4251 0.4067 0.4157 
parenting 0.7295 0.7575 0.7432 
politics 0.9291 0.9177 0.9234 
style & beauty 0.8470 0.8379 0.8424 
travel 0.8338 0.8525 0.8431 
wellness 0.7212 0.7526 0.7365 

 

 ตารางที่  6 แสดงผลการจ  าแนกในแต ่ละหมวดหม ู ่  โดยหมวด politics  travel  style & beauty และ 
entertainment ให้ค่า F1-score สูงกว่า 0.80 สะท้อนถึงลักษณะค าศัพท์เฉพาะที่ช่วยให้โมเดลจ าแนกได้อย่างแม่นย า  
ส่วน parenting และ wellness ให้ค่า F1-score อยู่ท่ีประมาณ 0.73 - 0.74 ขณะที่ healthy living มีค่า F1-score ต ่าที่สุด 
(0.416) และมีความคลาดเคลื่อนสูง โดยข้อมูลจ านวนมากถูกจ าแนกผิดไปเป็น wellness อ้างอิงจากผลที่แสดงใน รูปที่ 2 
confusion matrix  
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ตารางที่ 7 ผลการประเมินประสิทธิภาพภาพรวมของแบบจ าลองด้วยตัวช้ีวัดแบบ Macro และ Micro 
ประเภทตัวช้ีวัด Precision Recall F1-score 

Macro (เฉลี่ยเท่ากันทุกหมวด)  0.7620 0.7642 0.7630 
Micro (เฉลี่ยตามจ านวนข้อมูล) 0.8167 0.8167 0.8167 

  

 ผลการประเมินภาพรวมด้วย Macro และ Micro สรุปในตารางที่ 7 พบว่า ค่า Macro F1-score มีค่า 0.7630 ซึ่ง
เป็นการเฉลี่ยน ้าหนักเท่ากันทุกหมวด สะท้อนความสามารถของโมเดลเมื่อให้ความส าคัญกับทุกหมวดหมู่ข่าวเท่าเทียมกันใน
ขณะที ่ค ่า Micro F1-score เท ่าก ับ 0.8167 ซ ึ ่ งส ัมพ ันธ ์ก ับ accuracy โดยตรง เน ื ่องจากงานนี ้ เป ็น single-label 
classification ท าให้ micro-precision micro-recall และ micro-F1 มีค่าเท่ากันโดยนิยาม ส่วนต่างระหว่างค่า Macro-F1 
(0.763) และ Micro-F1 (0.817) สะท้อนให้เห็นว่าโมเดลมีแนวโน้มล าเอียง ไปยังหมวดหมู่ที่มีจ านวนข้อมูลมาก  โดยยังคง
ประสบปัญหาในการจ าแนกหมวดหมู่ที่มีความก ากวมทางความหมาย โดยเฉพาะอย่างยิ ่งในคู่ ของ healthy living และ 
wellness ซึ่งชุดค าศัพท์มีความคล้ายคลึงกันสูง จนเทคนิคพ้ืนฐานอย่าง tf-idf ไม่สามารถแยกแยะบริบทได้ละเอียดเพียงพอ  
 โดยภาพรวม โมเดลที่ใช้สามารถจ าแนกหมวดหมู่ข่าวได้อย่างมีประสิทธิภาพ โดยเฉพาะหมวดที่มีค าศัพท์เฉพาะหรือ
รูปแบบภาษาชัดเจน ซึ่งให้ค่า F1-score อยู่ในระดับสูงอย่างต่อเนื่อง ข้อจ ากัดที่พบในบางหมวดหมู่ เช่น healthy living ซึ่งมี
ความหมายใกล้เคียงกับ wellness สะท้อนลักษณะของข้อมูลที่มีความทับซ้อนเชิงความหมายมากกว่าข้อจ ากัดของโมเดลเอง 
ทั้งนี ้ผลลัพธ์ดังกล่าวชี้ให้เห็นถึงโอกาสในการพัฒนาเพิ่มเติม โดยการประยุกต์คุณลักษณะเชิงบริบทที่ลึกกว่าเพื่อเพิ่ม
ความสามารถของโมเดลในการแยกแยะหมวดหมู่ที่มีความซับซ้อนสูงในงานวิจัยต่อไป 
 

สรุปผลการวิจัย 
ผลการวิจัยครั้งนี้ยืนยันถึงบทบาทส าคัญของกระบวนการเตรียมข้อมูลและการเลือกใช้เทคนิคการสกัดคุณลักษณะ  

ที่มีผลโดยตรงต่อประสิทธิภาพของการจ าแนกประเภทข่าวสารในบริบทของข้อมูลขนาดใหญ่ การศึกษาพบว่าการลบค าหยุด  
ที่ไม่ช่วยในการจ าแนกร่วมกับการใช้เทคนิคเอ็นแกรม โดยเฉพาะไบแกรม แสดงให้เห็นถึงศักยภาพในการลดความก ากวมและ
เพิ่มความจ าเพาะของค า ซึ่งสอดคล้องกับแนวคิดด้านการเรียนรู้ความสัมพันธ์ของค าตามการปรากฏร่วมกัน (co-occurrence 
statistics) ในงานสมัยใหม่ เช่น Word2Vec (Mikolov et al., 2013) และ GloVe (Pennington et al., 2014) ทีช้ี่ว่าการใช้
ข้อมูลล าดับค าสามารถช่วยเพิ่มความแม่นย าในการจ าแนกข้อความได้อย่างมีนัยส าคัญ 

เมื่อเปรียบเทียบเทคนิคการสร้างตัวแทนข้อมูล พบว่า tf-idf ให้ผลลัพธ์ที่ดีกว่าในโมเดล complement naive 
bayes, logistic regression และ linear svc ในขณะที่ multinomial naive bayes มีประสิทธิภาพสูงกว่าเมื ่อใช้ร่วมกับ 
BoW ซึ่งสอดคล้องกับข้อสังเกตของ Rennie et al. (2003) ที่ระบุว่า multinomial naive bayes ตั้งอยู่บนสมมติฐานการ
กระจายความถี่ของค าแบบพหุนาม จึงท างานได้ดีเมื่อข้อมูลไม่ได้ถูกปรับน ้าหนักค าเพิ่มเติม อย่างไรก็ตาม ในภาพรวมของการ
ทดลองพื้นฐาน linear support vector classification (linear svc) ร่วมกับ tf-idf ให้ความถูกต้องสูงสุดที่ 82.64% สะท้อน
ถึงความเหมาะสมของ svm ในการจัดการกับข้อมูลที ่มีมิติสูงและเบาบาง ส าหรับการจัดการปัญหาข้อมูลไม่สมดุล  
ผลการทดลองช้ีว่าเทคนิค smote ให้ผลลัพธ์เหนือกว่า adasyn และ undersampling โดยให้ค่าความถูกต้องที่ 81.67% และ
ค่า F1-score เฉลี่ยระดับ Micro ที่ 0.8167 แม้ค่าความถูกต้องจะลดลงเล็กน้อยเมื่อเทียบกับกรณีไม่ปรับสมดุล แต่ช่วยเพิ่ม
ความครอบคลุมของขอบเขตการตัดสินใจและลดอคติในหมวดหมู่ที่มีข้อมูลน้อยได้อย่างมีประสิทธิภาพ 
 เมื่อวิเคราะห์ประสิทธิภาพเชิงลึกผ่าน confusion matrix พบว่าโมเดลมีความสามารถในการจ าแนกที่แตกต่างกัน
อย่างมีนัยส าคัญในแต่ละหมวดหมู่ โดยหมวดหมู่ที่มีค าศัพท์เฉพาะเจาะจงชัดเจนอย่างการเมือง (politics) มีความแม่นย า
สูงสุดถึง 91.8% ในขณะที่หมวดหมู่การใช้ชีวิตเพื่อสุขภาพ (healthy living) กลับมีประสิทธิภาพต ่าที ่สุด (40.7%) และ 
พบความผิดพลาดสูงในการจ าแนกสลับกับหมวดสุขภาวะ (wellness) ข้อค้นพบนี้ชี ้ให้เห็นถึงปัญหา การซ้อนทับเชิง -
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ความหมาย (semantic overlap) เนื่องจากทั้งสองหมวดมีการใช้ค าศัพท์ร่วมกันสูง เช่น diet  fitness และ health ท าให้
เทคนิคพื้นฐานอย่าง tf-idf ไม่สามารถแยกแยะบริบทที่ละเอียดอ่อนนี้ได้เพียงพอ ซึ่งสอดคล้องกับข้อสังเกตในงานของ 
Mihalcea et al. (2006) เกี่ยวกับความท้าทายในการจ าแนกข้อความที่มีความใกล้เคียงกันเชิงความหมาย 
 อย่างไรก็ตาม จากผลการศึกษาพบข้อควรระวังส าคัญส าหรับการน าโมเดลไปใช้งานในสถานการณ์  กล่าวคือ  
แม้โมเดลจะมีค่าความแม่นย าโดยรวมสูง แต่มีความเสี่ยงท่ีจะเกิดความผิดพลาดในหมวดหมู่ที่มีความก ากวมทางความหมายสูง 
เช่น ข่าวสุขภาพและไลฟ์สไตล์ ดังนั้น ในทางปฏิบัติองค์กรสามารถออกแบบโครงสร้างหมวดหมู่ข่าวในองค์กร โดยควร
หลีกเลี่ยงการก าหนดหมวดหมู่ที่มีขอบเขตทับซ้อนกันเพื่อลดความสับสนของทั้งโมเดลและผู้ใช้งาน 
 จากข้อจ ากัดดังกล่าว งานวิจัยนี ้เสนอแนะแนวทางส าหรับการศึกษาในอนาคต 3 ประเด็นหลัก ได้แก่ (1)  
การประยุกต์ใช้เทคนิคการฝังค า (word embeddings) อาทิ word2vec เพื่อจับความสัมพันธ์ของค าที่มีความหมายใกล้เคียง
กันได้ลึกซึ ้งยิ ่งขึ ้น (2) การทดลองใช้สถาปัตยกรรมการเรียนรู ้เชิงลึกที ่มีความซับซ้อนและสามารถจับบริบทได้ดีกว่า  
โมเดลเชิงเส้น เช่น BERT หรือ Transformer-based models และ (3) การขยายผลการทดสอบไปยัง ชุดข้อมูลภาษาอื่น  
เช่น ภาษาไทย หรือข้ามโดเมน (cross-lingual or cross-domain) เพื่อประเมินความสามารถในการทั่วไป (generalization) 
ซึ่งจะน าไปสู่การพัฒนาตัวจ าแนกข่าวสารอัตโนมัติที่มีความเสถียรและแม่นย าส าหรับการใช้งานจริงต่อไป 
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