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บทคัดย่อ 
 การศึกษาครั้งนี้มีวัตถุประสงค์เพื่อพยากรณ์จ านวนอุบัติเหตุของรถบรรทุกรายเดือนที่เกิดขึ้นในจังหวัดสุรินทร์  
ซึ่งข้อมูลการเกิดอุบัติเหตุเป็นข้อมูลจ านวนเต็มที่มีค่าตั้งแต่ 0 เป็นต้นไป จึงจัดเป็นข้อมูลแบบอนุกรมเวลาที่เป็นจ านวนนับ 
(Time Series or Count Data) ทีม่ีรูปแบบแตกต่างจากข้อมูลอนุกรมเวลาทั่วไปท่ีมักเป็นจ านวนจริง และเมื่อข้อมูลมีตัวเลขท่ี
เป็นศูนย์รวมอยู่ในชุดข้อมูลจ านวนมากจึงเลือกตัวแบบส าหรับข้อมูลที่มีค่าศูนย์เฟ้อมาใช้ในการพยากรณ์ได้ ดังนั้นในการศึกษา
ครั้งนี้จึงได้น าตัวแบบการถดถอยในตัวอันดับท่ีหนึ่งที่มีค่าเป็นจ านวนเต็ม (INAR1) มาเปรียบเทียบกับตัวแบบการถดถอยในตัว
อันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงปัวซงที่มีค่าศูนย์เฟ้อ (ZIPINAR1) และตัวแบบการถดถอยในตัวอันดับที่หน่ึง
ที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงทวินามเชิงลบ (ZINBINAR(1)) โดยใช้เกณฑ์ค่าสนเทศของอะกะอิเกะ (AIC) ในการ
คัดเลือกตัวแบบ จากข้อมูลจ านวนอุบัติเหตุของรถบรรทุก ในจังหวัดสุรินทร์ ตั้งแต่เดือนมกราคม ปี พ.ศ. 2562 ถึงเดือน
ธันวาคม ปี พ.ศ. 2567 จ านวนทั้งหมด 72 ค่า มาสร้างตัวแบบการพยากรณ์ จากผลการศึกษาพบว่า ตัวแบบการถดถอยในตัว
อันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงปัวซงค่าศูนย์เฟ้อ  (ZIPINAR1) เหมาะสมที่สุดเมื่อเทียบกับตัวแบบอื่น ๆ 
โดยมีค่า AIC ต ่าที่สุดเท่ากับ 183.6693 
 

ABSTRACT 
 This study aims to forecast the monthly number of truck-related accidents in Surin Province.  
The accident data are non-negative integers, as time series count data, which differ from conventional time 
series that are typically real numbers. In the presence of a large number of zeros, models suitable for zero-
inflated data may be considered. Therefore, this study employed the First-order Integer-valued 
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Autoregressive (INAR1) model and then compared it with the Zero-inflated Poisson INAR1 (ZIPINAR1) model 
and the Zero-inflated Negative Binomial INAR1 (ZINBINAR1) model. Model selection was based on the Akaike 
Information Criterion (AIC). The dataset comprised 72 monthly observations of truck accidents in Surin 
Province from January 2019 to December 2024. The results indicated that the ZIPINAR1 model provided 
the best fit, yielding the lowest AIC value of 183.6693 compared to the other models. 
 

ค าส าคัญ: จ านวนการเกิดอุบัติเหตุของรถบรรทุก  ตัวแบบการถดถอยในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็ม  การแจกแจง-
ปัวซงค่าศูนย์เฟ้อ  แจกแจงทวินามเชิงลบค่าศูนย์เฟ้อ 
Keywords:  Number of Truck Accidents, First-order Integer-valued Autoregressive Model, Zero-inflated 
Poisson Distribution, Zero-inflated Negative Binomial Distribution 
 

บทน า 
ระบบการขนส่งทางถนนเป็นระบบหลักของการคมนาคมในประเทศไทยมีประมาณทั้งสิ ้น 428,426.2 ตันโดยมี

สัดส่วนสูงถึงร้อยละ 78.31 ของการขนส่งทั้งหมดในปี พ.ศ. 2565 (ศูนย์เทคโนโลยีสารสนเทศและการสื่อสาร ส านักงาน
ปลัดกระทรวงคมนาคม, 2568) แม้ว่าการขนส่งทางถนนจะมีความสะดวกและสามารถรองรับการขนส่งสินค้าในปริมาณมากได ้
แต่จ านวนรถบรรทุกที่เพ่ิมขึ้นบนท้องถนนยิ่งท าให้เกิดปัญหาการจราจรรุนแรงขึ้น และก่อให้เกิดความกังวลด้านความปลอดภยั
ของผู้ร่วมทาง อีกทั้งการขับรถในระยะทางไกลที่ท าให้พนักงานขับรถเกิดอาการอ่อนล้าและขาดสมาธิ ซึ่งเป็นการเพิ่มความ
เสี่ยงต่อการเกิดอุบัติเหตุบนท้องถนน (วุฒ,ิ 2562) งานวิจัยท่ีผ่านมาได้ระบุว่า อุบัติเหตุที่เกี่ยวข้องกับรถบรรทุกมีปัจจัยส าคัญ
ที่เกี่ยวข้องกับผู้ขับขี ่ ยานพาหนะ  สภาพถนน และสิ่งแวดล้อม (วรชัย, 2559) แนวโน้มดังกล่าวสะท้อนให้เห็นถึงความจ าเป็น
เร่งด่วนในการพัฒนากลยุทธ์เพื่อยกระดับความปลอดภัยในการขนส่งทางบก 

จากสถิติข้อมูลอุบัติเหตุบนทางหลวงประจ าปี พ.ศ. 2566 พบว่า อุบัติเหตุที่เกิดจากรถบรรทุกสิบล้อขึ้นไปเกิดขึ้น 
2,681 ครั้ง คิดเป็นร้อยละ 8.34 และอุบัติเหตุที่เกิดจากรถบรรทุกหกล้อขึ้นไปเกิดขึ้น 1,262 ครั้ง คิดเป็นร้อยละ 3.92 ซึ่งติด 
2 ใน 5 ของประเภทยานพาหนะที่เกิดอุบัติเหตุมากที่สุด (ส านักอ านวยความปลอดภัย กรมทางหลวง, 2567) แม้ว่าจ านวน
อุบัติเหตุที่เกิดจากรถบรรทุกจะไม่ได้มีสถิติการเกิดอุบัติเหตุเป็นอันดับที่หนึ่ง แต่อุบัติเหตุที่เกิดจากรถบรรทุกก่อให้เกิดความ
เสียหายรุนแรงกว่ายานพาหนะประเภทอื่น ๆ เนื่องจากตัวรถมีขนาดใหญ่และมีน ้าหนักมากกว่ารถยนต์ทั่วไปเป็นอย่างมาก ซึ่ง
เมื่อเกิดอุบัติเหตุ แรงประทะที่เกิดจากการชนจะสูงกว่ามาก ท าให้เกิดความเสียหายและการบาดเจ็บที่รุนแรง อีกทั้งผลจากรถ
มีขนาดใหญ่อาจท าให้การจราจรบริเวณที่เกิดอุบัติเหตุติดขัด และหากสิ่งที่บรรทุกมาเป็นสินค้าจ าพวกสารพิษ หรือน ้ามัน
เชื้อเพลิงจะส่งผลกระทบต่อต่อสิ่งแวดล้อมเป็นอย่างมาก และจ าเป็นต้องเตรียมพร้อมรับสถานการณ์ให้ทันท่วงทีหากเกิด
อุบัติเหตุขึ้นในพื้นที่   
 จังหวัดสุรินทร์เป็นจังหวัดที่เป็นที่ตั้งเชิงยุทธศาสตร์ติดชายแดนประเทศกัมพูชา มีการส่งสินค้าผ่านช่องทางจุดผา่น
แดนระหว่างประเทศท่ีด่านช่องจอม อีกทั้งจังหวัดสุรินทร์เป็นจังหวัดที่มีการเช่ือมโยงกับจังหวัดอื่น ๆ เช่น จังหวัดบุรีรัมย์  ศรี
สะเกษ และร้อยเอ็ด ซึ่งเป็นพ้ืนเกษตรกรรมและการผลิต ผ่านทางหลักหมายเลข 24 และถนนสายอื่น ๆ  อีกทั้งยังเป็นจังหวัด
ที่เป็นศูนย์กลางทางโลจิสติกส์ กระจายสินค้าและวัตถุดิบ ดังนั้นการเตรียมพร้อมรับสถานการณ์จึงมีความจ าเป็น และหาก
สามารถคาดการณ์จ านวนการเกิดอุบัติเหตุของรถบรรทุกจะท าให้จังหวัดสุรนิทร์สามารถก าหนดนโยบายเชิงพื้นที่เพ่ือจัดเตรยีม
เครื่องมือ อุปกรณ์ ก าลังคน ที่ตรงตามความต้องการเฉพาะพื้นที่อย่างเพียงพอ เพื่อรับมือกับเหตุการณ์ดังกล่าวได้อย่าง
ทันท่วงที โดยเฉพาะในช่วงเทศกาลที่มีการจราจรคับคั่ง 
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 การพยากรณ์จ านวนครั้งการอุบัติเหตุที่เกิดขึ้นในแต่ละเดือนมีการศึกษาอย่างแพร่หลายในหลายประเทศ ส าหรับ  
ตัวแบบการพยากรณ์ที่เลือกใช้ได้แก่ SARIMA (Seasonal Autoregressive Integrated Moving Average: SARIMA) และ 
ตัวแบบการปรับให้เรียบแบบเอกซ์โพแนนเชียล (Exponential Smoothing) โดย Rabbani et al. (2021) ได้รวบรวมงานวิจยั
ที่น าตัวแบบพยากรณ์ด้วย 2 วิธีนี้มาใช้ส าหรับการพยากรณ์การเกิดอุบัติเหตุ นอกจากนี้ยังมีงานวิจัยที่เลือกใช้แบบ ARIMA 
(Autoregressive Integrated Moving Average) เช ่น การศึกษาของ Quddus (2008)  Ramstedt (2008) Dadashova  
et al. (2016)  Garcia-Ferrer et al. (2006)  Zheng and Liu (2009)  Sanusi et al. (2016)  Parvareh et al. (2018) 
เป็นต้น ซึ่งส่วนใหญ่จะเป็นการใช้ข้อมูลจ านวนอุบัติเหตุที่รวมทุกประเภทรถยนต์ หรือจ านวนอุบัติเหตุรวมทั้งประเทศ ท าให้
ข้อมูลที่น ามาวิเคราะห์เป็นตัวเลขที่มีจ านวนมาก จนมีค่าใกล้เคียงกับข้อมูลที่เป็นจ านวนจริงท าให้สามารถใช้วิธีการพยากรณ์
แบบแนวคิดแบบดั้งเดิม (classical approach) น ามาใช้ในการพยากรณ์ได้ผลเป็นอย่างดี 

อย่างไรก็ตาม การพยากรณ์จ านวนครั้งการเกิดอุบัติเหตุที่เกิดขึ้นในระยะสั้น หรือเฉพาะประเภทรถยนต์ในพื้นที่ราย
จังหวัดนั้น มีประโยชน์ในการจัดการด้านความปลอดภัยทางการจราจรเชิงรุก ซึ ่งสามารถติดตามสภาพการจราจรแบบ
เรียลไทม์ และสามารถด าเนินการแก้ปัญหาการจราจรได้อย่างทันท่วงที หากแต่มีข้อจ ากัดเนื่องจากมีจ านวนครั้งการเกิด
อุบัติเหตุไม่มาก หรือมีลักษณะเป็นตัวเลขแบบจ านวนนับ ซึ่งมีบางช่วงเวลาไม่มีการเกิดอุบัติเหตุ จึงมีข้อมูลที่มีค่าเป็นศูนย์
จ านวนมาก หรืออาจเรียกว่ามีค่าศูนย์เฟ้อ (Cai et al., 2024) การใช้วิธีดั้งเดิมอาจไม่เหมาะสมในการพยากรณ์ทั้งข้อมูลที่เป็น
เลขศูนย์ หรือจ านวนนับที่ไม่เป็นศูนย์ (Feng, 2021) ดังนั้นจึงจ าเป็นต้องเลือกวิธีการพยากรณ์การเกิดอุบัติเหตุมีที่เหมาะสม
กับลักษณะของข้อมูลดังกล่าว ที่เรียกว่าการพยากรณ์ข้อมูลแบบอนุกรมเวลาที่เป็นจ านวนนับ  (Time Series for Count 
Data) การก าหนดการการแจกแจงแบบของข้อมูลจ านวนนับ เช่น การแจกแจงปัวซง การแจกแจงทวินามเชิงลบ มาใช้แทนข้อ
สมมุติเรื่องการแจกแจงปกติ และยิ่งการนับจ านวนอุบัติเหตุในช่วงเวลาสั้น ๆ ส่งผลให้โอกาสของการไม่พบอุบัติเหตุในช่วง
ดังกล่าว และหากเป็นกรณีเฉพาะที่มีข้อมูลในแต่ละช่วงเวลามีจ านวนครั้งการเกิดอุบัติเหตุเป็น 0 ครั้ง จ านวนมากกว่าปกติซึ่ง
เรียกว่าข้อมูลที่มีค่าศูนย์เฟ้อ 

จากงานวิจัยที่เกี่ยวข้องในอดีต พบว่ามีการน าวิธีที่ใช้กับข้อมูลจ านวนนับที่มีค่าศูนย์เฟ้อ (Zero-inflated Count) 
กับข้อมูลความถี่ในการเกิดอุบัติเหตุรายช่วงถนน (Shankar et al., 1997) จ านวนอุบัติเหตุบนถนนสายหลักในประเทศ
มาเลเซีย (Prasetijo and Musa, 2016) หรือท านายจ านวนผู้เสียชีวิตจากอุบัติเหตุในประเทศไทย  (Simmachan et al., 
2022) แต่เป็นการท านายด้านเทคนิคสมการการถดถอยที่มีทั้งตัวแปรอิสระและตัวแปรตาม ส าหรับงานวิจัยที่ใ ช้กับข้อมูล
อนุกรมเวลาที ่ผ ่านมา พบว่า Brijs et al. (2008) แนะน าตัวแบบการถดถอยในตัวที ่ม ีค ่าเป ็นจ านวนเต ็ม (Integer 
Autoregressive) ส าหรับข้อมูลอุบัติเหตุรายวัน นอกจากน้ียังมีงานวิจัยของ Quddus (2008) ที่แนะน าตัวแบบ INAR/ZINAR 
มาใช้พยากรณ์อุบัต ิเหตุทางถนนในสหราชอาณาจักร หลังจากนั ้น Barreto-Souza (2015) แนะน า Zero-modified 
Geometric INAR(1) รองรับทั้งการแจกแจงค่าศูนย์เฟ้อ/ศูนย์น้อยกว่าปกติ และความแปรปรวน (variance) ของข้อมูล
มากกว่า/น้อยกว่าค่าเฉลี่ย และสุดท้าย Garay et al. (2021) พบว่า ZI-INAR(1) ที่ใช้ขัน้ตอนประมาณด้วย EM และบูตสแตรป
มาร่วมในการก าหนดตัวแบบ อย่างไรก็ตาม จากการทบทวนวรรณกรรมพบว่าเทคนิคดังกล่าวยังไม่มีการน ามาประยุกต์ใชก้ับ
การพยากรณ์ข้อมูลอนุกรมเวลาจ านวนอุบัติเหตุรถบรรทุกในประเทศไทย 

ดังนั้นในงานวิจัยนี้จึงมีวัตถุประสงค์เพื่อพยากรณ์จ านวนครั้งการเกิดอุบัติเหตุของรถบรรทุกที่เกิดในจังหวัดสุรินทร์ 
ด้วยการเปรียบเทียบตัวแบบทางสถิติ ทั้งที่เป็นการพยากรณ์ข้อมูลที่เป็นจ านวนเต็มแบบปกติ และเป็นจ านวนเต็มแบบที่มคี่า
ศูนย์เฟ้อมาประยุกต์ใช้ โดยเลือกเอาตัวแบบการถดถอยในตัวอันดับที่หน่ึงที่มีค่าเป็นจ านวนเต็ม (First-order Integer-valued 
Autoregressive Model; INAR1) และตัวแบบการถดถอยในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มแบบมีค่าศูนย์เฟ้อ (First-
order Integer-valued Autoregressive with Zero-inflated; ZINAR(1)) ด้วยการแจกแจงปัวซง (Poisson Distribution) 
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และการแจกแจงทวินามเชิงลบ (Negative Binomial distribution) มาท าการเปรียบเทียบเพื่อหาตัวแบบการพยากรณ์ที่มี
ความเหมาะสมกับข้อมูลชุดนี้มากที่สุด 
 

วิธีการด าเนินการวิจัย 

การท าวิจัยครั้งนี้เป็นการศึกษาเกี่ยวกับการประยุกต์ใช้ตัวแบบการพยากรณ์อนุกรมเวลาส าหรับข้อมูลจ านวนนับ 
ส าหรับการพยากรณ์จ านวนอุบัติเหตุรายเดือนของรถบรรทุกในจังหวัดสุรินทร์ที่มีค่าศูนย์ในชุดข้อมูลเป็นจ านวนมาก ดังนั้น  
จึงได้เลือกเปรียบเทียบกับตัวแบบการถดถอยในตัวอันดับที ่หนึ ่งที ่มีค่าเป็นจ านวนเต็ม (First-order Integer-valued 
Autoregressive) ตามการแจกแจงแบบไม่ต่อเนื่องที่นิยมใช้ส าหรับข้อมูลจ านวนนับซึ่งได้แก่ การแจงแจงปัวซง การแจกแจง
ทวินามเชิงลบ มาเปรียบเทียบกับตัวแบบที่ใช้กับตัวแบบการถดถอยในตัวอันดับที่หน่ึงที่มีค่าเปน็จ านวนเต็มค่าศูนย์เฟ้อ (Zero-
inflated) ด้วยการแจกแจงปัวซงค่าศูนย์เฟ้อ และการแจกแจงทวินามเชิงลบค่าศูนย์เฟ้อ เพื่อประมาณค่าพารามิเตอร์ของทั้ง 4 
ตัวแบบ เพื่อน าเสนอตัวแบบท่ีดีที่สุด 

จากการทบทวนวรรณกรรมพบว่า ตัวแบบการถดถอยในตัวที่นิยมน ามาใช้ในการวิเคราะห์ข้ อมูลที่มีลักษณะเป็น
จ านวนเต็มคือ ตัวแบบการถดถอยในตัวที่มีการแจกแจงปัวซง  แต่การแจกแจงปัวซงจะมีลักษณะเฉพาะที่สามารถอธิบาย
จ านวนครั้งของเหตุการณ์หรือสิ่งที่สนใจที่เกิดขึ้นในช่วงเวลาที่ก าหนด โดยมีค่าเฉลี่ยเท่ากับค่าความแปรปรวน ซึ่งข้อมูลส่วน
ใหญ่มักจะมีค่าความแปรปรวนสูงกว่าค่าเฉลี่ย หรือเรียกว่าภาวะการกระจายเกินเกณฑ์ (overdispersion) ซึ่งอาจไม่เป็นไป
ตามทฤษฎีของตัวแบบการถดถอยในตัวที่มีการแจกแจงปัวซง (Kusrisakul et al., 2022) ดังนั้น ในงานวิจัยนี้จึงมีการน าตัว
แบบการถดถอยในตัวที่มีการแจกแจงทวินามเชิงลบ มาท าการเปรียบเทียบในกรณีที่อาจเกิดปัญหาภาวะการกระจายเกิน
เกณฑ์ โดยมีทฤษฎีที่เกี่ยวข้องดังนี ้

ตัวแบบการถดถอยในตัวที่มีค่าเป็นจ านวนเต็มสร้างขึ้นครั้งแรกโดย McKenzie (1985) และ Al-Osh and Alzaid 
(1987) และเหมาะกับข้อมูลอนุกรมเวลาที่มีค่าเป็นจ านวนนับที่ไม่มีค่าเป็นค่าลบ โดยตัวแบบที่มีการน าเสนอมีชื่อเรียกว่า  
ตัวแบบการถดถอยในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็ม (First-order Integer Autoregressive Model; INAR(1)) ซึ่งตัว
แบบที่มีสหสัมพันธ์ในตัวอันดับที่หนึ่ง และได้ก าหนดให้ค่าความคลาดเคลื่อนมีการแจกแจงปัวซง  (Poisson Distribution)
จากนั้นตัวแบบได้มีการพัฒนาสู่การพยากรณ์กับข้อมูลจ านวนนับท่ีมีค่าเป็นศูนย์เป็นจ านวนมาก ที่เรียกว่า ตัวแบบการถดถอย
ในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มค่าศูนย์เฟ้อ (First-order Integer-valued Autoregressive with Zero-inflated; 
ZINAR(1)) โดยตัวแบบดังกล่าวได้ถูกน ามาพัฒนาต่อโดย Aghababaei et al. (2012) และ Garay et al. (2021) ซึ่งได้น าตัว
แบบมาพัฒนาโดยใช้การแจกแจงของ Innovation ที่แตกต่างกัน เช่น น ามาใช้กันการแจกแจงแบบปัวซง หรือแบบทวินาม
นิเสธ เป็นต้น และได้อธิบายตัวแบบท่ีเกี่ยวข้องดังต่อไปนี้ 
ตัวแบบการถดถอยในตัวอันดับท่ีหนึ่งท่ีมีค่าเป็นจ านวนเต็ม (First-order Integer-valued Autoregressive Model; 
INAR(1)) 

ตัวแบบการถดถอยในตัวอันดับที ่หนึ ่งที ่ม ีค ่าเป็นจ านวนเต็ม ใช้ข้อมูลจ านวนเต็มจากช่วงเวลาก่อนหน้า 
(Autoregressive) 1 ค่า เพื่อพยากรณ์ค่าในเวลาปัจจุบัน  
นิยามที่ 1 :  ก าหนดให้ 𝑋 เป็นตัวแปรสุ่มที่มีค่าเป็นจ านวนเต็มไม่เป็นลบ เมื่อ 𝛼 ∈ [0,1] และตัวด าเนินการที่ท าให้บาง 
ทวินาม (Binomial Thinning Operator)  ‘ ’ (Garay et al., 2021) จะถูกก าหนดไว้ดังสมการที่ (1)  
 

1

X

i

i

X Z
=

=  (1) 

 เมื ่อ 
iZ  เป็นล าดับของตัวแปรสุ ่มแบบเบอร์นูลลี  ที ่มีการแจกแจงแบบอิสระและมีการแจกแจงเหมือนกัน 

(Independent Identically Distributed: i.i.d.) ของตัวแปรสุ่ม 𝑋 ด้วย ( = 1) = Z
i

   
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เมื่อพิจารณากระบวนการ INAR(1) ดังสมการที่ (2) 
 

1 ,             t −= + t t tX X  (2) 

 เมื่อ  Xt t
 เป็นล าดับของตัวแปรสุ่มที่มีค่าจ านวนเต็มที่ไม่เป็นลบ (Non-negative Integer-valued) หรือที่จะ

เรียกว่า innovation และ t เป็นตัวแปรสุ่มความคลาดเคลื่อน โดย 𝜀𝑡 เป็นค่าที่เป็นอิสระจาก 𝜀𝑡−1 และ {𝑋𝑡}𝑡∈ℤ ส าหรับ
ทุก ๆ ค่า t 
 

กระบวนการ INAR(1) ตามคุณสมบัติความน่าจะเป็นแบบ Markov Chain (Weiss et al., 2019) เป็นดังสมการที่ (3) 
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 โดยมีค่าเฉลี่ยและความแปรปรวนของ  Xt  ดังนี ้
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 โดยมีการก าหนดฟังก์ชันภาวะน่าจะเป็นแบบมีเงื่อนไข (Conditional Likelihood Function) ดังสมการที่ (4) 
(Leonenko et al., 2007) 
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โดยมีฟังก์ชันล็อกฟังก์ชันภาวะน่าจะเป็นแบบแบบมีเง่ือนไข (Log Conditional Likelihood Function) ดังนี ้
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ส าหรับกระบวนการหาค่าประมาณพารามิเตอร์ของตัวแบบการถดถอยในตัวอันดับที่หนึ่งเมื ่อก าหนดให้ความ
คลาดเคลื่อน ( t ) มีการแจกแจงที่แตกต่างกัน โดยการศึกษาครั้งนี้ได้ศึกษาทั้งหมด 4 การแจกแจง ได้แก่ การแจกแจงปัวซง 
การแจกแจงทวินามเชิงลบ การแจกแจงปัวซงค่าศูนย์เฟ้อ และการแจกแจงทวินามเชิงลบค่าศูนย์เฟ้อ การหาค่าตัวประมาณ
พารามิเตอร์ของแต่ละตัวแบบการถดถอยในตัวอันดับที่หน่ึงที่มีค่าเป็นจ านวนเต็ม ดังน้ี 
1. ตัวแบบการถดถอยในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงปัวซง  

ตัวแบบการถดถอยในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงปัวซง (First-order Integer-valued 
Autoregressive with Poisson; PINAR(1)) ได้รับความนิยมอย่างมากในการศึกษาส าหรับข้อมูลจ านวนเต็มเพราะเป็นตัวแบบ
พื้นฐานที่ใช้การแจกแจงปัวซง ซึ่งเป็นการแจกแจงเป็นที่รู ้จักส าหรับข้อมูลจ านวนนับ เมื่อ  Xt  เป็นไปตามกระบวนการ 
INAR(1) ด้วยการแจกแจงปัวซง โดยมีตัวด าเนินการที่ท าให้บางทวินาม และ  t  มีการแจกแจงปัวซง (Poisson Distribution) 
ด้วยพารามิเตอร์   ดังนั้น  

1t t
X  ซึ่งเรียกว่า ตัวแบบการถดถอยในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มด้วยการแจก

แจงปัวซง หรือ PINAR(1) โดยใช้ตัวด าเนินการที่ท าให้บางทวินาม และ  t  เป็นตัวแปรสุ่มความคลาดเคลื่อนที่มีการแจก
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แจงปัวซง พร้อมท้ัง 
-1


t

X  และ  t  ซึ่งเป็นอิสระต่อกัน เมื่อก าหนดให้ ( )t Poisson  โดยฟังก์ชันมวลความน่าจะ

เป็นของตัวแปรสุ่ม  t  ดังสมการที่ (6) 
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ซึ่งมีค่าเฉลี่ยและความแปรปรวนดังน้ี 

( )

( ) (1 )

( ) (1 ) 1

t

t

E

Var

  

   

= −

= − +
 

ได้ฟังก์ชันความน่าจะเป็นแบบมีเงื่อนไขดังนี้ 
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และฟังก์ชันภาวะน่าจะเป็นแบบมีเงื่อนไข และฟังก์ชันล็อกภาวะน่าจะเป็นแบบมีเงื่อนไขของตัวแบบ PINAR(1)  
แสดงดังสมการที่ (8) และ (9) ตามล าดับ 
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ส าหรับการประมาณพารามิเตอร์ตัวแบบ PINAR(1) ด้วยวิธีภาวะน่าจะเป็นสูงสุดแบบมีเง่ือนไข จะน า ( , )   มา
หาอนุพันธ์อันดับที่ 1 เทียบกับ   และ  พร้อมทั้งก าหนดให้เท่ากับศูนย์ หลังจากนั้นแก้ระบบสมการไม่ เป็นเชิงเส้น  

( , ) ( , )
( , ) , 0

   
 

 

 
= =

 

 
 
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U  โดยใช้วิธีเทคนิคการท าซ ้า (Iterative Technique) ด้วยอัลกอริทึมนิวตันราฟสัน 

(Newton-Raphson Algorithm)  
2. ตัวแบบการถดถอยในตัวอันดับท่ีหนึ่งท่ีมีค่าเป็นจ านวนเต็มด้วยการแจกแจงทวินามเชิงลบ  

ตัวแบบการถดถอยในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงทวินามเชิงลบ (First-order Integer-
valued Autoregressive with Negative Binomial: NBINAR(1)) มีการศึกษามาโดย Al-Osh and Aly (1992) โดยเป็น 
ตัวแบบทางเลือกหนึ่งของปัญหาการเกิดการกระจายเกินเกณฑ์ ในการแจกแจงปัวซง ดังนั้นจึงมีการศึกษาการแจกแจงทวินาม
เชิงลบเป็นการแจกแจงทางเลือกหนึ่งส าหรับแก้ปัญหาการเกิดการกระจายเกินเกณฑ์ (สุชิราภรณ์และจิราพรรณ, 2564) โดย 

 tX  เป็นไปตามกระบวนการ INAR(1) ด้วยการแจกแจงทวินามเชิงลบ โดยใช้ตัวด าเนินการที่ท าให้บางทวินาม และ  t  มี

การแจกแจงทวินามเชิงลบ ที่มีพารามิเตอร์   และ   พร้อมทั้ง 
-1


t

X  และ  t  ซึ่งเป็นอิสระต่อกัน โดยฟังก์ชันมวล

ความน่าจะเป็นของตัวแปรสุ่ม  t  ดังสมการที่ (10) 
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เมื่อ 0   และ 0  เป็น Dispersion พารามิเตอร์ และ ( )  เป็น ฟังก์ชันแกมมา ซึ่งมีค่าเฉลี่ยและความ
แปรปรวนดังนี ้
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 ได้ฟังก์ชันความน่าจะเป็นแบบมีเงื่อนไขดังนี้ 
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 โดยมีฟังก์ชันภาวะน่าจะเป็นแบบมีเงื่อนไข และฟังก์ชันล็อกภาวะน่าจะเป็นแบบมีเงื่อนไขของตัวแบบ NBINAR(1) 
แสดงดังสมการที่ (12) และ (13) ตามล าดับ 
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ส าหรับการประมาณพารามิเตอร์ตัวแบบ NBINAR(1) ด้วยวิธีภาวะน่าจะเป็นสูงสุดแบบมีเงื ่อนไข โดยการน า  
( , , )   มาหาอนุพันธ์อันดับที่ 1 เทียบกับ  ,   และ   พร้อมทั้งก าหนดให้เท่ากับศูนย์ หลังจากนั้นแก้ระบบ 

สมการไม่ เป ็นเช ิงเส ้น  ( , , ) ( , , ) ( , , )
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U  โดยใช ้ว ิธ ี เทคน ิคการท าซ  ้า 

(Iterative Technique) ด้วยอัลกอริทึมนิวตันราฟสัน (Newton-Raphson Algorithm) 
3. ตัวแบบการถดถอยในตัวอันดับท่ีหนึ่งท่ีมีค่าเป็นจ านวนเต็มด้วยการแจกแจงปัวซงค่าศูนย์เฟ้อ  

ตัวแบบการถดถอยในตัวอันดับที่หน่ึงที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงปัวซงค่าศูนย์เฟ้อ (First-order Integer-
valued Autoregressive with Zero-inflated Poisson; ZIPINAR(1)) เป็นตัวแบบทางสถิติที่พัฒนาจากตัวแบบการถดถอย
ในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็ม ใช้ในการจัดการกับข้อมูลที่เป็นจ านวนเต็ม และมีค่าเป็นศูนย์ (Zero-inflated Count 
Data) โดยใช้การแจกแจงปัวซงค่าศูนย์เฟ้อ โดย Garay et al. (2021) ได้น าเสนอการน ากระบวนการ ZINAR(1) เมื่อ  Xt  
เป็นไปตามกระบวนการ INAR(1) ด้วยการแจกแจงปัวซงค่าศูนย์เฟ้อ (ZIPINAR(1)) โดยใช้ตัวด าเนินการที่ท าให้บางทวินาม 
และ  t  เป็นตัวแปรสุ่มที่มีการแจกแจงปัวซงค่าศูนย์เฟ้อ โดยมีพารามิเตอร์   และ   พร้อมทั้ง -1


t

X  และ  t  เป็น

อิสระต่อกัน โดยฟังก์ชันมวลความน่าจะเป็นของตัวแปรสุ่ม  t  ดังสมการที่ (14) 
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โดยที ่
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โดยมีฟังก์ชันภาวะน่าจะเป็นแบบมีเงื่อนไข และฟังก์ชันล็อกภาวะน่าจะเป็นแบบมีเงื่อนไขของตัวแบบ ZIPINAR(1) 
แสดงดังสมการที่ (15) และ (16) ตามล าดับ 
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 ส าหรับการประมาณพารามิเตอร์ตัวแบบ ZIPINAR(1) ด้วยวิธีภาวะน่าจะเป็นสูงสุดแบบมีเง่ือนไข จะน า ( , , )  

มาหาอนุพันธ์อันดับที่ 1 เทียบกับ     และ   พร้อมท้ังก าหนดให้เท่ากับศูนย์ หลังจากนั้นแก้ระบบสมการไม่เป็นเชิงเส้น
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U  โดยใช้ว ิธ ีเทคนิคการท าซ  ้า (iterative technique) ด้วย

อัลกอริทึมนิวตันราฟสัน (Newton-Raphson Algorithm) 
4. ตัวแบบการถดถอยในตัวอันดับท่ีหนึ่งท่ีมีค่าเป็นจ านวนเต็มด้วยการแจกแจงทวินามเชิงลบค่าศูนย์เฟ้อ 

ตัวแบบการถดถอยในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงทวินามเชิงลบค่าศูนย์เฟ้อ (First-order 
Integer-valued Autoregressive with Zero-inflated Negative Binomial; ZINBINAR(1)) เป็นตัวแบบทางสถิติที่น าเสนอ
วิธีการพยากรณ์ค่าเป็นจ านวนเต็ม โดยใช้การแจกแจงทวินามเชิงลบค่าศูนย์เฟ้อ เมื่อ  Xt  เป็นไปตามกระบวนการ INAR(1) 
ด้วยการแจกแจงทวินามเชิงลบค่าศูนย์เฟ้อ (ZINBINAR(1)) โดยใช้ตัวด าเนินการที่ท าให้บางทวินาม และ  t  เป็นตัวแปรสุ่ม
ความคลาดเคลื่อนที่มีการแจกแจงทวินามเชิงลบค่าศูนย์เฟ้อท่ีมีพารามิเตอร์     และ   พร้อมท้ัง -1

 X
t  และ  t  เป็น

อิสระต่อกัน (Weiss et al., 2019) โดยฟังก์ชันมวลความน่าจะเป็นของตัวแปรสุ่ม t  ดังสมการที่ (18) 
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เมื่อ 0   และ 0  เป็น Dispersion พารามิเตอร์ และ ( )  เป็น ฟังก์ชันแกมมา 
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โดยมีฟังก์ชันภาวะน่าจะเป็นแบบมีเงื่อนไข และฟังก์ชันล็อกภาวะน่าจะเป็นแบบมีเงื่อนไขของตัวแบบ ZINBINAR(1) 
แสดงดังสมการที่ (19) และ (20) ตามล าดับ 
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ส าหรับการประมาณพารามิเตอร์จากตัวแบบ ZINBINAR(1) ด้วยวิธีภาวะน่าจะเป็นสูงสุดแบบมีเงื่อนไข โดยการน า 
( , , , )    มาหาอนุพันธ์อันดับที่ 1 เทียบกับ       และ   พร้อมทั้งก าหนดให้เท่ากับศูนย์ หลังจากนั้นแก้ระบบ

สมการไม่เป็นเชิงเส้น ( , , , ) 0    =U  
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โดยใช้วิธีเทคนิคการท าซ ้า (Iterative Technique) ด้วยอัลกอริทึมนิวตันราฟสัน (Newton-Raphson Algorithm) 
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เกณฑ์การคัดเลือกตัวแบบ 
ในงานวิจัยนี้จะใช้เกณฑ์การคัดเลือกตัวแบบโดยเกณฑ์สารสนเทศของอะกะอิเกะ (AIC) ในการเปรียบเทียบตัวแบบท่ี

เหมาะสมที่สุด โดยพิจารณาจากฟังก์ชันล็อกภาวะน่าจะเป็นสูงสุด โดยเกณฑ์สารสนเทศของของอะกะอิเกะ (AIC)  มีสูตรดัง
สมการที่ (22) 
 
 2( ) 2= − +AIC LL k  (22) 

เมื ่อ LL  คือ ค่าฟังก์ชันล็อกภาวะน่าจะเป็นสูงสุด  (maximum log likelihood function) จากการประมาณ
ค่าพารามิเตอร์ และ k คือ จ านวนพารามิเตอร์ของตัวแบบ ซึ่งตัวแบบท่ีให้ค่า AIC ต ่าสุดจะเป็นตัวแบบท่ีเหมาะสมที่สุด 
งานวิจัยท่ีเกี่ยวข้อง 
 จากการศึกษางานวิจัยที่เกี่ยวข้องกับการเลือกใช้วิธีการพยากรณ์จ านวนการเกิดอุบัติเหตุ พบว่ามีการพยากรณ์ด้วย
ตัวแบบสมกการการถดถอยแบบทั่วไปและการถดถอยในตัว เช่น Orozco et al. (2021) ซึ่งพบว่า Quddus (2008) ได้ท าการ
เปรียบเทียบการพยากรณ์ข้อมูลแบบจ านวนนับ ด้วยตัวแบบการถดถอยในตัวที่มีค่าเป็นจ านวนเต็ม (INAR) เทียบกับ ตัวแบบ 
Autoregressive Integrated Moving Average (ARIMA) และได้แบ่งกลุ่มการวิเคราะห์เป็น 2 กลุ่มคือ จ านวนอุบัติเหตุที่มี
ตัวเลขมากจากการรวมจ านวนอุบัติเหตุระดับพ้ืนท่ีขนาดใหญ่หรือจ านวนครั้งต่อระยะเวลานานเช่นต่อ 1 ปี หรือ การพิจารณา
ขนาดจ านวนอุบัติเหตุต่อพ้ืนท่ีย่อย ๆ หรือจ านวนอุบัติเหตุต่อเดือน โดยท าการเปรียบเทียบตัวแบบการถดถอยในตัวท่ีมีค่าเป็น
จ านวนเต็มด้วยการแจกแจงปัวซง (INARP) และ ARIMA โดยพบว่า ตัวแบบตัวแบบการถดถอยในตัวท่ีมีค่าเป็นจ านวนเต็มด้วย
การแจกแจงปัวซง (INARP) สามารถพยากรณ์ได้ดกีว่า ARIMA เมื่อเป็นกลุ่มที่ 2 ข้อมูลตัวเลขน้อย เป็นแบบการพิจารณาขนาด
จ านวนอุบัติเหตุต่อพ้ืนท่ีย่อย ๆ  

นอกจากการใช้วิธี ARIMA ยังมกีารประยุกต์ใช้การถดถอยในตัวท่ีมีค่าเป็นจ านวนเตม็ด้วยการแจกแจงปัวซง (INARP) 
มีการศึกษาในด้านต่าง ๆ เช่น Freeland and McCabe (2004) ศึกษาการใช้ตัวแบบ Poisson Autoregressive Time-
series Model ส าหรับข้อมูลจ านวนนับที่ประยุกต์ใช้กับข้อมูลจ านวนการเคลมเอาประกันราย เดือนเนื่องจากการบาดเจ็บ
ระหว่างท างานซึ่งเป็นข้อมูลจาก Workers Compensation Board (WCB) แห่งบริติชโคลัมเบีย ประเทศแคนนาดา ในขณะที่ 
และ Orozco et al. (2021) น าเสนอแบบจ าลองการถดถอยในตัวอันดับที่ 1 ส าหรับตัวแบบผสมจ านวนเต็ม ที่มีการใช้ปัวซอง 
(First-order Integer-valued Autoregressive Process with Poisson Innovations) เรียกว่า POMINAR(1) โดยผสมกับ
ตัวด าเนินการที่ท าให้บางแบบทวินามและแบบปัวซอง โดยน ามาประยุกต์ใช้กับการท านายจ านวนคดีด้านการลักทรัพย์ของ
สถานีต ารวจในเมือง Pittsburgh นอกจากนี้ Lord and Mannering (2010) น าเสนอการทบทวนวรรณกรรมที่เกี่ยวข้องกับ
ข้อมูลความถี่ในการเฉี่ยวชน และการวเคราะห์จุดแข็งจุดอ่อนของวิธี่ที่มีการน ามาศึกษาในเรื่องนี้ ในงานวิจัยได้รวม Zero-
inflated Poisson and Negative Binomial เป็น 1 ใน 16 วิธีที่รวบรวมมาโดยระบุว่ามีจุดแข็งในการพยากรณ์มีค่าสังเกต
จ านวนอุบัติเหตุ เป็น 0 จ านวนมาก ได้ดีโดยเน้นตัวแบบการถดถอย มากกว่าตัวแบบอนุกรมเวลา  
วิธีการศึกษา 
 ในการก าหนดตัวแบบท่ีเหมาะสมส าหรับการพยากรณ์จ านวนครั้งการเกิดอุบัติเหตุที่มีรูปแบบของข้อมูลแตกต่างจาก
ข้อมูลอนุกรมเวลาทั่วไปท่ีสามารถใช้วิธีดั้งเดิม ดังนั้นการวิจัยนี้จึงขอน าเสนอขั้นตอนการก าหนดตัวแบบท่ีเหมาะสมส าหรับการ
พยากรณ์ดังรูปที่ 1 โดยมีรายละเอียดดังต่อไปน้ี 
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เร่ิมต้น 

 1. จัดเตรียมข้อมูลจ านวนการเกิดอุบัติเหตุ 

3. ประมาณค่าพารามิเตอร์ของทั้ง 4 ตัวแบบ  
ด้วยวธิีการประมาณค่าภาวะน่าจะเป็นสูงสุดแบบมีเง่ือนไข (CMLE) 

 

5. การตรวจสอบคา่ส่วนเหลือ 

ท าการทดสอบสว่นเหลือด้วย Box-Ljung Test  

สรุปผล 

4. เปรียบเทียบตัวแบบ 

โดยใช้เกณฑส์ารสนเทศของของอะกะอเิกะ (Akaike’s Information Criterion: AIC)  

2. ตรวจสอบลักษณะของข้อมูลตามเง่ือนไขของตัวแบบ 

 
 
 

 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

รูปที ่1 ข้ันตอนวิธีการศึกษาวิจัย 
 

1. ข้อมูลที่ใช้ในการศึกษา 

การศึกษาครั้งนี้ใช้ข้อมูลทุติยภูมิ โดยได้รับการอนุเคราะห์ข้อมูลจากจ านวนอุบัติเหตุของรถบรรทุกที่เกิดในจังหวัด
สุรินทร์ ซึ่งเป็นข้อมูลที่ได้รับการอนุเคราะห์จาก กลุ่มงานแผนความปลอดภัย ส านักสวัสดิภาพการขนส่งทางบก กรมการขนส่ง
ทางบก  (2567) โดยท าการเก็บรวบรวมข้อมูลอุบัติเหตุรายเดือยตั้งแต่เดือนมกราคม ปี พ.ศ. 2562 ถึงเดือนธันวาคม ปี พ.ศ. 
2567 จ านวนทั้งสิ้น 72 เดือน และท าการตรวจสอบคุณภาพข้อมูลเบื้องต้น ไม่พบข้อมูลศูนย์หาย หรือข้อมูลผิดปกติ จากนั้น
นั้นข้อมูลทั้ง 72 ค่า แสดงตารางที่ 1  
 

ตารางที่ 1 ข้อมูลอนุกรมเวลาของจ านวนอุบัติเหตุของรถบรรทุกที่เกดิในจังหวัดสุรินทร์ตั้งแตเ่ดือนมกราคม ปี พ.ศ. 2562 ถึง
เดือนธันวาคม ปี พ.ศ. 2567 

ปี ม.ค. ก.พ. มี.ค. เม.ย. พ.ค. มิ.ย. ก.ค. ส.ค. ก.ย. ต.ค. พ.ย. ธ.ค. 
2562 2 0 0 0 0 0 1 1 1 0 0 1 
2563 1 0 0 0 1 0 0 0 0 0 0 0 
2564 3 0 0 0 0 0 0 1 1 0 1 0 
2565 3 2 2 0 3 0 2 2 1 0 1 1 
2566 3 2 4 6 1 1 1 0 0 0 0 0 
2567 2 1 2 1 0 2 0 1 3 2 2 0 
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งานวิจัยที่ใช้ INAR (Integer-valued Autoregressive Model) ส่วนใหญ่ไม่ได้เน้นการพยากรณ์ข้อมูลใหม่ในระยะ
ยาว และงานวิจัยนี้สนใจการประมาณพารามิเตอร์ของตัวแบบในกระบวนการอนุกรมเวลาที่มีข้อมูลเป็นจ านวนเต็มและ
พยากรณ์ในระยะสั้นจึงไม่ได้แบ่งข้อมูลชุดฝึกฝน และชุดทดสอบ 
2. ตรวจสอบข้อสมมุตขิองตัวแบบ 

ก่อนการหาตัวแบบ INAR ผู้วิจัยต้องท าการตรวจสอบข้อมูลก่อนว่ามีค่าเป็นจ านวนเต็ม ได้ท าการตรวจสอบข้อมูล
ต้องมีลักษณะที่อยู่ในสภาวะนิ่ง (stationary) และตรวจสอบข้อมูลว่าเป็นข้อมูลที่มีรูปแบบของความแปรปรวนเกินเกณฑ์ หรือ
มีลักษณะที่ความแปรปรวนใกล้เคียงกับค่าเฉลี่ยหรือไม่ เพื่อประกอบเหตุผลของการเลือกกลุ่มตัวแบบทั้ง 4 วิธีมาท าการ
เปรียบเทียบ 
3. การประมาณค่าพารามิเตอร์ 

ส าหรับประมาณค่าพารามิเตอร์ของตัวแบบการถดถอยในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็ม จะประมาณค่าด้วย
วิธีภาวะน่าจะเป็นสูงสุดแบบมีเง่ือนไข (CMLE) โดยมี 4 ตัวแบบดังน้ี  

1) ตัวแบบการถดถอยในตัวอันดับที่หน่ึงที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงปัวซง (PINAR1)  
2) ตัวแบบการถดถอยในตัวอันดับที่หน่ึงที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงทวินามเชิงลบ (NBINAR1)  
3) ตัวแบบการถดถอยในตัวอันดับที่หน่ึงที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงปัวซงค่าศูนย์เฟ้อ (ZIPINAR1)  
4) ตัวแบบการถดถอยในตัวอันดับที ่หนึ ่งที ่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงทวินามเชิงลบค่าศูนย์เฟ้อ  

(ZINBINAR1)  
4. เกณฑ์การคัดเลือกตัวแบบ 

การเปรียบเทียบประสิทธิ ์ของตัวแบบทั้ง 4 ตัวแบบ เปรียบเทียบโดยใช้เกณฑ์สารสนเทศของของอะกะอิเกะ 
(Akaike’s Information Criterion: AIC) ในการคัดเลือกตัวแบบ ซึ่งตัวแบบที่ให้ค่า AIC ต ่าสุดจะเป็นตัวแบบที่เหมาะสมกับ
ข้อมูลมากที่สุด นอกจากนี้ยังเลือกใช้การทดสอบ Likelihood-ratio ส าหรับ Nested Models ระหว่าง PINAR(1) และ ZIP 
INAR(1) เพื่อยืนยันความเหมาะสมของ ZIPINAR(1) อีกด้วย 
5. การตรวจสอบค่าส่วนเหลือ 

เศษเหลือคือความแตกต่างระหว่างค่าจริงและค่าพยากรณ์จากตัวแบบที่ก าหนด การวิเคราะห์เศษเหลือเป็น  
กระบวนการสุดท้ายเพื่อให้มั่นใจได้ว่าตัวแบบมีความเหมาะสมหรือไม่ หากตัวแบบเหมาะสมกับข้อมูลจะพบว่า ค่าเศษเหลือจะ
มีคุณสมบัติการเป็นเชิงสุ่ม (white noise) นั้นคือเศษเหลือจะไม่ขึ้นกับเวลา โดยมีค่าเฉลี่ยเป็นศูนย์ ความแปรปรวนคงที่ และ
ไม่มีสหสัมพันธ์ในตัว ในขั้นตอนนี้จะท าการทดสอบด้วย Box-Ljung Test เพื่อยืนยันว่าตัวแบบที่เลือกมานั้นเหมาะสมหรือไม่  

 

ผลการวิจัยและวิจารณ์ผล 
 ผลลัพธ์ที่ได้จากการศึกษาสามารถสรุปผลในแต่ละขั้นตอนได้ดังต่อไปนี้ 
1. การน าเสนอข้อมูลเบ้ืองต้น 

จากการน าข้อมูลอนุกรมเวลาของจ านวนอุบัติเหตุของรถบรรทุกที่เกิดในจังหวัดสุรินทร์รายเดือน ตั้งแต่เดือน
มกราคม ปี พ.ศ. 2562 ถึงเดือนธันวาคม ปี พ.ศ. 2567 จ านวน 72 ค่าสังเกต แสดงดังตารางที่ 1 พบว่าข้อมูลจ านวนครั้งของ
การเกิดอุบัติเหตุดังกล่าวเป็นข้อมูลจ านวนนับที่มีค่าอยู่ระหว่าง 0 - 6 ครั้งต่อเดือน โดยมีจ านวนครั้งการเกิดอุบัติเหตุสูงสุด 
ในเดือนเมษายน พ.ศ. 2566 และมีค่าเฉลี่ย เท่ากับ 0.90 ค่าความแปรปรวน เท่ากับ 1.41 และค่า และค่าภาวะการกระจาย
เกินเกณฑ์ เท่ากับ 1.57 เมื่อน ามาวิเคราะห์สถิติเบื้องต้นแสดงดังรูปที่ 2  
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รูปท่ี 2 ร้อยละจ านวนเดือนที่มีจ านวนอุบัติเหตุของรถบรรทุกท่ีเกิดในจังหวัดสุรินทร์ 
 

พบว่า ข้อมูลจ านวนอุบัติเหตุมีลักษณะการกระจายข้อมูลแบบเบ้ขวา และมีค่ามีค่าอยู่ระหว่าง 0 - 6 ครั้ง นอกจากนี้
ยังพบว่าข้อมูลไม่มีทั้งองค์ประกอบของแนวโน้มและฤดูกาล โดยแสดงดังรูปที่ 3 

 

รูปที่ 3 จ านวนอุบัติเหตุที่เกดิในแต่ละเดือนทีร่ะหว่าง มกราคม พ.ศ. 2562 ถึง ธันวาคม พ.ศ. 2568 
 

2. การตรวจสอบสภาวะนิ่ง Stationarity 

ขั ้นตอนนี ้เป็นการตรวจสอบข้อมูลให้มีลักษณะที ่อยู ่ในสภาวะนิ ่ง (stationary) น าเสนอการทดสอบ 2 วิธี 
Augmented Dickey-Fuller Test และ Phillips-Perron Unit Root test แสดงผลการทดสอบสมมุติฐานดังตารางที่ 2 และ
มีการก าหนดสมมุติฐานดังต่อไปนี้  
สมมติฐาน H0 : ข้อมูลไม่อยู่ในสภาวะนิ่ง (non-stationary)  
  H1 : ข้อมูลอยู่ในสภาวะนิ่ง (stationary) 
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ผลการทดสอบสมมุติฐานด้วยวิธี Augmented Dickey-Fuller Test พบว่ามีค่า p-value = 0.02738 วิธี Phillips - 

Perron Unit Root test มีค่า p-value = 0.01 ซึ่งพบว่าน้อยกว่า  = 0.05 จึงปฏิเสธ H0 สรุปได้ว่าข้อมูลอยู่ในสภาวะนิ่ง 
(stationary) ที่ระดับนัยส าคัญ 0.05  

 

ตารางที่ 2 การทดสอบข้อมลูที่มีลกัษณะที่อยู่ในสภาวะนิ่ง (stationary) 
การทดสอบ สถิติสดสอบ 

(Test Statistic) 
ค่าพ ี

(p-value) 
สรุป 

Augmented Dickey-Fuller Test - 3.7429 0.02738* ข้อมูลอยู่ในสภาวะนิ่ง 
Phillips-Perron Unit Root test   - 59.324 0.01* ข้อมูลอยู่ในสภาวะนิ่ง 

* ที่ระดับนยัส าคัญ 0.05 
 

รูปที่ 4 ลักษณะการเคลื่อนไหวของข้อมูล ค่า ACF และ PACF 
 

จากนั ้นท าการวิเคราะห์ฟังก์ชันออโตคอรีเลชัน (Autocorrelation Function: ACF) ในรูปที ่ 4 (ซ้าย) และ 
ฟังก์ชันออโตคอรีเลชันบางส่วน (Partial Autocorrelation Function: PACF) ในรูปที่ 4 (ขวา) พบว่าข้อมูลมีลักษณะที่อยู่ใน
สภาวะนิ่ง โดยมีกราฟ ACF มีลักษณะลดลงอย่างค่อยเป็นค่อยไป ขณะที่กราฟ PACF มีค่าสูงอย่างมีนัยส าคัญที่เวลาหน่วง 
(lag) ล าดับที่ 1 และลดลงเข้าสู่ศูนย์อย่างรวดเร็วในล าดับถัดไป ลักษณะดังกล่าวบ่งช้ีว่าข้อมูลจ านวนอุบัติเหตุในแต่ละเดือนมี
ความสัมพันธ์กับค่าก่อนหน้าเพียงหนึ่งช่วงเวลา ซึ ่งสอดคล้องกับสมมติฐานของตั วแบบการถดถอยในตัวอันดับที ่หนึ่ง  
(First Order Autoregressive Model: AR(1)) ดังนั้นจึงสามารถใช้ตัวแบบ AR(1) ในการอธิบายและพยากรณ์แนวโน้มของ
ข้อมูลอุบัติเหตุได้อย่างเหมาะสมกับข้อมูลจ านวนเต็มกับข้อมูลชุดนี้ จากนั้นน ามาสร้างตัวแบบการถดถอยในตัวอันดับที่หน่ึงทีม่ี
ค่าเป็นจ านวนเต็ม (INAR1) ที่มีรูปแบบการแจกแจงปัวซง การแจกแจงทวินามเชิงลบ และตัวแบบการถดถอยในตัวอันดับที่
หนึ่งที่มีค่าเป็นจ านวนเต็มค่าศูนย์เฟ้อ (ZINAR(1)) ที่มีรูปแบบการแจกแจงปัวซงค่าศูนย์เฟ้อ และการแจกแจงทวินามเชิงลบ 
ค่าศูนย์เฟ้อ ด้วยวิธีตัวประมาณค่าภาวะน่าจะเป็นสูงสุดแบบมีเงื่อนไข (Conditional Maximum Likelihood Estimators)  
ด้วยโปรแกรม R แสดงผลการประมาณค่าพารามิเตอร์ในแต่ละตัวแบบ และค่า AIC ในล าดับถัดไป 
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3. การประมาณค่าพารามิเตอร์ของแต่ละตัวแบบ 
 จากตารางที่ 2 จะเห็นว่าตัวแบบการถดถอยในตัวอันดับที่หนึ่งที ่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงปัวซง  
ค่าศูนย์เฟ้อ (ZIPINAR(1)) และตัวแบบการถดถอยในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงทวินามเชิงลบ  
ค่าศูนย์เฟ้อ(ZINBINAR(1)) จะมีค่าประมาณพารามิเตอร์ ซึ่งคือค่าของสัดส่วนการเกิดค่าศูนย์ และแทนด้วยสัญลักษณ์ ซึ่ง
พบว่าพารามิเตอร์นี้จะไม่พบในตัวแบบท่ีไม่ใช่ชนิดที่มีค่าศูนย์เฟ้อ ซึ่งได้แก่ การถดถอยในตัวอันดับที่หน่ึงที่มีค่าเป็นจ านวนเต็ม 
ด้วยการแจกแจงปัวซง (PINAR(1)) และทวินามเชิงลบ (NBINAR(1)) ในขณะที ่ค่าประมาณพารามิเตอร์  และแทนด้วย
สัญลักษณ์ มีเฉพาะในตัวแบบการถดถอยที่เกี่ยวข้องกับการแจกแจงทวินามเชิงลบเท่านั้น โดยค่าพารามิเตอร์ ซึ่งใช้วัดระดับ
ภาวะการกระจายเกินเกณฑ์ ของการแจกแจงทวินามเชิงลบ พบว่า NBINAR(1) มีค่าอยู่ที่ร้อยละ 8.84 คือความแปรปรวนของ
ข้อมูลมากกว่าค่าเฉลี่ยเพียงเล็กน้อย ส่วนของ ZINBINAR(1) มีค่าอยู่ที่ร้อยละ 36.74 คือความแปรปรวนของข้อมูลมากกว่า
ค่าเฉลี่ยอย่างชัดเจน 

 

ตารางที่ 3 ค่า AIC และค่าประมาณพารามิเตอร์ของตัวแบบการถดถอยในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มด้วยการแจก
แจงปัวซง การแจกแจงทวินามเชิงลบ การแจกแจงปัวซงค่าศูนย์เฟ้อ และการแจกแจงทวินามเชิงลบค่าศูนย์เฟ้อ 

ตัวแบบ ̂  ̂  ̂  ̂  AIC 
1. PINAR(1) 0.242 NA(1) 0.666 NA(2) 188.9853 
2. NBINAR(1) 0.262 NA(1) 0.647 0.884 184.8891 
3. ZIPINAR(1) 0.296 0.496 1.224 NA(2) 183.6693 
4. ZINBINAR(1) 0.294 0.485 1.201 36.74 185.7017 

Note: (1) ไม่ใช่พารามิเตอร์ของตัวแบบทวินามนิเสธ (Negative Binomial) 
 (2) ไม่ใช่พารามิเตอร์ของตัวแบบปัวซอง (Poisson) 
 

ผลเปรียบเทียบตัวแบบทั้ง 4 ตัวแบบ โดยใช้เกณฑ์การคัดเลือกตัวแบบด้วยเกณฑ์สารสนเทศของอะกะอิเกะ (AIC) 
แสดงดังตารางที่ 3 เมื่อพบว่า ตัวแบบการถดถอยในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงปัวซงค่าด้วยศูนย์
เฟ้อ (ZIPINAR(1)) เป็นตัวแบบพยากรณ์จ านวนอุบัติเหตุรายเดือนของรถบรรทุกที่เกิดในจังหวัดสุรินทร์ที่เหมาะสมที ่สุด 
เนื่องจากให้ค่า AIC ต ่าที่สุด (AIC เท่ากับ 183.6693) เมื่อเทียบกับตัวแบบอ่ืน ๆ  

โดยค่าประมาณพารามิเตอร์   ของ ZIPINAR(1) มีค่าสูงกว่า ZINBINAR(1) เล็กน้อย ซึ่งหมายความว่ามีค่าการเกิด
ค่าศูนย์อยู่ที่ร้อยละ 49.6 และ 48.5 ตามล าดับ แสดงให้เห็นว่าทั้งสองตัวแบบสามารถอธิบายการเกิดค่าศูนย์ในข้อมูล  
ได้ใกล้เคียงกัน แต่ ZIPINAR(1) คาดการณ์สัดส่วนค่าศูนย์ได้สูงกว่าเล็กน้อย กล่าวคือ ในตัวแบบ ZIPINAR(1) เกือบครึ่งหนึ่ง
ของจ านวนเดือนทั้งหมดมีโอกาสที่จะไม่เกิดอุบัติเหตุของรถบรรทุก และค่าประมาณพารามิเตอร์   = 0.294 หมายถึง  
ความน่าจะเป็นท่ีจ านวนอุบัติเหตุเดือนก่อนหน้า (t - 1) จะอธิบายความแปรปรวนเดือนปัจจุบันได้ประมาณร้อยละ 29 และมี
ค่าเฉลี่ยการเกิดอุบัติเหตุอยู่ท่ี 1.224 ครั้งต่อเดือน 

แทนความน่าจะเป็นที่หน่วยการนับในช่วงเวลา 𝑡 − 1 จะส่งผลต่อค่าการนับในช่วงเวลา  𝑡 ผ่านกลไก binomial 
thinning 

ล าดับต่อไปเป็นการเปรียบเทียบตัวแบบ ZIPINAR(1) ที่มีพารามิเตอร์เพิ่มขึ้นจากตัวแบบ PINAR(1) ที่เป็นตัว
แบบที่ซ้อนกัน (Nested) ท าให้ตัวแบบนั้นดีขึ ้นหรือไม่ จึงท าการทดสอบด้วย Likelihood Ratio Test โดยการ
ก าหนดสมมุติฐานดังนี้ 
สมมติฐาน  H0: PINAR(1) เหมาะสม 
  H1: ZIPINAR(1) เหมาะสมมากกว่า 
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ผลการทดสอบสมมุติฐานด้วยวิธี Likelihood Ratio Test ดังตารางที่ 4 พบว่ามีค่า Likelihood Ratio Test  
= 7.31 และ p-value = 0.0068 ซึ่งพบว่าน้อยกว่า   = 0.05 จึงปฏิเสธ H0 สรุปได้ว่า พารามิเตอร์   ที่เพิ่มขึ้นมา
จากตัวแบบ ZIPINAR(1)  สามารถเพิ่มความสามารถการพยากรณ์ได้ดีมากว่า PINAR(1)  อย่างมีนัยส าคัญทางสถิติที่
ระดับนัยส าคัญ 0.05  

 

ตารางที่ 4 การทดสอบ Likelihood Ratio Test 

การทดสอบ 
สถิติสดสอบ 

(Test Statistic) 
องศาความเป็นอิสระ 

(Degree of Freedom) 
ค่าพ ี

(p-value) 
Likelihood Ratio Test 7.3161 1 0.0068* 

* ที่ระดับนยัส าคัญ 0.05 
 

4. การตรวจสอบค่าส่วนเหลือ 
ลักษณะการเคลื่อนไหวของค่าส่วนเหลือ (Residual) จากตัวแบบ ZIPINAR(1) ที่คัดเลือกว่าเป็นตัวแบบท่ีเหมาะสม

ที่สุดจากการเปรยีบเทียบ 4 ตัวแบบจากหัวข้อก่อนหน้าน้ี โดยน าค่าส่วนเหลือมาท าการทดสอบและสร้างกราฟ ACF และ 
PACF แสดงผลดังรูปที่ 5 จากกราฟแสดงความสัมพันธ์ระหว่างค่าเศษเหลือและเวลา พบว่าค่าเศษเหลือไมม่ีแนวโน้ม มีการ
กระจายอยา่งสุ่มโดยมคี่าเศษเหลอืกระจายอยูร่อบค่าศูนย์ และมีความแปรปรวนค่อนข้างคงที่ นอกจากนีย้ังมีการทดสอบค่า
เศษเหลือว่ามีสหสัมพันธ์ในตัว (Autocorrelation) หรือไม่ด้วยการทดสอบ Ljung-Box 

 

 

รูปที่ 5 ลักษณะการเคลื่อนไหวของค่าส่วนเหลือ (Residual) จากตัวแบบ ZIPINAR(1)  และค่า ACF และ PACF 
 

การทดสอบเศษเหลือโดยใช้ Ljung-Box แสดงผลดังตารางที่ 5 ได้ผลดังนี ้
สมมติฐาน  H0 : ไมม่ีสหสัมพันธ์ในตัว (Autocorrelation) ของเศษเหลือ ในช่วง lag ที่ทดสอบ (เศษเหลือเป็น White Noise)
 H1 :  มีอย่างน้อยหนึ่งค่ามีสหสัมพนัธ์ในตัว (Autocorrelation) ของเศษเหลือ ในช่วง lag ที่ทดสอบ (เศษเหลือ 
ไม่ใช่ White Noise) 

 

ตารางที่ 5 การทดสอบเศษเหลือโดยใช้ Ljung-Box 

การทดสอบ 
สถิติสดสอบ 

(Test Statistic) 
องศาความเป็นอิสระ 

(Degree of Freedom) 
ค่าพ ี

(p-value) 
Ljung-Box 5.9328 10 0.8209 
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จากผลการทดสอบ Ljung-Box ของเศษเหลือ พบว่า มีค่า p-value = 0.8209 > 0.05 จึงยอมรับ H0 สรุปได้ว่าเศษ
เหลือไม่มีของเศษเหลือ (Autocorrelation) ที่มีนัยส าคัญที่ 0.05 ในช่วง lag ที่ทดสอบ (เศษเหลือเป็น White Noise) ซึ่งผล
การทดสอบสอดคล้องกับกราฟที่แสดงค่า ACF และ PACF ของเศษเหลือ ที่มีค่าอยู่ภายในขอบแสดงว่าไม่มีหลักฐานเพียง
พอที่จะบอกว่ามีสหสัมพันธ์ในตัว (Autocorrelation) ของเศษเหลือ ดังนั้นจึงสามารถสรุปได้ว่าตัวแบบ ZIPINAR(1) มีความ
เหมาะสม 
 โดยผู้วิจัยได้น าตัวแบบ ZIPINAR(1) ที่เหมาะสมที่สุดไปพยากรณ์จ านวนอุบัติเหตุของรถบรรทุกที่เกิดในจังหวัด
สุรินทร์เทียบกับค่าจริง ในเดือนต่าง ๆ แสดงการเปรียบเทียบค่าสังเกตและค่าพยากรณ์ในแต่ละเดือนดังรูปที่ 6 และแสดงค่า
พยากรณ์ล่วงหน้าเดือนต่าง ๆ ในปี พ.ศ. 2568 (ค.ศ 2025) แสดงดังตารางที่ 6 

รูปที่ 6 การเปรียบเทียบค่าจริงและค่าพยากรณ์จ านวนอุบัตเิหตุของรถบรรทุกที่เกดิในจังหวัดสรุินทร์จากตัวแบบ ZIPINAR(1)  
 

ตารางที่ 6 ค่าพยากรณ์จ านวนการเกิดอุบัติเหตุของรถบรรทุกที่เกิดในจังหวัดสุรินทร์รายเดือนของปี พ.ศ. 2568 จากตัวแบบ 
ZIPINAR(1) 

เดือน ค่าพยากรณ ์
มกราคม 0.6168960 
กุมภาพันธ ์ 0.7994972 
มีนาคม 0.8535472 
เมษายน 0.8695460 
พฤษภาคม 0.8742816 
มิถุนายน 0.8756834 
กรกฎาคม 0.8760983 
สิงหาคม 0.8762211 
กันยายน 0.8762574 
ตุลาคม 0.8762682 
พฤศจิกายน 0.8762714 
ธันวาคม 0.8762723 
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สรุปผลและอภิปรายผลการวิจัย 
ในงานวิจัยนี้น าเสนอการประยุกต์ใช้ตัวแบบการถดถอยในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็ม ( INAR1) จ านวน 4 

ตัวแบบ ประกอบด้วย ตัวแบบการถดถอยในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงปัวซง (PINAR1) การแจก
แจงทวินามเชิงลบ (NBINAR1) การแจกแจงปัวซงค่าศูนย์เฟ้อ (ZIPINAR1) และการแจกแจงทวินามเชิงลบค่าศูนย์เฟ้อ 
(ZINBINAR1) มาประยุกต์ใช้กับชุดข้อมูลจ านวนอุบัติเหตุของรถบรรทุกรายเดือนในจังหวัดสุรินทร์ ตั้งแต่เดือนมกราคม พ.ศ. 
2562 ถึงเดือนธันวาคม พ.ศ. 2567 จ านวน 72 ค่า โดยท าการประมาณค่าพารามิเตอร์ และเปรียบเทียบตัวแบบการถดถอยใน
ตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็ม เพื่อน าเสนอตัวแบบท่ีเหมาะสมที่สุด ที่ได้จากการเปรียบเทียบประสิทธิภาพของตัวแบบ
ทั้ง 4 ตัวแบบ ด้วยเกณฑ์การคัดเลือกตัวแบบโดยเกณฑ์สารสนเทศของอะกะอิเกะ (AIC) ผลการศึกษาพบว่า ตัวแบบการ
ถดถอยในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงปัวซงค่าศูนย์เฟ้อ  (ZIPINAR1) ให้ค่าพยากรณ์แม่นย าที่สุด 
และผ่านเกณฑ์การตรวจสอบตัวแบบ โดยประมาณค่าสัดส่วนการเกิดค่าศูนย์ (  ) อยู่ที่ร้อยละ 49.6 หรือเกือบครึ่งหนึ่งของ
จ านวนเดือนทั้งหมดโอกาสที่จะไม่เกิดอุบัติเหตุของรถบรรทุกเกิดขึ้น และ   = 0.294 หมายถึง ความน่าจะเป็นที่จ านวน
อุบัติเหตุเดือนก่อนหน้าสามารถอธิบายความแปรปรวนเดือนปัจจุบันได้ประมาณร้อยละ 29 

เนื่องจากข้อมูลชุดนี้จะมีค่าศูนย์มากกว่าปกติ อยู่ท่ีประมาณร้อยละ 50 ของข้อมูลทั้งหมด ดังนั้นตัวแบบการถดถอย
ในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มค่าศูนย์เฟ้อให้ค่าพยากรณ์ที่แม่นย ากว่า ซึ่งมีความสอดคล้องกับทฤษฎีการแจกแจงค่า
ศูนย์เฟ้อ ส าหรับการวิเคราะห์ข้อมูลในแต่ละครั้ง ควรค านึงถึงการเลือกตัวแบบที่น ามาวิเคราะห์ให้เหมาะสมกับข้อมูล จาก
การศึกษาครั้งน้ีให้ผลสอดคล้องกับงานวิจัยของ Jazia et al. (2012) ที่ได้ท าการศึกษาตัวแบบการถดถอยในตัวอันดับที่หนึ่งที่
มีค่าเป็นจ านวนเต็มด้วยการแจกแจงปัวซง และตัวแบบการถดถอยในตัวอันดับที่หนึ่งที ่มีค่าเป็นจ านวนเต็มด้วยการแจก
แจงปัวซงค่าศูนย์เฟ้อ โดยได้น ามาใช้เพื่อจ าลองข้อมูลจ านวนเหตุการณ์ในช่วงเวลาที่ต่อเนื่องกัน แต่เนื่องจากข้อมูลมีภาวะการ
กระจายเกินเกณฑ์ ข้อมูลมีค่าศูนย์เฟ้อ ผลการศึกษางานวิจัยของ Jazia et al. (2012) จึงได้ผลว่าตัวแบบการถดถอยในตัว
อันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงปัวซงค่าศูนย์เฟ้อ เหมาะสมกับชุดข้อมูลที่มีค่าศูนย์เฟ้อมากกว่าตัวแบบการ
ถดถอยในตัวอันดับท่ีหนึ่งที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงปัวซง อย่างไรก็ตามในในการศึกษาครั้งต่อไปอาจพิจารณาน า
ตัวแบบการถดถอยในตัวอันดับที่หน่ึงที่มีค่าเป็นจ านวนเต็มค่าศูนย์เฟ้อด้วยการแจกแจงรูปแบบอื่น ๆ เช่น อินเวอร์สเกาส์เซียน
ค่าศูนย์เฟ้อ มาท าการเปรียบเทียบ เพื่อเปรียบเทียบกับผลการศึกษาของ Garay et al. (2021) ที่พบว่าตัวแบบที่เหมาะสม
ที่สุด คือตัวแบบการถดถอยในตัวอันดับที่หนึ่งที่มีค่าเป็นจ านวนเต็มด้วยการแจกแจงปัวซงอินเวอร์สเกาส์เซียนค่าศูนย์เฟ้อ 
(ZIPIGINAR(1)) 

ในการศึกษาครั้งนี้เป็นการใช้ข้อมูลที่มีขนาดตัวอย่างขนาดเล็ก (72 ค่า) และไม่ได้น าตัวปัจจัยอื่น ๆ มาท าการ
วิเคราะห์ร่วมด้วย เช่น สภาพอากาศ การก่อสร้างถนน รวมถึงการแยกประเภทของรถบรรทุกตามน ้าหนัก ดังนั้น ในการศึกษา
ครั้งต่อไป ควรจะมีการน าปัจจัยที่เกี่ยวข้องเข้ามาพิจารณาร่วมด้วย เพื่อจะสามารถพัฒนาตัวแบบโดยการน าการแจกแจงไม่
ต่อเนื ่องอื ่น ๆ  ที ่มีความเหมาะสมกับข้อมูลเข้ามาร่วมในการศึกษาเพิ่มได้ เช่ น การแจกแจงเรขาคณิต (Geometric 
Distribution) การแจกแจงปัวซง-อินเวิร์สเกาส์เซียน (Poisson-Inverse Gaussian Distribution) การแจกแจงปัวซง-อินเวิร์ส
เกาส์เซียนค่าศูนย์เฟ้อ (Zero-inflated Poisson-Inverse Gaussian Distribution) หรือสามารถขยายตัวแบบ INAR ใช้รวม
กับ GLM  ทดลองเปรียบเทียบตัวแบบที่ได้ในกลุ่มข้อมูลอนุกรมเวลาแบบจ านวนนับ  (Time-series for Count Data) กับ
วิธีการเรียนรู้ของเครื่อง (machine learning) เช่น SVM หรือ LSTM  นอกจากนี้อาจเป็นการศึกษาวิเคราะห์ข้อมูลจ านน
อุบัติเหตุรถบรรทุกเปรียบเทียบเชิงพื้นท่ี กับจังหวัดข้างเคียง เป็นต้น หรือน ามาประยุกต์ใช้กับข้อมูลอนุกรมเวลาที่เป็นจ านวน
เต็มและมีค่าศูนย์เฟ้อ หรือข้อมูลอื่น ๆ ท่ีคาดว่าจะเหมาะสมกับตัวแบบอ่ืน ๆ ต่อไป 
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