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บทคัดย่อ 
 การวิจัยนี้มีวัตถุประสงค์เพื ่อ 1) ศึกษาแนวทางการตรวจจับเสียงปลอมแปลงด้วยเทคโนโลยีปัญญาประดิษฐ์  
2) พัฒนาแบบจ าลองการตรวจจับเสียงปลอมแปลงของบุคคลสาธารณะที่มีประสิทธิภาพ และ 3) น าเสนอแนวทางการ
ประยุกต์ใช้งานในการปฏิบัติการทางไซเบอร์เชิงรับ กระบวนการวิจัยประกอบด้วยการเตรียมข้อมูลเสียงที่ครอบคลุมเทคโนโลยี
การปลอมแปลงหลายประเภท เช่น การแปลงเสียง การโคลนเสียง และการแปลงข้อความเป็นเสียง พร้อมทั้งการสกัด
คุณลักษณะเสียงด้วยเมลสเปกโตรแกรม (Mel-spectrogram) จากนั้นพัฒนาและต่อยอดสถาปัตยกรรมเชิงลึก 3 แบบ ได้แก่ 
Mask CNN-4  Mask SE-ResNet-34 และ Mask SE-ResNeXt-152 เพื ่อสร้างแบบจ าลองเฉพาะด้านส าหรับการแยกแยะ
เสียงจริงและเสียงปลอมของบุคคลสาธารณะ ผลการประเมินด้วยชุดทดสอบและชุดข้อมูลใหม่ที่แบบจ าลองไม่เคยเห็นมาก่อน 
พบว่าแบบจ าลองทั้งหมดสามารถจ าแนกได้อย่างแม่นย า โดยเฉพาะ Mask SE-ResNeXt-152 ซึ่งให้ประสิทธิภาพสูงสุดที่ 
ความแม่นย า (accuracy) 98.33% นอกจากนี้ยังได้พัฒนาเว็บแอปพลิเคชันเพื่อประยุกต์ใช้งานจริง โดยสามารถแสดงผลการ
พยากรณ์ ค่าความเช่ือมั่น ค่าระยะห่างเสียงเชิงลึกแบบเคอร์เนล และการถอดเสียงพูดเป็นข้อความ เพื่อสนับสนุนการตัดสินใจ
เชิงปฏิบัติการทางไซเบอร์เชิงรับ การทดสอบด้วยชุดข้อมูล NKRAFA Thai ยังยืนยันว่าแบบจ าลองมีประสิทธิภาพสูงกว่าการ
ฟังของมนุษย์ โดยอัตราการตัดสินผิดสองกรณีหลัก (เสียงปลอมถูกตัดสินว่าเป็นเสียงจริงและเสียงจริงถูกตัดสินว่าเป็นเสียง
ปลอม) ลดลงจาก 56% และ 41% เหลือศูนย์ สะท้อนศักยภาพของแบบจ าลองในการบรรเทาภัยคุกคามจากข้อมูลบิดเบือน 
ในมิติไซเบอร์ 
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ABSTRACT 
 This research aims to 1) investigate approaches for detecting voice spoofing using artificial 
intelligence (AI), 2) develop an effective model for identifying synthetic voices of public figures, and 3) 
propose an application framework for defensive cyber operations. The research process included preparing 
a speech dataset covering multiple spoofing technologies such as Voice Conversion, Voice Cloning, and 
Text-to-Speech synthesis, with Mel-spectrograms employed for feature extraction. Three deep architectures, 
Mask CNN-4, Mask SE-ResNet-34, and Mask SE-ResNeXt-152, originally derived from image recognition 
models, were further extended and customized to build specialized models for distinguishing between 
genuine and synthetic voices of public figures. Experimental results with testing and evaluation sets, 
including previously unseen data, showed that all models achieved accurate classification, with Mask SE-
ResNeXt-152 yielding the highest performance at 98.33% accuracy under optimized parameters. 
Furthermore, the model was deployed in a web-based application that presents predictions, confidence 
scores, Kernel Deep Speech Distance (KDSD), and transcription outputs to support decision-making in cyber 
defense operations. Real-world testing using the NKRAFA Thai dataset confirmed that the model 
outperformed human listeners in identifying voice spoofing, reducing the misclassification rates of false 
acceptance and false rejection from 56% and 41% respectively to zero. These findings demonstrate the 
strong potential of the proposed model to mitigate disinformation threats in the cyber domain. 
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ความมั่นคงปลอดภัยไซเบอร ์
Keywords: Generative Artificial Intelligence, Convolutional Neural Networks, Fake Voice Detection, Voice 
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บทน า 
 ปัญญาประดิษฐ์เชิงก าเนิด (generative artificial intelligence) ได้แสดงศักยภาพในการสร้างเนื้อหาที่เสมือนจริง
อย่างน่าทึ่ง ไม่ว่าจะเป็นภาพ เสียง หรือวิดีโอ (Jovanović and Campbell, 2022) ความสามารถนี้ได้น าไปสู่การปฏิรูป
กระบวนการผลิตข้อมูลในหลายภาคส่วน อาทิ อุตสาหกรรมบันเทิงที่สามารถสร้างนักแสดงเสมือน การพัฒนาระบบสนทนา
เชิงลึกในแชตบอต ตลอดจนการจ าลองสถานการณ์ขั ้นสูงเพื ่อใช้ในการฝึกอบรมและการตัดสินใจเชิงยุทธศาสตร์  
อย่างไรก็ตาม ความก้าวหน้านี้ยังมาพร้อมกับความท้าทายด้านจริยธรรมและความเสี่ยงต่อการน าไปใช้ในทางที่ผิด โดยเฉพาะ
การปลอมแปลงข้อมูลที่มีความสมจริงจนยากต่อการแยกแยะระหว่างของจริงกับของปลอม ซึ่งส่งผลกระทบต่อความน่าเชื่อถือ
ในสังคมดิจิทัลอย่างมีนัยส าคัญ ทั้งนี้ Gartner (2025) คาดการณ์ว่า ภายในปี พ.ศ. 2569 ร้อยละ 80 ของความเสี่ยงจากการ
ใช้ปัญญาประดิษฐ์จะเกิดจากการละเมิดภายในองค์กร เช่น การเปิดเผยข้อมูลที่ไม่เหมาะสม การสร้างสื่อปลอมที่ยากต่อ  
การตรวจจับ ซึ่งรวมถึงภาพ  เสียง และวิดีโอปลอมท่ีสร้างขึ้นโดยเทคโนโลยีปัญญาประดิษฐ์เชิงก าเนิด 
 หนึ่งในภัยคุกคามที่น่ากังวลคือการปลอมแปลงเสียงบุคคลด้วยปัญญาประดิษฐ์ ซึ่งถูกน าไปใช้ในการก่ออาชญากรรม
ไซเบอร์ เช่น การแอบอ้างเป็นเสียงของบุคคลใกล้ชิดเพื่อหลอกลวงเหยื่อให้โอนเงินหรือเปิดเผยข้อมูลส่วนบุคคล รายงานจาก
ส านักงานต ารวจแห่งชาติในปี พ.ศ. 2567 (ส านักงานต ารวจแห่งชาติ, 2567) ระบุว่าปัญญาประดิษฐ์ ก าลังถูกน ามาใช้ในทางที่
ผิดเพิ่มขึ้นเรื่อย ๆ โดยเฉพาะในรูปแบบที่ซับซ้อนและตรวจจับได้ยาก กรณีตัวอย่างที่ตอกย ้าความรุนแรงของปัญหานี้ คือ 
เหตุการณ์เมื่อวันที่ 15 มกราคม พ.ศ.2568 ที่นางสาวแพทองธาร ชินวัตร นายกรัฐมนตรี (ไทยรัฐออนไลน์, 2568) เปิดเผยว่า
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ตนเองตกเป็นเป้าหมายของแก๊งคอลเซนเตอร์ที่ใช้ปัญญาประดิษฐ์ปลอมเสียงผู้น าประเทศต่างชาติ ส่งคลิปเสียงและข้อความ
ชักชวนให้โอนเงินบริจาคไปยังต่างประเทศ แม้เหตุการณ์จะไม่ก่อให้เกิดความเสียหาย แต่ก็สะท้อนว่าแม้แต่บุคคลระดับสูงก็ยัง
ตกเป็นเป้าหมายของเทคโนโลยีหลอกลวงได้ 
 อย่างไรก็ตาม แม้ว่าจะมีงานวิจัยในประเทศไทยที่เกี่ยวข้องบางส่วน เช่น การพัฒนาโมเดลเลียนเสียงเชิงลึกเพื่อ  
การประยุกต์ด้านสงครามไซเบอร์ (พายัพและประสงค์ , 2566) และการศึกษาเทคโนโลยีการแปลงเสียงด้วยปัญญาประดิษฐ์ 
เชิงก าเนิด (อานนท์และพายัพ, 2568) แต่งานเหล่านี้มุ่งเน้นท่ีการสร้างเสียงสังเคราะห์ อีกทั้งงานตรวจจับเสียงท่ีมีอยู่โดยทั่วไป 
(กฤติภูมิและคณะ, 2566; Fathima et al., 2024) มักมุ่งแยกแยะเพียง “เสียงจริงของมนุษย์” กับ “เสียงสังเคราะห์ของ
มนุษย์” ในภาพรวม และใช้ชุดข้อมูลที่เป็นภาษาอังกฤษเท่านั้น โดยไม่ได้ศึกษาในระดับเสียงเฉพาะบุคคล ซึ่งต้องการความ
แม่นย าสูงสุดเพื่อยืนยันเอกลักษณ์ของบุคคลนั้น ๆ การมุ่งตรวจจับเสียงปลอมของบุคคลสาธารณะอย่างจ าเพาะจึงมี
ความส าคัญต่อการประยุกต์ใช้เป็นเครื่องมือดิจิทัลเพื่อการพิสูจน์หลักฐาน ที่สามารถลดอคติจากการเรียนรู้เสียงของมนุษย์ 
คนอ่ืน และสร้างความน่าเชื่อถือในการใช้งานจริง โดยเฉพาะในบริบทท่ีต้องการความถูกต้องสูง เช่น การสืบสวนสอบสวนหรือ
การพิจารณาคดีในชั้นศาล ดังนั้น งานวิจัยนี้จึงมุ่งพัฒนาแบบจ าลองเฉพาะด้านส าหรับการแยกแยะเสียงจริงและเสียงปลอม
ของบุคคลสาธารณะ โดยเฉพาะเสียงปลอมที่สร้างขึ้นจากเทคโนโลยีปัญญาประดิษฐ์เชิงก าเนิดซึ่งมีความสามารถในการ
เลียนแบบเอกลักษณ์ของเสียงมนุษย์ได้อย่างแนบเนียน ทั้งในด้านจังหวะ น ้าเสียง และการถ่ายทอดอารมณ์ เพื่อสนับสนุนการ
ตรวจสอบและยับยั้งการใช้เทคโนโลยีในทางที่ผิด ตลอดจนเสริมสร้างความมั่นคงปลอดภัยไซเบอร์และความเป็นธรรมทาง
กระบวนการยุติธรรมอย่างยั่งยืน 
 ในงานวิจัยนี้ ค าว่า “บุคคลสาธารณะ” หมายถึง บุคคลที่มีบทบาทในที่สาธารณะซึ่งมีโอกาสที่เสียงจะถูกน าไป  
ใช้สร้างข้อมูลปลอมและส่งผลกระทบเชิงกว้างต่อสังคม เช่น นักการเมือง   ผู้ด ารงต าแหน่งระดับสูง  ดารา  ศิลปิน และ 
ผู้มีอิทธิพลบนสื่อสังคมออนไลน์ โดยมีเกณฑ์การคัดเลือกคือเป็นบุคคลที่ปรากฏในสื่อสาธารณะอย่างต่อเนื่องและคนทั่วไปมี
ความคุ้นเคยกับเสียงดังกล่าว ซึ่งท าให้เสียงของบุคคลเหล่านี้มีความเสี่ยงต่อการถูกน าไปเลียนแบบหรือบิดเบือน ทั้งนี้เพื่อ
หลีกเลี่ยงการละเมิดสิทธิส่วนบุคคล งานวิจัยจึงได้จ าลองสภาวะเสมือนจริง โดยบุคคลสาธารณะสมมติในกรณีนี้คือหัวหน้า
นักเรียนนายเรืออากาศ ซึ่งเป็นบุคคลที่พบปะพูดคุยกับนักเรียนนายเรืออากาศทุกวัน ท าให้เสียงของบุคคลนั้นเป็นที่รู้จักและ
คุ้นเคยในหมู่นักเรียนนายเรืออากาศ ส่งผลให้การทดลองมีความสมจริง ขณะเดียวกันก็ยังรักษาจริยธรรมการวิจัยและหลักการ
คุ้มครองข้อมูลส่วนบุคคลอย่างเคร่งครัด โดยบุคคลสาธารณะสมมตดิังกล่าวไดใ้ห้ความยินยอมอย่างเป็นลายลักษณอ์ักษรเป็นที่
เรียบร้อย 

 

วิธีการด าเนินการวิจัย 

 

รูปที่ 1 กรอบแนวคิดงานวิจัย 

ศึกษาแนวทางการตรวจจับ 
เสียงปลอมแปลงด้วยเทคโนโลยี

ปัญญาประดิษฐ ์

สร้างชุดข้อมูลเสียง 

บุคคลสาธารณะ (เสียงจริง เสียงปลอม) 

 บุคคลอื่น (เสียงปลอม: Public Datasets) 

พัฒนาและฝึกฝนแบบจ าลองการตรวจจบั
เสียงปลอมแปลงของบุคคลสาธารณะ 

 Dataset: Training, Validation 

เสนอแนวทางการประยุกต์ใช้งาน 
ในการปฏิบัตกิารทางไซเบอร์เชิงรับ 

เว็บแอปพลิเคชัน 

Prediction, Confidence, KDSD, Transcription 

การประเมินประสิทธภิาพ 
ของแบบจ าลอง 

Dataset: Testing, Evaluation (Generalization)  

Accuracy, Precision, Recall, F1-Score, EER 
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 ผู้วิจัยได้ก าหนดกรอบแนวคิดงานวิจัย แสดงดังรูปที่ 1 ประกอบด้วยการศึกษาแนวทางการตรวจจับเสียงปลอมแปลง
ด้วยเทคโนโลยีปัญญาประดิษฐ์โดยใช้ชุดข้อมูลเสียงที่สร้างขึ้นใหม่ ได้แก่ ข้อมูลเสียงจริงและเสียงปลอม ผู้วิจัยได้พัฒนา  
ต่อยอดจากแบบจ าลองในงานรู้จ าภาพ ได้แก่ CNN  SE-ResNet-34 และ SE-ResNeXt-152 และปรับแต่งค่าพารามิเตอร์
ส าหรับการฝึกฝนในแต่ละแบบจ าลองให้มีความเหมาะสม รวมถึงประเมินประสิทธิภาพของแบบจ าลองด้วยตัวชี้วัดต่าง ๆ 
สุดท้ายน าเสนอแนวทางการประยุกต์ใช้ในการปฏิบัติการทางไซเบอร์เชิงรับด้วยเว็บแอปพลิเคชัน แสดงผลการพยากรณ์พร้อม
ข้อมูลสนับสนุน 
1. ศึกษาแนวทางการตรวจจับเสียงปลอมแปลงด้วยเทคโนโลยีปัญญาประดิษฐ ์
 ผู้วิจัยได้ศึกษาแนวทางการประยุกต์ใช้เทคโนโลยีปัญญาประดิษฐ์ในการสร้างเสียงปลอมแปลงซึ่งส่งผลกระทบต่อ
ความมั่นคงปลอดภัยไซเบอร์ กรณีศึกษาที่เกี่ยวข้องกับการสร้างเสียงปลอมด้วยภาษาไทย ได้แก่  การแปลงเสียง (Voice 
Conversion: VC) หมายถึง กระบวนการเปลี่ยนแปลงเสียงของผู้พูดคนหนึ่งให้เป็นเสียงของอีกคน โดยยังคงรักษาเนื้อหาทาง
ภาษาและสไตล์การพูดดั้งเดิมไว้ (อานนท์และพายัพ, 2568) การโคลนเสียง (voice cloning) หมายถึง กระบวนการเลียนแบบ
เอกลักษณ์เสียงบุคคลและสร้างเสียงปลอมของบุคคลนั้นผ่านการแปลงข้อความเป็นเสียง (Text-To-Speech: TTS) (พายัพ
และประสงค์, 2566) พร้อมทั้งส ารวจชุดข้อมูลเสียงมาตรฐานและวิเคราะห์แบบจ าลองต่าง ๆ จากงานวิจัยที่เกี่ยวข้อง เพื่อ
น ามาเป็นแนวทางในการพัฒนาแบบจ าลองการตรวจจับเสียงปลอมแปลงของบุคคลสาธารณะ  
2. สร้างชุดข้อมูลเสียง 
 ชุดข้อมูลเสียงที่ใช้ในงานวิจัยนี้ แสดงดังรูปที่ 2 ผู้วิจัยแบ่งชุดข้อมูลเสียงออกเป็น 4 ส่วน ดังนี้ ชุดฝึกฝน (training 
set)  ชุดตรวจสอบ (validation set)  ชุดทดสอบ (testing set)  ในอัตราส่วน 74:18:8 และชุดประเมินผล (evaluation set) 
เพื่อค้นหาความสามารถการเรียนรู้ทั่วไปของแบบจ าลอง (model generalization performance) ซึ่งเป็นตัวชี้วัดส าคัญว่า
แบบจ าลองสามารถน าความรู้จากชุดฝึกฝนไปประยุกต์ใช้กับข้อมูลใหม่ที่ไม่เคยพบมาก่อนได้อย่างมีประสิทธิภาพเพียงใด หาก
แบบจ าลองขาดความสามารถนี้ แม้จะให้ผลลัพธ์แม่นย าในชุดฝึกฝน แต่อาจล้มเหลวเมื่อน าไปใช้ในสถานการณ์จริง ส่งผลให้
ระบบขาดความน่าเชื ่อถือ (Barbiero et al., 2020; Gohil et al., 2024) ตามตารางที่ 1 - 2 ความหลากหลายของข้อมูล
ครอบคลุมทั้งเสียงจริงและเสียงปลอมที่สร้างจากเทคโนโลยีหลายรูปแบบ ไม่ว่าจะเป็นการแปลงเสียง การโคลนเสียง  
การแปลงข้อความเป็นเสียง รวมถึงชุดข้อมูลมาตรฐานสากลและแหล่งข้อมูลออนไลน์ โดยมีความแตกต่างในเชิงคุณลักษณะ
ของผู้พูด ทั้งเพศชาย - หญิง หลากหลายช่วงอายุ รวมถึงหลายภาษา (ภาษาอังกฤษเป็นส่วนใหญ่ ) และสภาพแวดล้อมที่
หลากหลาย ทั้งการบันทึกในสตูดิโอที่ควบคุมเสียงรบกวน ไปจนถึงสภาพแวดล้อมจริงที่มีเสียงแทรกและบริบทแตกต่างกัน 
เพื่อให้แบบจ าลองสามารถเผชิญกับความแตกต่างของเสียงท่ีใกล้เคียงกับการใช้งานจริงมากที่สุด 
 

 
 

รูปที่ 2 แผนภาพสรุปชุดข้อมูลเสียงที่ใช้ในงานวิจัยนี ้
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ตารางที่ 1 การฝึกฝนแบบจ าลองด้วยชุดฝึกฝนและชุดตรวจสอบ พร้อมการประเมินประสิทธิภาพเบื้องต้นด้วยชุดทดสอบ 

ชุดข้อมูล 
เสียงจริง1 เสียงปลอม2 

บุคคลสาธารณะ 
Data Augmentation 

บุคคลสาธารณะ 
MaskCycleGAN-VC 

บุคคลอื่น 
WaveFake 

 บุคคลอื่น 
 Fake-or-Real 

บุคคลอื่น 
ASVspoof2021 (DF) 

บุคคลอื่น 
In-the-Wild 

Training 1800 100 400 400 400 500 
Validation 450 25 100 100 100 125 
Testing 180 10 40 40 40 50 
เสียงจริง1: เสียงจริงของหัวหน้านักเรียนนายเรืออากาศ (TM03) โดยจ าลองเป็นบุคคลสาธารณะ เพื่อเพิ่มความแม่นย าในการรู้จ าและลดความ
ล าเอียงจากเสียงบุคคลอื่น ด าเนินการบันทึกในสภาพแวดล้อมที่ปราศจากเสียงรบกวน ด้วยอุปกรณ์โทรศัพท์มือถือ รวมทั้งสิ้น 135 ประโยค ในการ
ฝึกฝนและทดสอบแบบจ าลอง ผู้วิจัยได้ด าเนินการตามขั้นตอนการแบ่งข้อมูลอย่างเคร่งครัด โดยเริ่มจากการแบ่งข้อมูลต้นฉบับออกเป็นชุดฝึกฝน 
ชุดตรวจสอบ และชุดทดสอบก่อนเป็นอันดับแรก จากนั้นจึงน าเทคนิคการเพิ่มข้อมูล (data augmentation) มาใช้ เพื่อประเมินประสิทธิภาพของ
แบบจ าลองในการท างานกับข้อมูลใหม่ได้อย่างเป็นกลาง โดยเทคนิคที่ใช้ประกอบด้วย การปรับคีย์เสียง (pitch shift ± 2 semitones) การปรับ
ความเร็ว (speed factor 0.9 - 1.1 เท่า) และการเพิ่มสัญญาณรบกวน (gaussian noise  SNR 15-30 dB) ส่งผลให้จ านวนข้อมูลเสียงเพิ่มขึ้นจาก
เดิมเป็น 2,430 ประโยค 
เสียงปลอม2: เสียงปลอมของบุคคลสาธารณะ ผู้วิจัยได้สร้างขึ้นจากการแปลงเสียงด้วย MaskCycleGAN-VC (Kaneko et al., 2021) โดยใช้เสียง
ต้นทางจากผู้วิจัย (เนื้อหาภาษาไทย) แปลงเป็นเสียงบุคคลสาธารณะ ส าหรับเสียงปลอมของบุคคลอื่น ผู้วิจัยใช้ชุดข้อมู ลเสียงมาตรฐาน ได้แก่ 
WaveFake (Frank and Schönherr, 2021)  Fake-or-Real (Abdeldayem, 2021)  ASVspoof2021 Deepfake (ASVspoof Consortium, 
2021; Liu et al., 2023) และ In-the-Wild (Mohamed, 2022) ด้วยการสุ่มตัวอย่างตามจ านวนที่ก าหนด เพื่อเพิ่มความแม่นย าของแบบจ าลอง
ในการตรวจจับเสียงปลอมแปลงจากแหล่งข้อมูลที่ไม่เคยเห็นมาก่อนและลดความเสี่ยงจากการท านายผิดพลาดซึ่งครอบคลุมเทคนิคการสร้าง  
เสียงสังเคราะห์ (vocoder) หลากหลายประเภท (Oord et al., 2016; Donahue et al., 2019; Kumar et al., 2019; Kong et al., 2020) เช่น 
WaveNet  WaveGAN  WaveGlow  HiFi-GAN และ MelGAN เป็นต้น 
 

ตารางที่ 2 การประเมินประสิทธิภาพแบบจ าลอง เพื่อค้นหาความสามารถการเรียนรู้ทั่วไปของแบบจ าลองด้วยชุดประเมินผล 

ชุดข้อมูล 
เสียงจริง1 เสียงปลอม2 

บุคคลสาธารณะ 
New Environment 

        บุคคลสาธารณะ         บุคคลสาธารณะ        บุคคลสาธารณะ      บุคคลสาธารณะ 
     MaskCycleGAN-VC          Play.ht               Speechify             Lovo.AI 

Evaluation 120 30 30 30 30 
เสียงจริง1: เสียงจริงของบุคคลสาธารณะ บันทึกเสียงในสภาพแวดล้อมใหม่ เช่น ในสถานที่ที่มีเสียงรบกวนแตกต่างจากเดิม รวมถึงลักษณะของบท
พูดในรูปแบบใหม่ กล่าวคือ เป็นการเล่าเร่ืองจากบทความ โดยใช้สไตล์การพูดของผู้บันทึกเสียง รวม 120 ประโยค 
เสียงปลอม2: เสียงปลอมของบุคคลสาธารณะ ผู้วิจัยได้สร้างขึ้นในบริบทสภาพแวดล้อมใหม่ จากการแปลงเสียงด้วย MaskCycleGAN-VC โดยใช้
เสียงต้นทางจากผู้วิจัย (เนื้อหาภาษาไทย) แปลงเป็นเสียงบุคคลสาธารณะ นอกจากนี้ยังสร้างขึ้นจากการโคลนเสียงจากเว็บไซต์ ดังนี้ Play.ht 
(Play.ht, 2025), Speechify (Speechify, 2025) และ Lovo.AI (Lovo.AI, 2025) โดยอัปโหลดเสียงของบุคคลสาธารณะ (เนื้อหาภาษาไทย) และ
ใช้ข้อความภาษาอังกฤษสร้างเสียงปลอมผ่านการแปลงข้อความเป็นเสียง 
 

3. พัฒนาและฝึกฝนแบบจ าลองการตรวจจับเสียงปลอมแปลงของบุคคลสาธารณะ 
 3.1 การพัฒนาแบบจ าลอง 
 ผู้วิจัยได้พัฒนาต่อยอดแบบจ าลองจากงานรู้จ าภาพด้วยโครงข่ายประสาทเทียมแบบคอนโวลูชัน (Convolutional 
Neural Networks: CNN) ตามตารางที่ 3 ซึ่งมีการประยุกต์ใช้งานจริงส าหรับการตรวจจับเสียงปลอมแปลง โดยอ้างอิงจาก
การส ารวจของ Yi et al. (2023) ที่ช้ีให้เห็นว่ากลุ่มแบบจ าลอง CNN และ ResNet เป็นโครงสร้าง backbone พื้นฐานที่ใช้กัน
อย่างกว้างขวางในการตรวจจับเสียงปลอมและสถาปัตยกรรมที่ผสาน Squeeze-and-Excitation (SE) เช่น SE-ResNet  
และ SE-ResNeXt ได้รับการยืนยันว่าช่วยเพิ่มประสิทธิภาพในการเน้นคุณลักษณะที่ส าคัญระหว่างช่องสัญญาณ (channel) 
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ท าให้การจ าแนกเสียงจริงและเสียงปลอมมีความแม่นย ายิ่งขึ้น ดังนั้นการศึกษานี้จึงเลือกใช้ CNN (กฤติภูมิและคณะ, 2566; 
Fathima et al., 2024)  SE-ResNet-34 และ SE-ResNeXt-152 (He et al., 2016; Hu et al., 2018; StickCui, 2019) เป็น
แบบจ าลองหลัก 
 

ตารางที่ 3 เทคนิคการปรับปรุงสถาปัตยกรรมโดยย่อ 
เทคนิค รายละเอียด Reference 

สถาปัตยกรรม - Mask CNN-4: ใช้ convolutional layers จ านวน 4 ชั้น พร้อม receptive 
field ซึ่งเป็นขอบเขตรับรู้ของนิวรอนในโครงข่าย โดยมีขนาดเล็ก ท าให้
เหมาะกับข้อมูลท่ีมีขนาดจ ากัด 

- Mask SE-ResNet-34: ใช ้ residual blocks จ  านวน 34 ช ั ้น ร ่วมก ับ SE 
blocks ซึ ่งช่วยปรับน ้าหนักช่องสัญญาณตามบริบท ท าให้การเร ียนรู้
คุณลักษณะมีความแม่นย ามากขึ้น 

- Mask SE-ResNeXt-152: ใช้โครงสร้างลึก 152 ชั ้น ร่วมกับกลไก split–
transform–merge และ SE Blocks ซ่ึงช่วยดึงคุณลักษณะเสียงท่ีซับซ้อนได้
ละเอียดกว่า 

Source Code1 

Flexible Input:  
Mel-Spectrogram 
 

ภาพขาวด าแบบช่องสัญญาณเดียว จัดเก็บเป็นอาร์เรย์สองมิติ แสดงการ
กระจายพลังงานของสัญญาณเสียงในแกนเวลาและความถี่ โดยสอดคล้องกับ
ลักษณะการรับรู้ของระบบการได้ยินของมนุษย์ 

อานนท์และพายัพ (2568) 

Mask2 เพื ่อจดจ าเฉพาะค่าจริงและเพิกเฉยกับค่าที ่ เต ิมเข้ามาในขณะฝึกฝน
แบบจ าลอง เพื่อเพิ่มเสถียรภาพและความแม่นย าในเรียนรู้ 

Shashank et al. (2024) 

LeakyReLU Activation เพื ่อลดปัญหาการตายของนิวรอน (dead neuron problem) ส่งผลให้
แบบจ าลองเรียนรู้ได้ต่อเนื่องและมีเสถียรภาพมากขึ้น 

Maas et al. (2013) 

Embedding ข้อมูลเชิงลึก (embedding) จัดเก็บเป็นข้อมูลหน่ึงมิติ งานวิจัยน้ีได้วิเคราะห์
ความคล้ายคลึงของคุณลักษณะเสียง ด้วยวิธีการ KDSD จากค่าข้อมูลเชิงลึก 

อานนท์และพายัพ (2568) 

Dropout เพื่อสุ่มปิดการท างานของนิวรอนบางส่วน ลดความเสี่ยงจากการเรียนรู้เกิน
พอดี (overfitting) ท าให้สามารถใช้งานกับข้อมูลใหม่ได้ดียิ่งขึ้น 

กฤติภูมิและคณะ (2566) 
Fathima et al. (2024) 

Output:  
Binary Classification 

จ าแนกเสียงจริง (real) หรือเสียงปลอม (fake) ของบุคคลสาธารณะ จากค่า
อาร์เรย์สองมิติของ fully connected ในชั้นสุดท้าย 

 

Source Code1: https://github.com/NKRAFAVoiceAI/FakeVoiceDetection 
Mask2: ตัวอย่างการใช้งานแสดงดังรูปที่ 3 โดยผู้วิจัยก าหนด batch size = 4 เพื่อใช้เป็นตัวอย่างประกอบการอธิบายขั้นตอนการจัดการข้อมูล 
ได้แก่ การจัดเรียงตามความยาว การท า Padding ให้มีความยาวเท่ากัน และการใช้ Masking เพื่อเพิกเฉยส่วนที่ไม่ใช่ข้อมูลจริง (Raw Data) วิธีการ
นี้สอดคล้องกับผลการศึกษาของ Shashank et al. (2024) ที่แสดงว่าเทคนิค Masking มีส่วนช่วยเพิ่มเสถียรภาพและความแม่นย าในการฝึก
แบบจ าลองโดยละเว้นข้อมูลที่ไม่จ าเป็น ในการฝึกฝนจริงขนาดของ batch ไม่ได้จ ากัดอยู่ที่ 4 แต่สามารถปรับให้เหมาะสมตามข้อจ ากัดและ
ประสิทธิภาพของหน่วยประมวลผลกราฟิก (GPU) ทั้งนี้ การใช้ batch ที่มีขนาดใหญ่ขึ้นจะช่วยให้การประมวลผลรวดเร็วขึ้น เนื่องจากการค านวณ 
Gradient ซ่ึงเป็นค่าความชันของฟังก์ชันสูญเสีย (loss function) และชี้ทิศทางการปรับน ้าหนักของแบบจ าลอง อาศัยการเฉลี่ยจากหลายตัวอย่าง
ในรอบเดียว อย่างไรก็ตาม หากมีขนาดใหญ่เกินไป อาจส่งผลต่อความสามารถในการเรียนรู้ทั่วไปของแบบจ าลอง (Keskar et al., 2017; Masters 
and Luschi, 2018) 
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รูปที่ 3 Mel-spectrogram input for 4-batch processing with masked padding ignored during training 
 

 3.2 ขั้นตอนการฝึกฝนแบบจ าลอง 
 ภาพรวมการฝึกฝนแบบจ าลอง แสดงดังรูปที่ 4 โดยมีรายละเอียดในแต่ละส่วนดังนี้  
 

 
 

รูปที่ 4 ภาพรวมการฝึกฝนแบบจ าลอง 
 

 1) การรวบรวมข้อมลู (data collection) 
  งานวิจัยนี้ใช้ชุดข้อมูลเสียง ตามทีร่ะบุไว้ในตารางที่ 1 - 2 
 2) การเตรียมข้อมูล (data preparation) 

 ข้อมูลน าเข้าของแบบจ าลอง คือ สัญญาณเสียงที่ถูกแปลงให้อยู่ในรูปแบบ Mel-spectrogram (McFee 
et al., 2015) และได้ใช้ตัวกรองแบบสามเหลี่ยมบนสเกลเมลด้วย Mel-filter banks จ านวน 128 ตัว เพื่อแปลงข้อมูลความถี่
ให้เป็นค่าบนแกนแนวตั้ง ส่วนความยาวของแกนนอนแปรผันตามระยะเวลาของแต่ละไฟล์เสียง จากนั้นท าการระบุปา้ยก ากับ 
(label) ของข้อมูลว่าเป็นเสียงจริง (real) หรือเสียงปลอม (fake) และจัดเก็บข้อมูลเพื่อใช้ในการประมวลผลในขั้นตอนถัดไป 
 3) การตั้งค่าพารามิเตอร์ (hyperparameter settings) 

 เนื่องจากการก าหนดค่าพารามิเตอร์เริ่มต้นมีลักษณะสุ่ม (random seed) ซึ่งอาจท าให้ผลลัพธ์ของแต่ละ
การฝึกแตกต่างกัน เพื่อเพ่ิมความน่าเช่ือถือและสะท้อนความสามารถในการเรียนรู้ทั่วไปของแบบจ าลอง (Henderson et al., 
2018) ผู้วิจัยจึงท าการฝึกซ ้าจ านวน 10 ครั้ง ระหว่างการฝึกฝนแบบจ าลองได้ใช้เทคนิค early stopping เพื่อหยุดการฝึก
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อัตโนมัติเมื่อค่าความผิดพลาดในชุดตรวจสอบ (validation loss) ไม่ลดลงต่อเนื่องหลังจากรอบที่ก าหนด ซึ่งช่วยป้องกันการ
เรียนรู้เกินพอดีและลดเวลาที่ไม่จ าเป็น จากนั้นผู้วิจัยได้ประเมินประสิทธิภาพโดยรวมของแบบจ าลอง และใช้ตัวชี้วัด Equal 
Error Rate (EER) ในการเลือกเวอร์ชันท่ีดีที่สุดส าหรับการน าไปใช้งาน ส าหรับการตั้งค่าพารามิเตอร์หลัก ได้อ้างอิงแนวปฏิบัติ
ที่นิยมในงานวิจัยที่เกี่ยวข้องและปรับเพิ่มเติมจากการทดลองเบื้องต้น โดย weight decay ถูกก าหนดเพื่อควบคุมความ
ซับซ้อนของแบบจ าลอง เพื่อลดความเสี่ยงของการเรียนรู้เกินพอดี โดยการลงโทษค่าน ้าหนักท่ีมีค่ามากเกินไป ส่วน step size 
และ gamma เป็นพารามิเตอร์ของ learning rate scheduler แบบ StepLR ที ่ใช้ควบคุมการลดค่าอัตราการเรียนรู้  
(learning rate) ตามรอบการฝึก (epochs) เพื่อช่วยให้การเรียนรู้มีความเสถียรและไม่หยุดนิ่งเร็วเกินไป ตามตารางที่ 4 

 

ตารางที่ 4 การตั้งค่าพารามิเตอร์ส าหรับการฝึกฝนแบบจ าลอง 
Model Batch 

Size 
Epochs Early 

Stopping 
Learning 

Rate 
Weight 
Decay 

Step 
Size 

Gamma Random 
Seed1 

Device 

Mask CNN-4 8 100 10 1e-4 1e-4 10 0.1 ✓ HP-Notebook2 

Mask SE-ResNet-34 8 100 10 1e-5 1e-4 10 0.1 ✓ HP-Notebook2 
Mask SE-ResNeXt-152 8 100 10 1e-4 1e-4 10 0.1 ✓ Google Colab3 

Random Seed1: ใช้ค่าพารามิเตอร์เริ่มต้นแบบสุ่มในการฝึกแต่ละคร้ัง เพื่อสะท้อนสภาวะการท างานจริงของแบบจ าลอง 
HP-Notebook2 CPU: Intel® CoreTM i7-9750H @ 2.60GHz x 12  GPU: NVIDIA GeForce GTX 1650 Mobile 4GB  Primary/Secondary 
Storage: RAM 8 GB / SSD 512 GB + HD 1 TB 
Google Colab3 GPU: T4 15GB  Primary / Secondary Storage: RAM 12.7 GB / 112.6 GB (Free ~ 4 hours) 
 

4. การประเมินประสิทธิภาพแบบจ าลอง 
โครงสร้างของ confusion matrix (Vanacore et al., 2024) ส าหรับ binary classification จ าแนกเสียงจริงหรือ

เสียงปลอม ตามตารางที่ 5 โดยใช้ตัวช้ีวัดดังสมการที่ 1 - 7 (Pedregosa et al., 2011; Yi et al., 2023; Liu et al., 2023) 
 

ตารางที่ 5 Confusion Matrix 
นิยาม ข้อมูลจริง ท านายผล 

TP (True Positive) เสียงปลอม เสียงปลอม     (ถูกต้อง) 
TN (True Negative) เสียงจริง เสียงจริง        (ถูกต้อง) 
FP (False Positive) เสียงจริง เสียงปลอม      (ผิดพลาด) 
FN (False Negative) เสียงปลอม เสียงจริง        (ผิดพลาด) 

 

Accuracy ใช้วัดความแม่นย าของการท านายท่ีถูกต้องทั้งหมดในภาพรวม  
 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 

𝑇𝑃+ 𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (1) 

 

Precision ใช้วัดความเที่ยงของการท านายว่าเป็นเสียงปลอม 
 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 

𝑇𝑃

𝑇𝑃+𝐹𝑃
   (2) 

 

Recall ใช้วัดความถูกต้องในการตรวจจับเสียงปลอม 
 𝑅𝑒𝑐𝑎𝑙𝑙 = 

𝑇𝑃

𝑇𝑃+𝐹𝑁
   (3) 

 

F1-Score ใช้วัดสมดุลระหว่าง Precision และ Recall 
 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
   (4) 
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False Positive Rate (FPR) ใช้วัดอัตราความผิดพลาดจากการท านายผลว่าเป็นเสียงปลอม 

 𝐹𝑃𝑅 = 
𝐹𝑃

𝐹𝑃+𝑇𝑁
 (5) 

 

False Negative Rate (FNR) ใช้วัดอัตราความผิดพลาดจากการท านายผลว่าเป็นเสียงจริง 

 𝐹𝑁𝑅 = 
𝐹𝑁

𝐹𝑁+𝑇𝑃
 (6) 

 

Equal Error Rate (EER) ใช้วัดอัตราความผิดพลาดที่เท่ากัน ซึ่งได้จากการทดลองปรับค่า threshold ตัวช้ีวัดนี้นิยม
ใช้ในการประเมินระบบ biometric verification และ speaker verification หากค่า EER ต ่า หมายความว่าแบบจ าลองมี
ความแม่นย าและมีความน่าเชื่อถือสูง แต่หากค่า EER สูง แสดงว่าแบบจ าลองยังไม่สามารถแยกแยะเสียงจริงและเสียงปลอมได้
อย่างมีประสิทธิภาพ 
 𝐸𝐸𝑅 =  𝐹𝑃𝑅 =  𝐹𝑁𝑅   (7) 

 

5. เสนอแนวทางการประยุกต์ใช้งานในการปฏิบัติการทางไซเบอร์เชิงรับ 
 5.1 ค่าระยะห่างเสียงเชิงลึกแบบเคอร์เนล (Kernel Deep Speech Distortion: KDSD) 
 

 
 

รูปที่ 5 ขั้นตอนการค านวณ KDSD  
 

 ผู้วิจัยได้พัฒนา KDSD (Binkowski et al., 2020; อานนท์และพายัพ, 2568) แสดงดังรูปที่ 5 ซึ่งเป็นตัวชี้วัดที่ใช้ใน
การวัดความคล้ายคลึงของคุณลักษณะเชิงลึกของเสียง ระหว่างเสียงอ้างอิง (reference speech) กับ เสียงที่ต้องการทดสอบ 
(test speech) โดยอาศัยข้อมูลเชิงลึกของเสียงที่สกัดได้จากแบบจ าลอง ก่อนน ามาค านวณด้วยสูตร KDSD ดังสมการที่ 8 ค่า 
KDSD จะสะท้อนถึงความแตกต่างเชิงการกระจายของคุณลักษณะเสียง หากเสียงท้ังสองมีคุณลักษณะใกล้เคียงกัน ค่าที่ได้จะมี
ค่าใกล้ศูนย์และหากมีความแตกต่างสูงค่าจะมีค่ามากขึ้น ดังนั้นค่ายิ่งต ่าหมายถึงความคล้ายคลึงกันยิ่งสูง ทั้งนี้เพื่อความสะดวก
ในการรายงานผลลัพธ์ งานวิจัยนี้น าเสนอค่าในหน่วย milli-KDSD (mKDSD) นอกจากนี้ผู้วิจัยได้พัฒนาซอร์สโค้ดส าหรับ
ค านวณ KDSD โดยใช้การสกัดคุณลักษณะจากแบบจ าลองและน าผลลัพธ์ข้อมูลเชิงลึกที่ได้มาเปรียบเทียบเชิงสถิติจริงภายใน
ระบบ แนวคิดของ KDSD อ้างอิงจาก Maximum Mean Discrepancy (MMD) ร่วมกับ Gaussian RBF Kernel โดยให้ 𝑋 

และ 𝑌 เป็นชุดข้อมูลเชิงลึกของเสียงอ้างอิงและเสียงท่ีต้องการตรวจสอบตามล าดับ ค่าของ KDSD สามารถนิยามได้ดังนี้ 
 

   𝐾𝐷𝑆𝐷(𝑋, 𝑌) =
1

𝑛2
∑ 𝑘(𝑥𝑖, 𝑥𝑖′)

𝑖,𝑖′

+
1

𝑚2
∑ 𝑘(𝑦𝑗, 𝑦𝑗′)

𝑗,𝑗′

−
2

𝑛𝑚
∑ 𝑘(𝑥𝑖 , 𝑦𝑗)

𝑖,𝑗

   (8) 

 

 เมื่อ  𝑘(𝑢, 𝑣) = 𝑒𝑥𝑝 (−𝛾||𝑢 − 𝑣||
2

) เป็น Gaussian RBF Kernel โดยที่ค่าพารามิเตอร์ 𝛾 มีบทบาทส าคัญใน
การก าหนดความไวต่อความแตกต่างของเวกเตอร์ หาก 𝛾 มีค่ามาก Kernel จะตอบสนองต่อความแตกต่างเล็กน้อยได้ไวข้ึน 
ขณะที่ค่าท่ีต ่าจะท าให้การเปรียบเทียบมีความหยาบมากขึ้น 
 5.2 การถอดเสียงพูดเป็นข้อความ (Transcription) 
 ผู้วิจัยได้พัฒนาการถอดเสียงพูดเป็นข้อความ โดยใช้แบบจ าลอง wav2vec2-large-xlsr-53-th (HuggingFace, 
2021) ซึ่งรองรับภาษาไทยและพัฒนามาจาก Wav2Vec2 ของ Facebook AI 
 
 

Reference Speech 
Test Speech  

Fake Voice Detection Model 
Method: Extract Features (Embedding) 

 

KDSD mKDS
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5.3 การใช้งานแบบจ าลองผ่านเว็บแอปพลิเคชัน 
 ผู้วิจัยได้พัฒนาเว็บแอปพลิเคชันต้นแบบส าหรับใช้งานแบบจ าลอง โดยผู้ใช้งานสามารถอัปโหลดไฟล์เสียงที่ต้องการ
ตรวจสอบ ซึ่งระบบจะแปลงสัญญาณเสียงให้อยู่ในรูปแบบ Mel-spectrogram และน าเข้าสู่แบบจ าลองในโหมดการใช้งาน 
เพื่อด าเนินการประมวลผล หลังจากสิ้นสุดการพยากรณ์ แบบจ าลองจะแสดงผลลัพธ์ว่าข้อมูลเสียงนั้นเป็นเสียงจริงหรือเสียง
ปลอม โดยอ้างอิงจากการปรับค่า threshold ที่เหมาะสมกับแบบจ าลองที่ถูกเลือกใช้งาน นอกจากน้ี ระบบยังแสดงข้อมูลเพื่อ
สนับสนุนการตัดสินใจเพิ่มเติม ได้แก่ ค่าความเช่ือมั่น  ค่าระยะห่างเสียงเชิงลึกแบบเคอร์เนลและการถอดเสียงพูดเป็นข้อความ 

5.4 การประยุกต์ใช้งานในการปฏิบัติการทางไซเบอร์เชิงรับเพื่อบรรเทาภัยคุกคามจากข้อมูลบิดเบือนบน  
มิติไซเบอร์ 
 จากงานวิจัยของ อานนท์และพายัพ (2568) พบว่ามีการประเมินประสิทธิผลในการหลอกลวงผู้ฟังซึ่งเป็นบุคคล
ใกล้ชิดของหัวหน้านักเรียนนายเรืออากาศ โดยจ าลองให้บุคคลดังกล่าวเป็นบุคคลสาธารณะในบริบทการวิจัยนี้ กลุ่มตัวอย่าง
คือ นักเรียนนายเรืออากาศจ านวน 50 คน (1 คนต่อ 1 ชุดการประเมิน) โดยแต่ละชุดประกอบด้วยไฟล์เสียงจริงและไฟล์เสียง
ปลอม รวมทั้งหมด 12 ไฟล์ ซึ่งสุ่มเลือกจากชุดข้อมูล NKRAFA Thai ที่คัดเลือกตัวอย่างเสียงคุณภาพดีที่สุดตามที่แสดงใน
ตารางที่ 6 ขั้นตอนการประเมิน ผู้วิจัยเปิดไฟล์เสียงครั้งละหนึ่งไฟล์ และให้ผู้เข้าร่วมใช้วิจารณญาณส่วนบุคคลตัดสินว่าเสียงที่
ได้ยินเป็น “เสียงจริง” หรือ “เสียงปลอม” ผลการตัดสินใจทั้งหมดถูกบันทึกลงในแบบประเมิน ส าหรับงานวิจัยฉบับนี้ ได้น า
ผลดังกล่าวมาประยุกต์ใช้ในการวิเคราะห์เพิ่มเติม โดยเปรียบเทียบกับผลการจ าแนกเสียงของปัญญาประดิษฐ์ (แบบจ าลองที่มี
ประสิทธิภาพโดยรวมสูงที่สุดจากการประเมินด้วยชุดข้อมูลประเมินผล) 

 

ตารางที่ 6 NKRAFA Thai Dataset   

ชุดข้อมูล 
เสียงจริง เสียงปลอม 

หัวหน้านักเรียนนายเรืออากาศ 
บันทึกเสียง 

หัวหน้านักเรียนนายเรืออากาศ 
MaskCycleGAN-VC           

Evaluation 10 10 
 

ผลการวิจัยและวิจารณ์ผล 
1. ผลการศึกษาแนวทางการตรวจจับเสียงปลอมแปลงด้วยเทคโนโลยีปัญญาประดิษฐ์ 
 ผลการศึกษาพบว่าเสียงปลอมที่สร้างขึ้นจากเทคโนโลยีปัญญาประดิษฐ์เชิงก าเนิด มีความสามารถในการเลียนแบบ
เอกลักษณ์ของเสียงมนุษย์ได้อย่างแนบเนียน ทั้งในด้านจังหวะ น ้าเสียงและการถ่ายทอดอารมณ์ ซึ่งยากต่อการตรวจจับด้วย
การฟังของมนุษย์เพียงอย่างเดียว โดยเทคโนโลยีที่นิยมใช้ในการสร้างเสียงปลอม ได้แก่ การแปลงเสียง  การโคลนเสียง และ
การแปลงข้อความเป็นเสียง จากการศึกษาสถาปัตยกรรมภายในของปัญญาประดิษฐ์เชิงก าเนิดพบว่า ส่วนใหญ่ใช้โครงข่าย
ปฏิปักษ์เชิงก าเนิด (Generative Adversarial Network: GAN) ซึ่งประกอบด้วยโครงข่ายประสาทเทียมแบบคอนโวลูชัน โดย
มีโครงข่ายผู้สร้าง (generator) ส าหรับสร้างเสียงปลอมและโครงข่ายผู้แยกแยะ (discriminator) ส าหรับตรวจสอบความ
แตกต่างระหว่างเสียงจริงและเสียงปลอม ทั้งนี้ผู้วิจัยได้เสนอแนวทางการพัฒนาและปรับปรุงโครงข่ายผู้แยกแยะเพื่อใช้ในการ
ตรวจจับเสียงปลอมแปลงของบุคคลสาธารณะ พร้อมเปรียบเทียบผลการทดลองด้วยงานวิจัยนี้กับงานวิจัยที่เกี่ยวข้อง ตาม
ตารางที่ 7 
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ตารางที ่7 เปรียบเทียบผลการทดลองด้วยงานวิจัยนี้กับงานวิจัยท่ีเกีย่วข้อง 
Reference Method Features Extraction Dataset Accuracy Model Purpose 

กฤติภูมิและคณะ (2566) CNN-4 MFCC (Fixed Input) YouTube, Fakeyou 0.9701 General6  
Fathima et al. (2024) CNN-2 Mel-Spectrogram 

(Fixed Input) 
ASVspoof2019 (LA) 0.9502 General6 

งานวิจัยนี ้ Mask CNN-4 
Mask SE-ResNet-34 
Mask SE-ResNeXt-1521st 

Mel-Spectrogram 
(Flexible Input) 

บันทึกเสียง (หัวหน้านกัเรียนนาย-
เรืออากาศ: TM03) NKRAFA 
Thai   Play.ht  Speechify  
Lovo.AI  WaveFakeFake-or-
Real  ASVspoof2021 (DF)  In-
the-Wild  MaskCycleGAN-VC 

1.0003 

0.9834 

1.0005 

Specific7  

0.9701: ได้จากการค านวณด้วยชุดทดสอบ 
0.9502: ได้จากการค านวณด้วยชุดทดสอบ 
1.0003: ได้จากการค านวณด้วยชุดทดสอบ ส าหรับการประเมินประสิทธิภาพเบ้ืองต้น 
0.9834: ได้จากการค านวณด้วยชุดประเมินผลที่ผ่านการปรับแต่งแบบจ าลองแล้ว ส าหรับการประเมินประสิทธิภาพแบบจ าลองในการประยุกต์ใช้งานจริงกับ
ข้อมูลใหม่ที่ไม่เคยเห็นมาก่อน 
1.0005: ได้จากการค านวณด้วยชุดข้อมูล NKRAFA Thai ส าหรับการทดสอบในสถานการณ์จริง  
General Purpose6: แบบจ าลองที่ออกแบบมาเพื่อใช้งานทัว่ไป ส าหรับการแยกแยะเสียงมนุษย ์(real) และเสียงสังเคราะห์ (fake) ของบุคคลทั่วไป ซ่ึงเหมาะกับ
การใช้งานในวงกว้าง แต่ความแม่นย าอาจไม่สูงพอส าหรับบริบทที่ต้องยืนยันตัวบุคคลอย่างเข้มงวด 
Specific Purpose7: แบบจ าลองที่ออกแบบมาเพื่อใช้งานเฉพาะด้าน ส าหรับการแยกแยะเสียงจริง (real) และเสียงปลอม (fake) ของบุคคลสาธารณะ งานวิจัย
นี้มุ่งเน้นแนวทางนี้ เนื่องจากบุคคลสาธารณะเป็นกลุ่มเป้าหมายที่เสียงของพวกเขามักถูกน าไปสร้างข้อมูลปลอมเพื่อบิดเบือนหรือน าไปใช้ในทางที่ผิด และอาจ
ส่งผลกระทบต่อความมั่นคงของชาติ ดังนั้น การตรวจจับเสียงปลอมของบุคคลเหล่านี้จึงต้องการความแม่นย าสูงสุดเพื่อใช้เป็นเครื่องมือดิจิ ทัลในการพิสูจน์
หลักฐานและสร้างความน่าเชื่อถอืในเชิงกฎหมาย อีกทั้งการพัฒนาแบบจ าลองเฉพาะบุคคลยังช่วยลดอคติจากการเรยีนรู้เสียงของบุคคลอื่น ท าให้ผลลัพธ์สะท้อน
เอกลักษณ์ของบุคคลนั้นได้ตรงกว่า ความท้าทายส าคัญคือการเก็บข้อมูลเสียงของบุคคลเดียวกันในหลายสภาพแวดล้อมซ่ึงท าได้ยากและใช้เวลามาก รวมถึงเสียง
ปลอมที่สร้างจากเทคโนโลยีสังเคราะห์รุ่นใหม่ซึ่งเลียนแบบเอกลักษณ์ของเสียงมนุษย์ได้แนบเนียนมากขึ้น แบบจ าลองลักษณะนี้จึงมีความซับ ซ้อนและต้องใช้
ทรัพยากรมากกว่าการสร้างแบบจ าลองทั่วไป แต่ก็ให้ความแม่นย าและความน่าเชื่อถือสูงกว่า 
 

2. ผลการประเมินประสิทธิภาพแบบจ าลองด้วยชุดทดสอบ 

 ผลการประเมินประสิทธิภาพแบบจ าลองด้วยชุดทดสอบ ตามตารางที่ 8 
 

ตารางที่ 8 ผลการประเมินประสิทธิภาพแบบจ าลองด้วยชุดข้อมูลทดสอบ 
Model Average ± S.D. 

Accuracy Precision Recall F1-Score 
Mask CNN-4 1.0 ± 0.0 1.0 ± 0.0 1.0 ± 0.0 1.0 ± 0.0 
Mask SE-ResNet-34 1.0 ± 0.0 1.0 ± 0.0 1.0 ± 0.0 1.0 ± 0.0 
Mask SE-ResNeXt-152 1.0 ± 0.0 1.0 ± 0.0 1.0 ± 0.0 1.0 ± 0.0 

  

 จากผลการทดลองพบว่า ทุกแบบจ าลองสามารถท างานได้อย่างสมบูรณ์แบบในทุกตัวชี ้ว ัด โดย accuracy  
precision  recall และ F1-score มีค่าเฉลี ่ยเท่ากับ 1 .0 และมีค่าเบี ่ยงเบนมาตรฐานเป็น 0 .0 แสดงถึงความแม่นย า 
เสถียรภาพ และมีความสามารถในการแยกแยะเสียงจริงและเสียงปลอมได้อย่างครบถ้วน ทั้งนี้เพื่อยืนยันว่าผลลัพธ์ไม่ได้เกิด
จากการแบ่งข้อมูลเพียงครั้งเดียวและเพื่อป้องกันการเกิด overfitting ผู้วิจัยได้ประเมินเพิ่มเติมสองวิธีได้แก่ 1) การใช้ 5-fold 
cross-validation โดยแบ่งข้อมูลออกเป็นห้าส่วนและสลับเลือกหนึ่งส่วนเป็นชุดตรวจสอบในการฝึกฝน ผลลัพธ์ที่ได้สอดคล้อง
กับการประเมินประสิทธิภาพเบื้องต้น และ 2) การใช้ชุดประเมินผลเพื่อค้นหาความสามารถการเรียนรู้ทั่วไปของแบบจ าลอง 
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3. ผลการประเมินประสิทธิภาพแบบจ าลองด้วยชุดประเมินผล 

 ผลการประเมินประสิทธิภาพแบบจ าลองด้วยชุดประเมินผล ตามตารางที่ 9 
 

ตารางที่ 9 ผลการประเมินประสิทธิภาพแบบจ าลองด้วยชุดประเมินผล 
Model Average ± S.D. 

Accuracy Precision Recall F1-Score EER1st EER1st 

Mask CNN-4 0.829 ± 0.034 0.987 ± 0.036 0.673 ± 0.103 0.794 ± 0.050 0.008 7.680 x 10-6 
Mask SE-ResNet-34 0.855 ± 0.075 0.924 ± 0.049 0.773 ± 0.141 0.836 ± 0.093 0.050 0.314 
Mask SE-ResNeXt-152 0.863 ± 0.064 0.980 ± 0.041 0.746 ± 0.152 0.838 ± 0.086 0.016 0.029 
EER1st: ผู้วิจัยคัดเลือกค่าที่มี EER ต ่าที่สุด (อันดับ 1) จากการฝึกซ ้า 10 ครั้งของแต่ละแบบจ าลอง มาใช้เป็นตัวแทนในการรายงานผล เพื่อสะท้อน
ประสิทธิภาพสูงสุดที่แบบจ าลองสามารถท าได้ภายใต้เง่ือนไขการฝึกที่แตกต่างกัน 
Threshold2: ค่าขอบเขตการตัดสินใจที่ปรับเพื่อหาจุดสมดุลระหว่าง FPR และ FNR โดยจุดที่ทั้งสองค่าเท่ากันจะถูกใช้ในการค านวณ EER ของแต่
ละแบบจ าลอง ดังนั้น ค่า Threshold จึงสะท้อนเกณฑ์ที่แบบจ าลองใช้ในการจ าแนกเสียงจริงกับเสียงปลอม ซ่ึงอาจแตกต่างกันไปตามคุณลักษณะ
ที่แบบจ าลองเรียนรู้ได้ 
 

 จากผลการทดลองพบว่าแบบจ าลอง Mask SE-ResNeXt-152 มีประสิทธิภาพโดยรวมสูงที่สุดเมื่อเทียบกับ Mask 
CNN-4 และ Mask SE-ResNet-34 โดยมีค่า accuracy เฉลี่ย 0.863 และ F1-score เฉลี่ย 0.838 ซึ่งสูงท่ีสุดในบรรดาทั้งสาม
แบบจ าลอง แสดงถึงความสามารถในการจ าแนกเสียงจริงและเสียงปลอมได้อย่างมีประสิทธิภาพ แม้ว่า Mask CNN-4 จะมี 
precision เฉลี่ยสูงที่สุดที่ 0.987 แต่มี recall ต ่าที่ 0.673 สะท้อนว่าแบบจ าลองสามารถท านายเสียงปลอมได้แม่นย าแต่ยังมี
การตรวจจับตกหล่น ขณะที่ Mask SE-ResNeXt-152 ให้สมดุลระหว่าง precision และ recall ได้ดีกว่า และยังมีค่า EER 
0.016 ที่ต ่ามาก แสดงถึงอัตราความผิดพลาดที่มีค่าน้อยมาก โดยรวมแล้วผลการทดลองยืนยันว่า Mask SE-ResNeXt-152 
เป็นแบบจ าลองที่เหมาะสมที่สุดในการน าไปประยุกต์ใช้การตรวจจับเสียงปลอมแปลงของบุคคลสาธารณะ ภายใต้ชุด
ประเมินผลซึ่งเป็นข้อมูลใหม่ที่แบบจ าลองไม่เคยเห็นมาก่อน 

4. ผลการฝึกฝนและการทดสอบแบบจ าลอง 
 ผู้วิจัยได้คัดเลือกแบบจ าลองที่ดีที่สุดในแต่ละแบบจากผลการประเมินประสิทธิภาพแบบจ าลองด้วยชุดประเมินผล 
(ตารางที่ 9) โดยมีผลการฝึกฝนและการทดสอบแบบจ าลอง ตามตารางที่ 10 พร้อมท้ังแสดงกราฟ ดังรูปที่ 6 - 7 
 

ตารางที่ 10 ผลการฝึกฝนและการทดสอบแบบจ าลอง 

Model Mask CNN-4 Mask SE-ResNet-34 Mask SE-ResNeXt-152 
Version1 9 3 4 
Epochs (Early Stopping) 35 35 46 
Training Duration (Minutes) 12.19 31.28 85.38 
Number of Parameters (Million)   4.58 21.43 36.04 
Model Size (MB) 18.40 85.90 145.20 
GPU Memory Usage (MB) 3486 2904 15000 
CPU Latency (ms) 8.86 15.00 26.22 

Version1: แต่ละแบบจ าลองจะถูกฝึกฝนซ ้าจ านวน 10 ครั้ง ภายใต้พารามิเตอร์และสถาปัตยกรรมเดียวกัน แต่ใช้การสุ่มค่าเริ่มต้นที่ต่างกันและ
ระบบจะก าหนดหมายเลขล าดับ (Version 1 - 10) ตามล าดับการฝึกที่เสร็จสิ้น เพื่อให้ง่ายต่อการติดตามและประเมินผลลัพธ์ที่ได้จากแต่ละรอบ
การฝึก 
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รูปที่ 6 Learning Rate                                                    รูปที่ 7 Validation Loss 
 

 เมื่อเปรียบเทียบแบบจ าลองทั้งสาม ตามตารางที่ 10 พบว่า Mask CNN-4 มีข้อดีที่เด่นคือใช้เวลาฝึกสั้นที่สุดเพียง 
12.19 นาที มีขนาดเล็ก ใช้หน่วยความจ า GPU ต ่า และจากทดสอบโดยใช้ความยาวเสียง 1 วินาที ประมวลผลบน CPU  
มี latency ต ่าที่สุด เหมาะส าหรับการใช้งานในระบบท่ีต้องการความรวดเร็วและมีข้อจ ากัดด้านทรัพยากร จากรูปที่ 6 และ 7 
ยังพบว่า Mask CNN-4 สามารถปรับค่า learning rate และลดค่า validation loss ลงได้อย่างรวดเร็วและคงที่ แต่ข้อเสีย 
คือประสิทธิภาพการจ าแนกเสียงยังต ่ากว่าแบบจ าลองอื่น ส าหรับ Mask SE-ResNet-34 ใช้เวลาฝึก 31.28 นาที มีขนาดและ 
การใช้ทรัพยากรเพิ่มขึ้น แต่ผลจากกราฟ learning rate และ validation loss แสดงให้เห็นว่าแบบจ าลองมีการปรับตัวที่ 
ค่อยเป็นค่อยไป ท าให้เกิดความสมดุลระหว่างความเร็วในการฝึกและความแม่นย าของผลลัพธ์ จึงถือว่ามีความสมดุลที่ดีกว่า 
Mask CNN-4 ส่วน Mask SE-ResNeXt-152 แม้จะใช้เวลาฝึกนานที่สุดถึง 85.38 นาที และใช้หน่วยความจ ารวมถึง latency 
สูงสุด แต่จากกราฟทั้งสองแสดงให้เห็นว่าแบบจ าลองสามารถรักษา validation loss ให้อยู่ในระดับต ่าอย่างต่อเนื่อง และ 
ปรับลด learning rate ได้สอดคล้องกับความซับซ้อนของแบบจ าลอง ส่งผลให้ได้ประสทิธิภาพในการจ าแนกเสียงจรงิและเสยีง
ปลอมดีที่สุด เหมาะส าหรับงานท่ีให้ความส าคัญกับความแม่นย ามากกว่าความเร็วในการประมวลผล 
5. ผลการใช้งานแบบจ าลอง Mask SE-ResNeXt-152 ผ่านเว็บแอปพลิเคชัน  
 ผู้วิจัยได้ประยุกต์การตรวจจับเสียงปลอมแปลงของบุคคลสาธารณะผ่านเว็บแอปพลิเคชัน โดยเลือกใช้แบบจ าลอง 
Mask SE-ResNeXt-152 เวอร์ชัน 4 ตามตารางที่ 10 ซึ่งให้ผลลัพธ์ดีที่สุดจากการประเมินด้วยชุดข้อมูลประเมินผล หลังจาก
ปรับค่า threshold แล้ว แบบจ าลองสามารถท า accuracy ได้สูงถึง 0.983 โดยมีค่า FPR และ FNR ต ่าเพียง 0.016 และ 
0.008 ตามล าดับ ตัวอย่างการทดสอบแสดงในรูปที่ 8 แม้เสียงจริงและเสียงปลอมจะพูดข้อความเดียวกันและหูมนุษย์  
แทบจะแยกไม่ออก แต่เมื ่อพิจารณา Mel-spectrogram จะเห็นความแตกต่างของฮาร์มอนิก (harmonics) ซึ่งหมายถึง 
คลื่นความถี่ที ่เกิดขึ ้นร่วมกับความถี ่พื ้นฐาน (Fundamental frequency: F0) โดยเป็นทวีคูณของ F0 การผสมกันของ 
ฮาร์มอนิกเหล่านี้สร้างคุณลักษณะของเสียงที่เรียกว่า คุณภาพเสียง (timbre) ท าให้เสียงของแต่ละบุคคลมีเอกลักษณ์เฉพาะ 
แม้จะพูดด้วยระดับเสียงและความดังเท่ากันก็ตาม (สถาบันส่งเสริมการสอนวิทยาศาสตร์และเทคโนโลยี, 2563; อานนท์และ
พายัพ, 2568) ดังนั้น แบบจ าลองสามารถใช้คุณลักษณะเชิงฟิสิกส์เหล่านี้ซึ่งมนุษย์ฟังแทบไม่ออก เป็นเกณฑ์ตัดสินผลได้  
อย่างแม่นย าจากค่าความเชื่อมั่นและผลการพยากรณ์ อีกทั้งค่า KDSD ยังแสดงความแตกต่างได้ชัดเจน โดยเสียงจริงมีค่าต ่า
มาก ซึ่งสะท้อนว่าคุณลักษณะเชิงสเปกตรัมมีความใกล้เคียงและคงเอกลักษณ์ของผู้พูดได้สม ่าเสมอ ในขณะที่เสียงปลอมมคี่า
สูงกว่าอย่างมีนัยส าคัญ บ่งชี้ว่าการกระจายของคุณลักษณะเสียงแตกต่างไปจากเสียงจริงอย่างชัดเจน แม้หูมนุษย์อาจรับรู้ไม่
ออกก็ตาม ทั้งนี้ งานวิจัยน าเสนอผลในหน่วย mKDSD เพื่อให้การรายงานและเปรียบเทียบค่ามีความสะดวกและละเอียดมาก
ขึ้น นอกจากนี้การถอดเสียงพูดด้วยแบบจ าลองรู้จ าเสียงพูดของ Facebook AI พบว่า เสียงปลอมที่สร้างด้วยเทคโนโลยี
ปัญญาประดิษฐ์เชิงก าเนิดยังสามารถถอดเป็นข้อความได้ถูกต้องทุกประการ ซึ่งสะท้อนถึงความแนบเนียนและความสมจริง
ของเสียงปลอมและตอกย ้าความท้าทายในการตรวจจับในสถานการณ์จริง 
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Mask SE-ResNeXt-152 V.4 
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        (ก) การทดสอบด้วยเสยีงจริง                                      (ข) การทดสอบด้วยเสียงปลอม 
 

รูปที่ 8 การประยุกต์ใช้งานการตรวจจับเสียงปลอมแปลงของบุคคลสาธารณะผ่านเว็บแอปพลเิคชัน 
  

6. ผลการประยุกต์ใช้งานในการปฏิบัติการทางไซเบอร์เชิงรับเพ่ือบรรเทาภัยคุกคามจากข้อมูลบิดเบือนบนมิติไซเบอร์ 
 จากการประยุกต์ใช้งานปัญญาประดิษฐ์ด้วยแบบจ าลอง Mask SE-ResNeXt-152 ผ่านเว็บแอปพลิเคชัน โดยใช้ 
ชุดข้อมูล NKRAFA Thai ตามตารางที่ 6 ส าหรับการตรวจจับเสียงปลอมแปลงของบุคคลสาธารณะ แสดงดังรูปที่ 9 ผลการ
ทดลองพบว่า แบบจ าลองสามารถลดความผิดพลาดในการตัดสินใจได้อย่างชัดเจน โดยในกรณีที่มนุษย์ฟังเองยังมีอัตราการ
โดนหลอกสูงถึง 56% และ 41% (เสียงปลอมถูกตัดสินว่าเป็นเสียงจริงและเสียงจริงถูกตัดสินว่าเป็นเสียงปลอม) แต่เมื่อใช้
แบบจ าลองตรวจจับ อัตราความผิดพลาดเหล่านี้ได้ลดลงเหลือศูนย์ หรือถูกต้องครบถ้วนทุกไฟล์ สะท้อนถึงจุดแข็งส าคัญของ
แบบจ าลองที่สามารถป้องกันการถูกหลอกจากเสียงปลอมได้ดีกว่ามนุษย์โดยสิ้นเชิง 

นัยยะส าคัญ คือ เทคโนโลยีนี้สามารถน าไปประยุกต์ใช้เป็นเครื่องมือเชิงปฏิบัติการทางไซเบอร์เชิงรับ เช่น การยับยั้ง
การโจมตีหรือการบิดเบือนข้อมูลผา่นเสยีงปลอม ซึ่งมีตัวอย่างการใช้งานในเครือข่ายสังคมออนไลน์เพื่อสร้างข่าวสารเท็จ (fake 
news) อย่างแพร่หลายในปัจจุบัน นอกจากนี้ ยังช่วยเพิ่มความน่าเชื่อถือในการตรวจสอบข้อเท็จจริง สนับสนุนการตัดสินใจ
ของหน่วยงานด้านความมั่นคง และสามารถน าไปใช้ได้จริงในหลายบริบท เช่น นักวิเคราะห์ด้านความมั่นคง  ผู้ตรวจสอบ
ข้อเท็จจริง หน่วยงานภาครัฐ การพิสูจน์หลักฐาน การสืบสวนสอบสวน หรือการพิจารณาคดีในช้ันศาล 
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รูปที่ 9 การเปรียบเทียบการประเมินประสิทธิผลในการหลอกลวงผู้ฟังระหว่างมนุษย์และปัญญาประดิษฐ์ โดยใช้ชุดข้อมูล 
NKRAFA Thai ของบุคคลสาธารณะ (หัวหน้านักเรียนนายเรืออากาศ: TM03) เสียงจริง 10 ไฟล์ และเสียงปลอม 10 ไฟล์  
รวม 20 ไฟล์ กลุ่มตัวอย่างนักเรียนนายเรืออากาศ 50 คน โดยแต่ละคนประเมินเสียงท่ีสุ่มเลือกจ านวน 12 ไฟล์ 

 

สรุปผลการวิจัย 
1. ผลการศึกษาแนวทางการตรวจจับเสียงปลอมแปลงด้วยเทคโนโลยีปัญญาประดิษฐ์ 
 งานวิจัยนี้ได้ศึกษาการตรวจจับเสียงปลอมแปลงด้วยเทคโนโลยีปัญญาประดิษฐ์และศึกษาข้อมูลเสียงจากงานวิจัยที่
เกี่ยวข้อง ซึ่งช่วยให้ผู้วิจัยสามารถก าหนดแนวทางการการรวบรวมและการจัดเตรียมชุดข้อมูลได้อย่างเหมาะสมกับแบบจ าลอง
เฉพาะด้านส าหรับการแยกแยะเสียงจริงและเสียงปลอมของบุคคลสาธารณะซึ่งพัฒนาต่อยอดจากงานรู้จ าภาพด้วยโครงข่าย
ประสาทเทียมแบบคอนโวลูชัน ชุดข้อมูลเสียงท่ีใช้ในงานวิจัยนี้ประกอบด้วยเสียงจริงและเสยีงปลอมของบุคลสาธารณะ รวมถึง
เสียงปลอมของบุคคลอื่น เสียงจริงใช้จากอาสาสมัครหัวหน้านักเรียนนายเรืออากาศ โดยจ าลองเป็นบุคคลสาธารณะ ใช้เทคนิค
การเพิ่มข้อมูล ท าให้เพิ่มจ านวนข้อมูลเสียงได้มากขึ้น ส าหรับเสียงปลอมได้จากหลายแหล่ง ทั้งสร้างขึ้นเองด้วยเทคนิคการ
แปลงเสียง จาก MaskCycleGAN-VC โดยใช้เสียงต้นแบบจากผู้วิจัยแปลงเป็นเสียงของบุคคลสาธารณะ และใช้เทคนิคการ
โคลนเสียงจากเว็บไซต์ดังนี้  Play.ht  Speechify  Lovo.AI โดยอัปโหลดเสียงบุคคลสาธารณะ จากนั ้นระบบจะเรียนรู้
เอกลักษณ์เสียงบุคคลและสร้างเสียงปลอมด้วยเทคนิคการแปลงข้อความเป็นเสียง เพื่อเพิ ่มความแม่นย าในการเรียนรู้
ลักษณะเฉพาะของเสียงบุคคลสาธารณะและลดอคติที่อาจเกิดจากเสียงของบุคคลอื่น นอกจากนี้ยังใช้ข้อมูลเสียงปลอมของ
บุคคลอื่นจากชุดข้อมูลเสียงมาตรฐาน ได้แก่ WaveFake  Fake-or-Real  ASVspoof2021 Deepfake และ In-the-Wild 
ซึ่งครอบคลุมเทคนิคการสร้างเสียงสังเคราะห์หลากหลายประเภท เช่น WaveNet  WaveGAN  WaveGlow  HiFi-GAN และ 
MelGAN เป็นต้น เพื่อเพิ่มความแม่นย าในการตรวจจับเสียงปลอมแปลงจากแหล่งข้อมูลที่ไม่เคยเห็นมาก่อนและลดความ  
เสี่ยงจากการท านายผิดพลาด ทั้งนี้ผู้วิจัยได้แบ่งชุดข้อมูลเสียงดังนี้ ชุดฝึกฝน ชุดตรวจสอบ ชุดทดสอบ ในอัตราส่วน 74:18:8 
และชุดประเมินผล ชุดข้อมูลเสียงดังกล่าวนี้จะถูกแปลงให้อยู่ ในรูปแบบ Mel-Spectrogram ส าหรับการฝึกในแบบจ าลอง
ต่อไป 
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2. การพัฒนาแบบจ าลองการตรวจจับเสียงปลอมแปลงของบุคคลสาธารณะที่มีประสิทธิภาพ 
 ผู้วิจัยได้พัฒนาแบบจ าลองการตรวจจับเสียงปลอมแปลงของบุคคลสาธารณะ ได้แก่ Mask CNN-4  Mask SE-
ResNet-34 และ Mask SE-ResNeXt-152 โดยท าการฝึกฝนแบบจ าลองตามค่าที่ตั้งไว้ จ านวน 10 ครั้งในแต่ละแบบจ าลอง 
เพื่อเพ่ิมความสามารถการเรียนรู้ทั่วไปของแบบจ าลองจากการก าหนดค่าพารามิเตอร์เริ่มต้นเป็นแบบสุ่ม ใช้เทคนิค mask เพื่อ
จดจ าเฉพาะค่าจริงและเพิกเฉยกับค่าที่เติมเข้ามาในระหว่างการฝึกฝนแบบจ าลอง ท าให้สามารถประมวลผลได้หลาย  batch 
พร้อมกัน ซึ่งช่วยให้การฝึกฝนรวดเร็วขึ้นอย่างมีประสิทธิภาพ พร้อมเพิ่มเสถียรภาพและความแม่นย าในเรียนรู้จาก ข้อมูล 
ดิบแบบ 100% นอกจากนี้ยังใช้เทคนิค early stopping เพื่อหยุดการฝึกฝนแบบอัตโนมัติ โดยพิจารณาจากการลดลงอย่าง
ต่อเนื่องของค่าความผิดพลาดในชุดตรวจสอบเป็นหลัก ซึ่งระบบจะยุติการฝึกเมื่อค่าดังกล่าวเพิ่มขึ้นตามจ านวนครั้งท่ีก าหนดไว้
ล่วงหน้า ท าให้ได้เวอร์ชันที่ดีที ่สุดส าหรับการน าไปทดสอบ ผลการประเมินประสิทธิภาพด้วยชุดทดสอบแสดงให้เห็นว่า 
แบบจ าลองทั้งหมดสามารถจ าแนกได้อย่างแม่นย าสมบูรณ ์(ค่า accuracy เฉลี่ย 100%) ขณะที่การทดสอบด้วยชุดประเมินผล 
พบว่า Mask SE-ResNeXt-152 มีประสิทธ ิภาพสูงสุด (ค่า accuracy เฉล ี ่ย 86 .33 ± 6.48%) และสามารถปรับแต่ง 
ค่าพารามิเตอร์เพื่อเพิ่มค่า accuracy ได้สูงสุดถึง 98.33% และ EER ต ่าเพียง 0.016 
3. การเสนอแนวทางการประยุกต์ใช้งานในการปฏิบัติการทางไซเบอร์เชิงรับ 
 ผู ้ว ิจ ัยได้ประยุกต ์ใช ้งานแบบจ าลอง SE-ResNeXt-152 ผ ่านเว็บแอปพลิเคชัน ซึ ่งแสดงผลการพยากรณ์  
ค่าความเชื่อมั่น ค่าระยะห่างเสียงเชิงลึกแบบเคอร์เนล และการถอดเสียงพูดเป็นข้อความ จากการทดสอบในสถานการณ์  
จริงด้วยชุดข้อมูล NKRAFA Thai (20 ตัวอย่างเสียงที่ดีที่สุด : 10 เสียงจริง 10 เสียงปลอม) พบว่าสามารถจ าแนกเสียงปลอม
แปลงได้อย่างแม่นย าและมีประสิทธิภาพสูงกว่าการฟังของมนุษย์ โดยอัตราความผิดพลาดจากการฟังของมนุษย์ที่สูงถึง 56% 
และ 41% (เสียงปลอมถูกตัดสินว่าเป็นเสียงจริงและเสียงจริงถูกตัดสินว่าเป็นเสียงปลอม) ถูกลดลงจนเหลือศูนย์ สะท้อนถึง
ศักยภาพของแบบจ าลองในการบรรเทาภัยคุกคามจากข้อมูลบิดเบือนบนมิติไซเบอร์ แบบจ าลองนี้สามารถน าไปใช้เป็น 
เครื่องมือเชิงปฏิบัติการทางไซเบอร์เชิงรับ ไม่เพียงเพื่อการตรวจจับเสียงปลอมเท่านั้น แต่ยังช่วยยับยั้งการโจมตีหรือการ
บิดเบือนข้อมูลผ่านเสียงปลอมในเครือข่ายสังคมออนไลน์ เพิ่มความน่าเชื่อถือในการตรวจสอบข้อเท็จจริง สนับสนุนการ
ตัดสินใจของหน่วยงานด้านความมั่นคง และสามารถต่อยอดไปสู่การใช้งานจริงในหลายบริบท เช่น การพิสูจน์หลักฐาน   
การสืบสวนสอบสวน และการพิจารณาคดีในช้ันศาล 
4. ข้อจ ากัดของงานวิจัยและการเสนอแนวทางการวิจัยในอนาคต 
 งานวิจัยนี้แม้จะแสดงให้เห็นว่าแบบจ าลองที่พัฒนาขึ้นสามารถตรวจจับเสียงปลอมแปลงได้อย่างมีประสิทธิภาพ  
แต่ยังมีข้อจ ากัดบางประการ ได้แก่ การจัดเตรียมชุดข้อมูลส าหรับบุคคลเฉพาะ ซึ่งต้องอาศัยการเก็บเสียงของบุคคลเดียวกัน  
ในหลายสภาพแวดล้อม ท าให้ได้ข้อมูลจ านวนจ ากัดและยังไม่ครอบคลุมสถานการณ์จริงทั้งหมด อีกทั้งเทคนิคการสร้าง  
เสียงปลอมที่ใช้ยังจ ากัดเพียงบางประเภท เช่น การแปลงเสียงหรือการโคลนเสียง จึงอาจไม่ครอบคลุมเทคโนโลยีสังเคราะห์
เสียงที่ซับซ้อนกว่าในปัจจุบัน ดังนั ้นงานวิจัยในอนาคตควรเพิ่มการเก็บข้อมูลให้ครอบคลุ มหลายสภาพแวดล้อมและ
หลากหลายเทคนิคการสร้างเสียงปลอม ตลอดจนพัฒนาแบบจ าลองให้ซับซ้อนขึ้นเพื่อยกระดับความแม่นย า ความทนทาน 
และศักยภาพในการน าไปใช้งานจริง 
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กิตติกรรมประกาศ 
 ผู้วิจัยขอแสดงความขอบคุณอย่างสุดซึ ้งต่อกองทัพอากาศที่สนับสนุนทุนการศึกษา อันเป็นก าลังส าคัญในการ
ด าเนินการวิจัยครั้งนี้ พร้อมท้ังขอขอบพระคุณโรงเรียนนายเรืออากาศนวมินทกษัตริยาธิราชท่ีเอื้อเฟ้ือสถานท่ีและอ านวยความ
สะดวกในทุกขั้นตอน ตลอดจนคณะกรรมการติดตามงานวิจัยและอาจารย์ที่ปรึกษาซึ่งได้ให้ค าแนะน าและข้อเสนอแนะ 
อันทรงคุณค่าอย่างต่อเนื่อง นอกจากนี้ขอขอบคุณนักเรียนนายเรืออากาศที่ให้ความร่วมมือในการจัดเตรียมข้อมูลเสียงและ
บุคลากรส านักบัณฑิตศึกษาที่ให้ความช่วยเหลือด้านเอกสารและกระบวนการทางวิชาการด้วยความเอื้ออาทร 
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