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ABSTRACT

This research aims to 1) investigate approaches for detecting voice spoofing using artificial
intelligence (Al), 2) develop an effective model for identifying synthetic voices of public figures, and 3)
propose an application framework for defensive cyber operations. The research process included preparing
a speech dataset covering multiple spoofing technologies such as Voice Conversion, Voice Cloning, and
Text-to-Speech synthesis, with Mel-spectrograms employed for feature extraction. Three deep architectures,
Mask CNN-4, Mask SE-ResNet-34, and Mask SE-ResNeXt-152, originally derived from image recognition
models, were further extended and customized to build specialized models for distinguishing between
genuine and synthetic voices of public figures. Experimental results with testing and evaluation sets,
including previously unseen data, showed that all models achieved accurate classification, with Mask SE-
ResNeXt-152 vyielding the highest performance at 98.33% accuracy under optimized parameters.
Furthermore, the model was deployed in a web-based application that presents predictions, confidence
scores, Kernel Deep Speech Distance (KDSD), and transcription outputs to support decision-making in cyber
defense operations. Real-world testing using the NKRAFA Thai dataset confirmed that the model
outperformed human listeners in identifying voice spoofing, reducing the misclassification rates of false
acceptance and false rejection from 56% and 41% respectively to zero. These findings demonstrate the

strong potential of the proposed model to mitigate disinformation threats in the cyber domain.
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Lﬁaﬁummmmmmmiﬁauﬁﬂl”ﬂﬂmuwmﬁ’waaa (model generalization performance) daduf Snddayin
wuudassanansahanudanyeilniululssgndliiutesalmidlinenuinnoulfesiiussavsnmisda mn
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Data Augmentation  MaskCycleGAN-VC WaveFake Fake-or-Real ASVspoof2021 (DF) In-the-Wild

Training 1800 100 400 400 400 500
Validation 450 25 100 100 100 125
Testing 180 10 40 40 40 50

Feeadal deseswevimiiniSeuuaiseeinia (TM03) lnedaeuluyanaaisisae iefiuanuuiuglunisiduazanniny
o = = A4 o a o v en v o A A iy
audgannidesyanaduy andunistuiinluanimwindeniusaaindessuniu seggunsallnsdnidletio sauvisdu 135 Uselea Tunns
Andunaznageusuudtaes §idelddndunsmuduneunisuisioyasginasindn lnaisuainnisulsdeyaduatuesnduyaiin u
YAnTIvdeu wargavadeunaudusuduusn Mndudniwaiianisiindeya (data augmentation) anld ieUseiliuusy@vsnmees
wuuasdlunsinuiuteyalvildegralunans lnewmadaildusznaudie n1susuAdides (pitch shift + 2 semitones) N1sUsu
AT (speed factor 0.9 - 1.1 i) uazn1sifindayay1assunau (saussian noise SNR 15-30 dB) dwalidnusudeyaidsafiniuain
i 2,430 Uselen

HesUaeu® desdaonveynnaansnsuy §33eldasnsuainnsuiandsing MaskCycleGAN-VC (Kaneko et al., 2021) Ingl#idss
v va o & < o o v o A4 vaw gy v = v
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WaveFake (Frank and Schoénherr, 2021) Fake-or-Real (Abdeldayem, 2021) ASVspoof2021 Deepfake (ASVspoof Consortium,
2021; Liu et al., 2023) uaz In-the-Wild (Mohamed, 2022) #8n15duAI8E190UTINIUNNNUA TBLANNAINWIUEIVBILUUTIABY
lunsasaduidesUasuudasnunasdayaiilireuinnouwazanmnudeinnisiueianaindanseunqunailanisadng
Veadansigst (vocoder) nannuaneuszuan (Oord et al., 2016; Donahue et al., 2019; Kumar et al., 2019; Kong et al., 2020) wu

WaveNet WaveGAN WaveGlow HiFi-GAN wag MelGAN Judu

A5 2 MsUsEuUsEAEAMLUUTIaeY WeAuMANANTaN SRR LUTaMULTIaeEYAUsIIUNE

GREEOE \FesUaon’
ﬁﬂ%aﬂa YPABEISITEUE YARAAIS1T0UE YAABEITITEUY YAABANSITME  YARREISIT
New Environment  MaskCycleGAN-VC Play.ht Speechify Lovo.Al
Evaluation 120 30 30 30 30

FearTal: (desiavesyanaansisne Suiindeduanimuandenlyal wu Tuanwuiififidessuniuuansnaanidy sudsdnvugesum
weilugUuuulv nane WumsianBesanunanu Tegldaladmsnavesiiiufinides sau 120 Uselon
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oadumeang3de (Homnmlne) uwandudesyanaasisuy uonanidainiunnnslaaudssaniuled dail playht
(Play.ht, 2025), Speechify (Speechify, 2025) uaz Lovo.Al (Lovo.Al, 2025) lnsgulnanidesuesunnaansisoe (Fevmnwilne) uay
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3.1 MINAUILUUTIABS
AidglaiausesenuuudtaeInnui T naslasieUssaniisniuuaeuligdu (Convolutional
Neural Networks: CNN) anaim1319#t 3 deinisuszgndldauaiedmiumsasieduidosasuudas Tnedredeann
581999909 Yi et al. (2023) AlFFUTNguLUUTIa83 CNN waz ResNet lilasea$hs backbone Wuguildifu
ag9nievslunisnsatuidsavasuuavan inenssuiing1u Squeeze-and-Excitation (SE) 1y SE-ResNet
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vilinsduunideseiauazdesasuiinuusiug gy dunsfnudiadonld CNN (nqAgiuazanis, 2566;
Fathima et al., 2024) SE-ResNet-34 way SE-ResNeXt-152 (He et al., 2016; Hu et al., 2018; StickCui, 2019) 1Ju
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wadla Seazdun Reference

anUnenssy - Mask CNN-4: 1% convolutional layers 97w 4 Fu wiou receptive  Source Code'
field Faduveuiwnivvesdasoululassane lasflvuiadn vl
wangAuteyafitlvuind e
~ Mask SE-ResNet-34: 19’ residual blocks 112w 34 $u 9wy SE
blocks q’fﬂ‘d’sSJﬁ%’ufmﬁmj'aﬂﬁ'zymﬁmmw%w ilinsiseusd
AaudnvzSia g Nty
- Mask SE-ResNext-152: 191a5ea$198n 152 4u Saudunaln split-

transform-merge @ SE Blocks #uiefsnaudnumzidusndudauls

azLeANIN
Flexible Input: ARk UUYsd el daiuilduensisdandii wanin1s e wuiLaydw (2568)
Mel-Spectrogram nIzAENaNILTsdy g adsslulnunatazAud lnsdennaodnu

anuaizn15TUTTeITEUUNSIABUYDIUYYE

Mask? W eanstantzAaswasiineeduAdtasdunluvasdndy  Shashank et al. (2024)
wuudaes eaatiosnimuazanuusiugluzous

LeakyReLU Activation Lﬁaaﬂﬁiywﬁﬂ’]ima‘uadﬁﬁau (dead neuron problem) d@swal#  Maas et al. (2013)
wuaeuousldreitouasiiadosnmauniu

Embedding JoyalBedn (embedding) dnmiuidudoyanilalid 1Widedlddnsizd  owwikasmdn (2568)

ANUAMEATIYRIANINYMZIEEY METBNS KDSD nAtayaliadn

Dropout Wadulansvinnuresdiseuuidiu anaudsInmaseuiiiy - ngAgiuazauey (2566)
wafl (overfitting) vhlviaunsaldnuiudeyalvilinawy Fathima et al. (2024)
Output: FUUNLEBI9TS (real) iTaidsUany (fake) YBIUARRAEITRIY 2INAN

Binary Classification  @13i58aeafifivas fully connected Tutuanving

Source Code’: https://github.com/NKRAFAVoiceAl/FakeVoiceDetection

Mask? fregrenislinuuansdesuil 3 Taeg3dorimun batch size = 4 el dusogaUsenounisesunetuneunisinnisdeya
lAuA MSIASEIMINANE NM5¥T Padding TWlimnnuenmindu waznisid Masking Lﬁmﬁﬂmﬂﬁuuﬁiﬂﬁ@gaﬁﬂ (Raw Data) 35n13
faenndaiunanisAnuves Shashank et al. (2024) uansiunain Masking Sdrugleuadssnmrazauusudilunisin

wuudaedavaziudoyailiduiu lunislinduaiswuinves batch Lildsinegd 4 wiaunsaufulimunzannudesiiauas

P
|

UszdvSnmaesheUszananansiiin (GPU) viail msld batch fflvunalngTuavdlslinisussinanasingidy eswinnisuiu
Gradient Fuduanuduvesileidugade (loss function) uazdfirmmenisusuiminvesuuusiaes endenisiadeainualediegie
Tusouidlen eglsinu winduwalwaliuly e1adwasennuaunsalunisiseuiiluvesuuusiass (Keskar et al., 2017; Masters

and Luschi, 2018)
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Batch 1 Raw Data (10s)

Batch 2 Raw Data (8s) Padding (2s)
N
Z Batch 3 Raw Data (7s) Padding (3s) Mask
q% Batch 4 Raw Data (6s) Padding (ds)
i
Time (s)

E‘Uﬁ 3 Mel-spectrogram input for 4-batch processing with masked padding ignored during training

3.2 UABUNSHNHULUUINGDS

v

AMTINTENEULUUTIERY wanddsgun 4 TneliseasiBenluusiasdiudsl

Real Fake Labeling Hyperparameter Settings
- MaskCycleGAN-VC - Sampling Rate
ypRaETIS0UE - Fake-or-Real - Leamin-g Rate
+ Data Augmentation - Inthe-Witd - Batch Size
(Pitch, Speed, Noise) - WaveFake - Epochs
- ASVspoof2021 (DF) - Early Stopping

Waveforms / Mel-Spectrogram
—_—

Data Preparation | : Training

Training

Validation —————— Dataset

Fake Voice Detection Model of Public Figures Real Fake

- MaskCycleGAN-VC - MaskCycleGAN-VC (New)
S e - Fake-or-Real - Voice Cloning: Play.ht,
ot At Pl (G o e T yARAADIS0UE ) )
Results: - In-the-Wild Speechify, Lovo.Al

(Original + New Environment)
- WaveFake

- ASVspoof2021 (DF)

Fake Voice Detection
Model of Public

Figures

Inference

I— Upload Audio File

for Web Application

- Mask CNN-4
- Mask SE-ResNet-34
- Mask SE-ResNeXt-152

Testing Evaluation

JUN 4 amsrumsEnauluuIaes

1) M37IUTIMYeYa (data collection)

nuAeEldgadoyades sudtspylilumeed 1 - 2

2) nsiwSeuveya (data preparation)

Foyatitweuuudiass fe dygrandesiignuuadlieslusuuuy Mel-spectrogram (McFee
et al., 2015) uaglaldfnseanuuaumasuuuanalwane Mel-filter banks §1u7u 128 &7 LﬁaLLiJaﬁay‘ammﬁ
T Huauuunuuunds dauanuenvesnuusuLUsiuNszazaossarindidss nturhnsszy ey
(label) vosdayaindudnemia (real) viaidosaay (fake) wardmifiutoyaifiolilunisUssananaludunoudaly

3) ﬂ’li(?ly’wi'lW’]i']ﬁLma%( (hyperparameter settings)

iesanmsimuasmsinefSuduiidnunzdy (random seed) Faanavhlinadwsvasusiay

ASENLANATSU LﬁaLﬁmmmmLﬁ'?i'a?]aLLasazﬁaummmmsﬂ‘luﬂﬁﬁauﬁﬁ’ﬂﬂmml,l,wai’ﬂam (Henderson et al.,

Yo o =%

2018) §33839In1sEng191uu 10 ATY serinensEniusuuItaedlaldinaia early stopping LilanganIsin
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snludfilleAnuiinnaialuynnsiaaey (validation loss) lianasellemdsainseunininun dagaetesiunis

v
o

Boufiunefuazanailisniu mndudideldussfiuszdns nnlnesurouuudians uarldidda Equal
Error Rate (EER) lunsifioniesduiiffiandmsunmirluldan dmsumsdsrmniimesvdn 16818 aunujin
fifeulunidefiAsrdomszfufufunnnsmassudotu Tay weight decay gnimuaiiearuauaim
Fudouvesuuuiians ileanarundsswesnisSoudifiuned Tnsnsadnuathmiinfdsnniuly daw step size
waz gamma L un151dmosues learning rate scheduler WUy SteplLR 7 l¥AIUANNTANAISMIINTITBUT

(learning rate) @u30UN1SEN (epochs) tetilinsiteusiinnuaiosuaylingaiainiull aumsed 4

A15197 4 NSAIATNISIRLABDITAMSUNSHNHWLUUTIRBS

Model Batch  Epochs Early Learning Weight Step Gamma Random Device
Size Stopping Rate Decay  Size Seed'
Mask CNN-4 8 100 10 le-4 le-4 10 0.1 N4 HP-Notebook?
Mask SE-ResNet-34 8 100 10 le-5 le-d 10 0.1 v HP-Notebook”
Mask SE-ResNeXt-152 8 100 10 le-4 le-d4 10 0.1 v Google Colab’

Random Seed': dammilmesisudunuudulumsfinusiazass ileazviouannzmehauaimeuuuians

HP-Notebook? CPU: Intel® CoreTM i7-9750H @ 2.60GHz x 12 GPU: NVIDIA GeForce GTX 1650 Mobile 4GB Primary/Secondary
Storage: RAM 8 GB / SSD 512 GB + HD 1 TB

Google Colab® GPU: T4 15GB Primary / Secondary Storage: RAM 12.7 GB / 112.6 GB (Free ~ 4 hours)

4. n13Usz iUl ANSAINLUUINGDY
1A398579983 confusion matrix (Vanacore et al., 2024) @1%3U binary classification 9uuNIAL39130

Fesaoy aumsad 5 IneldsaTadaunisil 1 - 7 (Pedregosa et al., 2011; Yi et al., 2023; Liu et al., 2023)

A15197 5 Confusion Matrix

e UGHGEEN inunewNa
TP (True Positive) \HesUaeu \HesUaeu (QnAiey)
TN (True Negative) e e GRERN)
FP (False Positive) e Hesaou (Hana1m)
FN (False Negative) GENIGR 1AE9939 (Hawan)

Accuracy T¥inAnuwiugveInsiineNgnsesmanlunng
TP+ TN

Accuracy =——
Y = TP+TN+FP+FN

Precision T3nanuieaasnisinuieindudeslasy
TP

Precision = —— 2)
TP+FP
Recall l¥inanugnaedlunisnsraduidsaasy
TP
Recall = (3)
TP+FN
F1-Score ’L%’i’mauqaiwd’m Precision wag Recall
Precision*Recall
F1—Score =2 ¥ ————— (4)

Precision+Recall
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False Positive Rate (FPR) 149ndns1anuianatnainn1svinuenaIndudssuasy

FP

FPR =20n

False Negative Rate (FNR) I indnsianuanainainnisitunenainduidesass

FN
FN+TP

FNR = (6)

Equal Error Rate (EER) 1¥¥ansmufiananniiviniu Sdldannisaassuue threshold s iniition
T¥lun15Usziiuszuy biometric verification waz speaker verification ¥nA1 EER A1 wingA1u3kuusiaasd
Auusiuguazfinundeiiogs uimna EER g9 uansinuudassdsliaunsanenuezideniuazidocaonls
pgalUsEANS AN

EER = FPR = FNR (M

5. w@uauuInansUszendldaulumsujianimisloesigeu

5.1 Arszezinadsae@nuuuaasiua (Kernel Deep Speech Distortion: KDSD)

—

Reference Speech /= Fake Voice Detection Model

_ KDSD —» mKDS
Testopeech 7y \ethod: Extract Features (Embedding) —*

v
o

JUN 5 TuneunsAun KDSD

ya o

A33e W KDSD (Binkowski et al., 2020; o 1uuvikaznIdn, 2568) uanwagui 5 Fuludyinnldlu
N3IAANLATEATITBINNANYULITIENVBUHEY T¥nI1HE99198 (reference speech) AU LABeIRBINTNIARDU
(test speech) lngandedayaiivinveadesiainlannuuuingss feudunAmiumeans KDSD daaunisi 8 A1

KDSD 9gas7iaufianiuuaniIansnszatevesnuanyusidss inidesiiaesdinudnyaeindifeaiu ailaeed

'
% o A

Alnaguduazmniianuuandiegerazdaniu dadurdwivinetinuadiendeiudee neilitearuagain

v
a Ya v

Tunssrenuradns uidedunauanrluniig milli-kDsSD (mKDSD) weananileidulanauigesaland1nsu

Y

[ °

A KDSD Tngldnisadnaudnuazanuuuitasuasdmadnstoyaddnilauniviouiisudainaseniely

STUU WUIAATDY KDSD 91989910 Maximum Mean Discrepancy (MMD) 591U Gaussian RBF Kemel lagli X

v
Yo

way Y ilugadoyaiddnveadedaduazidesfifosnisnyiaaounudinu Awes KDSD awsailenulsnadl

! ! 2 (®)
KDSD(X,Y) = FZ k(x;, x;) + WZ k(yj, yjr) - %Z k(xi,yj)
Ll JJ’ ij
o 2 . a a ¢ ~ o W
e k(u,v) = exp (—y||u — v|| ) vJu Gaussian RBF Kemel Tngfia1nns1dmes Y uuwmwmﬂmﬂu
msimuaanLlIfeANLANA1UBLINABS 10 Y dA111n Kemel agnauauasieauuanasantaslalty

'
o

YuzNanagilinisissuiisudanumenuinnay
5.2 mynaadeswaludananu (Transcription)
AAdeldiaunisoenideamaludeninu Inslduuudiass wavavec2-largexisr-53-th (HuggingFace,

2021) F95995UN1 N8 NRIUIL191n Wav2Vec? ¥84 Facebook Al
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5.3 Msldnuuuunaesiuiukeundndu

PAfelifaunivueundwdusunuudmiuldounuuiaes Inegldnuamnsasuinanludidesidesnis
ATI9a0U Jesvuvazuasdyanandeslieylusuuuy Mel-spectrogram waztidnguuudiaoslulnuanisldam
diedifiunsusrutana vdanduganiswennsal wuusiassaziansmadndifoyadssduiudeniodedes
Uaou Tad1989a1n13UsUAN threshold vsnyanfuuuusiaesiignidentdan uenani ssuuduansdeyaiiio
afuayunmsdnduladiady liun manudesiu Aszeviadsaddnuuuneiivauaznisaendeamadutoni

5.4 n3Uszgnaldenlunisufianismdewesidduiieussmseanauandayadadouuy
daleiuas

1NUAToves ruwinazd (2568) nuindinsusifiuussansaalunisvasnanadilsd wduynna
IndTavawhminiinEsumeidenina lnssaedliyaradinariduyaramssarluuunnmsided ndudoehs
Ao UNSEULILTERINIAT NI 50 AU (1 Ause 1 Yan1suseidin) Ineusasyausenoumeliddsnsuaslnddes

Uaay suvianun 12 I Feduifenatnyadaya NKRAFA Thai fidadandegradesnmuninifigaaiuiuansdy

'
a

M5 6 TumeuNsUTTEY (el ladnssaenidnd waglifidisauldinsugudiuyanadinduindes
Iegwdu “@e993e” vise “dewasy” nansdndulaviungniuiinasluwuuysyifiu dwiuemideaduil 1a
HananauUsgnaltlunsiiassiiiuiy neiSeuieuiunanisduunidseslyayiuseivg (Wuudiaesid

UszAninmlagsiugananainnisusaiuiieyndeyalsiiung)

m15799 6 NKRAFA Thai Dataset

WH89934 BENIGLH
Yntoya WnihdnseuuneiseaIne nthtnseuungeeInTe
RIEEN MaskCycleGAN-VC
Evaluation 10 10

NAN15I8LAZIATAING

1. wan1sANEIMUININIATIRTUEEURaNwlasiemalulad UyyUssivg

nan1sAnwInuIndsslasuiassuannmalulagUygrussiusideniis danuaiuisalunisideuluy

o«

ondnwalvendsuywdliegrsuuion nelududme Undesuaznisaienenansual Fee1naen1snsIadunieg
¢ o | a Aaa v a v a a
nsilavesyudiieseginied lnamalulagnienldlunisasradesUasoy laun nsudasdes mslaaudes uas
£ [ = = a & a o a 1 1 L 1
nmsulastennuludss annnsfnwanideenssunieluresdygyivseivgidrindanuii dwlvgldlaseneg

UjUn¥idierinilla (Generative Adversarial Network: GAN) sUsznausiglassinguszamiiieunvuasuligiu lag

a

flAseUnedasng (generator) dwmsuaiindesUasunazlasetigduenues (discriminator) §13uAsIaa0UAIY

wansasEninedesuasidosasy MaliideldaueiuimansiauwasUSuusdasaedueniesiiioldluns

U

o

ATRuLdgIUanuwlaweIyARaaNsITME WiBUWIBUWIBUNANITNAABIRIEUITE ]

1Y o

UIUITENLNLIVDI AU

AN5199 7
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A15197 7 WIBUEURNAN1TNAaDIN 89 UR g TN VNI NEIT89

Reference Method Features Extraction Dataset Accuracy Model Purpose
nginiiuazaug (2566) CNN-4 MFCC (Fixed Input)  YouTube, Fakeyou 0.970'  General®
Fathima et al. (2024) CNN-2 Mel-Spectrogram  ASVspoof2019 (LA) 0.950>  General®

(Fixed Input)
il Mask CNN-4 Mel-Spectrogram  Uuiinides (FnhiniSeuuie-  1.000°  Specific’
Mask SE-ResNet-34 (Flexible Input) 13991076 TMO3) NKRAFA 0.983¢
Mask SE-ResNext-1521st Thai Play.ht Speechify 1.000°

Lovo.Al WaveFakeFake-or-
Real ASVspoof2021 (DF) In-
the-Wild MaskCycleGAN-VC

0.970% ldannisFwaseganageu

0.950% annniseuaeganageu

1.000% Idmnmsdnaseganageu dmsunisussdudssavsnmidesd

0.983% lanmsdunfeyauseifiunadiiunsuuiuuuiaeauds dmfunisussiiulssansamuuudiasdunsussgndldauadsiu
Foyalmiilsineiiunnou

1.000°: l¥annmseumieyadeya NKRAFA Thai dwsunisvaaeuluaaiunisalase

General Purpose®: Wuudhassfieeniuuiniiielfnuiily dwsunsusnuesdeunyus (real) uasdosdunse (fake) vosypnarily Sumngiu
nslélineni uimmusiudionsligmedmivuiuniidesdudusyanastiadunn

Specific Purpose’: wuudassiioonuuusniielfnuamssu dmiunisuonuozidessis (real) uazidesasy (fake) vosynpaas sy Ui
ihjathuumai Wesnnyaraassundunguiimnedidsmemananiingmitlvaisfeyavasuitedaitounieothluldlumsiiin uazers
damansznusonnuiuamesnd fufu nsnsafuidsslaouvesyaramaiisiesnisauwiuggeandieldidunolons fialunisiigad
wangiuuazaduanudefieludsngmne Snfinstmuuuuaenamsyaraditianenionmaseudidsmesyaadu vilinadnsas oy
wndnwalvesyaratiulinsindt msimsdidgfeniafuvieyademesyrraierfulunasanimndosduhldenuasldinann suades
Uasuiiadnnmelulaffuassigulnidudsuwuendnuavendsaywdlduuuiounniu uwusaesdnuasisdanudy deunasdedd

ningInsunnImsasuuiaes iy uafliruwduduasanudidedogni

2. uan5UszliudsEansnnuuuInaeReYanagauy

HaN1SUSHIINUTEAMEN ML UUTIADIILYANAFBY MIUATTINN 8

M1579% 8 wansUsElulsEAvEA nIuuTIaewheYnteyanaaey

Model Average + S.D.
Accuracy Precision Recall F1-Score
Mask CNN-4 1.0+ 0.0 1.0+ 0.0 1.0£0.0 1.0+ 0.0
Mask SE-ResNet-34 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0 1.0+ 0.0
Mask SE-ResNeXt-152 1.0£0.0 1.0£0.0 1.0£0.0 1.0+ 0.0

INHANITNARINUTT NRUUTIRDIAITaUld g vauysaluuulunndad e Tne accuracy
precision recall kag F1-score fiantadsivindu 1.0 wagdandsavuninsgrudu 0.0 wansieninuiug
wfpsnm wezlaruaunsolunisusnuesdssiuesdesaeuldedeasuiiu veilifefusuimednsliliiae
ﬁ]’]ﬂﬂ’]iLLU&‘?JJaiJuaLﬂENﬂ%gﬂLﬁ&J’JLLﬁSLﬁafjaﬂﬁumiLﬁﬂ overfitting Qﬁ%ﬂiﬁﬂizLﬁutﬁulﬁmaﬁﬁlﬁm 1) Asld 5-fold
cross-validation Ingutstoyavonidudiuuazaduidenvildruduyansisaoulunsiindy uadwsiliaenndos

funsussiiulseansamtewiu uay 2) nsldyauszliunaiioAumaruanunsanisiseudialuvediuuinges
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3. Han15UsEuUsEANS A MLUUTIARIAIBYAUTHIIUKE

HaN13UsEUUTEAVEANLUUTIa0IEYn UsEIiune auanS199 9

M13°99 9 wan1sUsBiuUTEAVEANLUUTIaeI YR UTEIUNG

Model Average + S.D.
Accuracy Precision Recall F1-Score EER™ EER™
Mask CNN-4 0.829 + 0.034 0987 £ 0.036 0.673 +£0.103 0.794 + 0.050 0.008 7.680 x 10°
Mask SE-ResNet-34 0.855 + 0.075 0.924 + 0.049 0.773 +0.141 0.836 + 0.093 0.050 0.314
Mask SE-ResNeXt-152 0.863 + 0.064 0.980 + 0.041 0.746 + 0.152 0.838 + 0.086 0.016 0.029

EER™: {dudmudoneniisl EER sflan (Susfu 1) :1nnsfing1 10 afwewsasiuusiaes sldifusunilunisnenuna ieastiou
Uszansnmgegeiiuuudiassansnsavihldmeldideulunsiinfiunnsaiy

Threshold? Awauiunnsindulaiiufuilemqnaunaseving FPR way FNRImEJﬂqmﬁﬁgaaaaﬂ'wLvhﬁu%gﬂiﬂuﬂﬁﬁﬂmm EER vB3u#
avwuusans daifu f Threshold Svazviounamifuuudaeddlumssuunidssaiatudosaoy fsenaunnatulumugadnyas

A ° = %
WLLUUQW@@QL?EJU?'L@

NNHANTNARBINUIUUUTIBS Mask SE-ResNext-152 fuszansamlassiugeiigaullowfisudy Mask
CNN-4 uaw Mask SE-ResNet-34 Tngiien accuracy Lade 0.863 ua Fl-score Lade 0.838 degefigaluuzsaniaan
WUUd1a8e Lansdanuaunsalun1sduundeasuasidesUaoulaegaliusednsain udin Mask CNN-4 9gdl
precision 1Augafiandl 0.987 sl recall #1fl 0.673 axviouduuudassanunsaviunedesUasylFusiugudddl
NM3AT193UANYIEU Ynigd Mask SE-ResNexXt-152 Tiaunasening precision uay recall lédnin uagdaiian EER
0.016 fifunn wansfssasanuRanaindifaossn Tnssuudmanismnaosduduin Mask SE-ResNeXt-152
\Juwvudiaesfimnzaniigalunisiiluyssgndldnisasaiuidssasuudaswesyanaasisuy nolin
Usziiunadadutoyalvifiuuudaedineiiivinmon
4. HaNTRNHULAZAI AT ULUUTNRDY

ya o

didgladnidenuuuinaeangaluliazuuuanuanisussiiulseansamuuuinaasiieynUseiliuna

'
=

(919199 9) lnednanTHNNULAZNTNABULUUTIEDY AUAITIT 10 WiouMauanIns I fagui 6 - 7

A1519% 10 HaNISENHULAZNINAABULUUIEDY

Model Mask CNN-4 Mask SE-ResNet-34  Mask SE-ResNeXt-152

Version' 9 3 a4

Epochs (Early Stopping) 35 35 a6

Training Duration (Minutes) 12.19 31.28 85.38
Number of Parameters (Million) 4.58 21.43 36.04
Model Size (MB) 18.40 85.90 145.20
GPU Memory Usage (MB) 3486 2904 15000
CPU Latency (ms) 8.86 15.00 26.22

Version': uiazuuudnaesaggnilnlugidiuau 10 ase meldmsdwesuazanlnenssuioniu wildnisguanEuiunaneiuuag
FEUUATAMUAVELATETU (Version 1 - 10) mudrdunisiinfiadadu ielidesenisianuwas Ussiliunadnsiildanudazsey

A15EIN
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@ Mask CNN-4 V.9 o2 @ Mask CNN-4 V.9

Mask SE-ResNet-34 V.3 o0 Mask SE-ResNet-34 V.3

@ Mask SE-ResNext-152 V.4 *° @ Mask SE-ResNext-152 V.4

0 5 n 15 20 25 30 35 40 25 o s 10 5 20 25 30 s 40 a5

gﬂﬁ 6 Learning Rate gﬂﬁ 7 Validation Loss

WealUIguliiguluuInaeieadyd AuAs199 10 wudn Mask CNN-4 ddedfiaudsldiafinduigatiies

12.19 U7 Tvureatdn Tuteanusn GPU #n wazannagaulasldaiue1ndss 1 3ud Ussunanauy CPU

a

il latency sfian wnzdmsumsldnuluszsuuiidesnsanusimswasidediiniuninens 93U 6 uaz 7
§anu31 Mask CNN-4 @1115aUSUA learning rate wagane validation loss aslaegnesansuazasi uidalde
ADUTEANEAINNNTIILUNLEBITIRINIILUUTIA09DU d1915U Mask SE-ResNet-34 Taaaniln 31.28 W19l duuiauag

AMslnsnensinTL urkaaInnI I learning rate wag validation loss wansliifiuinuuuiiassiinisususdi

N 1A

reeifuresly siliiAnauaunaszriteeanslumsilnuazannuuwsiudivessadns Safioindanuanunaiiingi
Mask CNN-4 g1 Mask SE-ResNeXt-152 usfagldinaiinuuianda 8538 wiit wagldminonrmsisands latency
aean udnnaisaesuandlfifiuinuuusiaosanunsadne validation loss Tiaglussdusegwioiies uay
Usuan leamning rate lagenndeanuANututauTauUTIane dwalilaussansanlunssuundsasuagides
Uaaudftgn mngdmivauiiliruddgfuamiuudugunnninmndlumsszainaws

5. Han15ldeaunUUINIaas Mask SE-ResNeXt-152 frutiuuaunaiadu

VYa

A3duliuszandnisnsinduideslasuntamesyaraaisnsuziiuivkeundindu lnedenlduuudiass

'
=

Mask SE-ResNeXt-152 139359u 4 m1um151991 10 Felinadnsinanainnsussliumeyadoyausediung nasain
U3UA" threshold ke WUUTIA09AIN50YN accuracy taaadie 0.983 lawila FPR uay FNR fiiies 0.016 uag

0.008 AR frvg1an1Iaaeukandluguil 8 uilideaswaviduslasuazyataninuiedfuiazyuyue

unuazuenlieon welilafiansan Mel-spectrogram agLiuauLAnA1990981508dn (harmonics) §ausieis

v '
= ' 1Y =

AduAMUDAART T MAUANA T UgIU (Fundamental frequency: FO) Tnailuniamues FO nMskauiuves

g1suetinvailasinudnuasveudesiniiendt auniwdes (timbre) vnlvldswasudazyanadiandnualiane

wifzyaiiesziudesazanudainiuin @andudsasunisaeuinemansuazivalulad, 2563; 1uuviuas

v

Wgw, 2568) Mty wuvdtassaunsalinudnuasBildnd a1 i wywdiluwnulisen Wunasidadunals

'
1o

2819 UF1INAIANULT BT UBATHANITNYNTA] DNYI9A1 KDSD Fauka@nminukans1gbatniay tngidesasaiiang

1N Paazviounudnvauzdanasuiianulndifsuwazanenanvalvesynlaainaue TuvusiidosUasuiia

v
o @ 1A

gendnegaditudfny Usiiinisnsyevesqudnuazdesunnsluanidsnsegedan wiyuyedenasusll

<

e

2anANY 119l e ausnaluiig mKDSD wislin1ssenukasilSouisuaiinmugsaInkazazdunun

v '

Ju wenanfinisnenldeannnlsuuuinaesiInideayares Facebook Al wuin WeaUasuiiasismemnalulad
Jyguszivgdaiufindanunsanendudennuldgniemnusznis Sazvioufisnnuuuuiiiounazauauas

vpudestasuiaznongiauyImelunsnsiaduluanunsalasa



MUY MIATINYIANENS 1Y, UN 54 Lau? 1 67

Fake Voice Detection Model of Public Figures Fake Voice Detection Model of Public Figures

whmusyanaaisasae: Wamiinduuuindaainia (TMo3) hmnsyanassrsae: Wamiiindusuuwrndaanae (TM03)
Powered by Royal Thai Air Force @ 2025 Powered by Royal Thai Air Force @ 2025

Upload Audio File: [ Ghoose File | No ile chosen [ Anaiyze | Upload Audio File: [ Ghoose File | No fle chosen [ Analyzo |

Results: Results:

Prediction: Real Prediction: Fake

Confidence: 100.0 % Confidence: 100.0 %

KDSD: 0.4866 mKDSD KDSD: 276,3487 mKDSD

Transcription: Wilna 4 $1u481M15 U3N1s gndn daw sauiiu Transcription: Wing 14 $1481M15 U3N1s gndn faw sauliu

Uploaded File: 30116.wav Uploaded File: 30005.wav

P 0:03/0:03 we— ) } P 003/003 e— ) |}

Mel-Spectrogram Mel-Spectrogram

+0d8
-10 dE
4096
20 dE
-30 dE

-40 dE
1024
-50 dE
812 -60 dE

70 dE

0 0.5 1 15 2 2.5 3 -

(N) MINAFBUAIELLFLIDIS (@) Msnaaeumeidoslaoy
U7 8 msUszendldinunmsnsniudesvasuulamesyanaaisisaeiiuiuneundindy

6. nan1suszgnaldeulunisufifnismaleivesideluinaussimasanauaindayatindauuuiialoiuas

1%

1nnsUsEgnAldudyaUssAvgaisuuudiass Mask SE-ResNext-152 ’uiunaundindu lngld
yatoga NKRAFA Thai pumssil 6 dmsunisnsnaduidesasuudasvosyanaasisas wansisgud 9 sans
naaBaNUI wuuiiassanansnanauiawainlunisindulaldedadnau Inglunsdliuyudilassdsisnsins
Taunaongsiis 56% uaz 41% (AvsUasugninduindudssiuazidoaigninduindudesaon) udeld
wuuSa0msady Shanufianaawanilfanaundenud uiegniesasudunning axfeudsgaudeddmes
wuvaesfianunsatiestunisgnvaenanideasuldiniuyeslndue

topwdndny Ao meluladtaunsnhludsegndldidueiosiodeaiifnmamduvefidedy wu msduds
nslawiviemstnideudeyariudssUaey Fuidogunslimilueioredinuesulatifioadsinaiia (fake
news) pgsunsvaglutiagiiu uonani Shefiuanuiideelunsmsraeudefionts atuayunisdnule
vesvirsnusuauiuag warannsaluldldaidlumatouiun wu dniesgsidiunusiung §nsaeaen

FoI1993 heunasy NMsfigatindngiu n1sdvaiuaauaIu wien1siasanadluduma
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m doslaeugnnduinludenss @ denigndaduindudesaey

60

56%

41%

Taunaen (%)

PRIINTT

Y]

0% 0%

uyud (uilazngn, 2568) Yayey1Usehng (Mask SE-ResNeXt-152)

yARRAS1IE (aviiniSeuuneiseainia: TMO3)

UM 9 msilSeuliisunisussidudseaninalunisvasnalsileseninayuwduaz Uayanusedvg lngldyatoya
NKRAFA Thai 9039ynnaansisae (anininiseuuigiseainia: TMO3) 1@ 10 Wld wazidesUaou 10 tnd

534 20 Il ngusegetinssuueseinia 50 au lnsusaraulszliudssidudendiuu 12 Tild

A3UNAN133Y

4

1. NAMSANYIKUINIINIIATIVTULHB AR emAlulag gy 1Usehvg

LY

B3
av o

iAdeildfnwinismseduidssUaesutasnemeluladdygussiviuasAnudeyadesainnuided
\Rendos feaelvifidoanunsadmunuumenisnmsnunurassinmiouyadoyaldegramnzauiuiuudnass
lmneFudmiunsuenuesdesniuasdesauvesyanamsisuzdaiauiesenainauiiinmeelaseing
Usramiiteunuuneuligiu gadeyaidesildlumiafeiussnouseidssniuanfonasuvomaaasisuy 9
\Foaaonvesyanady desessldnnenanainsimihinGeuusiFeeinia Insdasaduyanaasisuy Minada
madfiadoya lfAusunudeyadedduniy dwiuidssasuldnmaisuwas asstuesiemaianis

wUaudes 990 MaskCycleGAN-VC Taglfidssdunuunndidoudandudewesynnaasisue wazldinailanis

laawdessnndulad@al Play.ht Speechify LovoAl lnsgulnamdsiynnadaisnsue antussuuaziieud

ondnvalidsaynnanazasindeslasuiismaianisuuastonnududes iaiiuanuuduglunisseus

Y

anvazlanzreLdstuAnadIsITMTLavanenfioninINdewetyAradu uenantiddldteyaidusanuves
UARRdUIINYATeYaLdsNInIgIu Laun WaveFake Fake-or-Real ASVspoof2021 Deepfake wag In-the-Wild
Fenseungunalianisasiadesdauasigivainnaleuseian 1wy WaveNet WaveGAN WaveGlow HiFi-GAN Uaz

MelGAN iJudu iiiaiiinanuwiugrlunisnsiaduideslasuuuasnnunasdeyad bineiunneusazanaay

yqu\ly '

= o a g & o = o & 1Y) |
LEEIINNITNIUIYHNANATRN NIUNIE @LLUQGQQSU@HaLaENWQu ‘Z;G]?]ﬂﬂ»lu sqﬂmijﬂaa‘u SZ!@‘VW]?{EJU Iuamﬂmu 74:18:8

Y

[ '

wazgnUsziiuna yadeyaidusdndnilazgnudasiiegluguuuy Mel-Spectrogram d@wsunisiinlukuudnass
sl
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2. MINAILUUSIaIN1IAsIduLdsUasuLUavaIyARAFIs s USE VAW
HITulamuInuUIIaeinIsn T udssUasuuUasvesyanaassae Laun Mask CNN-G Mask SE-
ResNet-34 uag Mask SE-ResNext-152 Iagvinisiindunuudassmueniineld s1uau 10 adsluudazuuudiaes
WleifiuauanunsansiSeuiinluvesuuiassnnsimuasmsiivesisusuduwuud Mmata mask e
wndnemzaradauazifinaeiumidutunlussrinnistintuiuudaes viliawnsaussananaldvate batch
w¥ouiu Feaelimsindusiniiituessivssansnin wioudnafvsnmuazaruusiugiluFeusain feya
AULUU 100% wananiidsldinaia early stopping Lﬁwqmmiﬁﬂﬂmmué’miuﬁﬁ 1AgHa190191NN1TANBIDYNY
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