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ABSTRACT
This study aims to develop a web application for reporting English for Science and Technology
(ESTS) examination results of students in the Faculty of Science and Technology, Loei Rajabhat University.
The focus is on applying information technology to analyze test results and group student data using
unsupervised learning via clustering, in order to effectively portray students’ overall English proficiency. The

system was developed in PHP with a MySQL database and managed through phpMyAdmin. K-means
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clustering was employed, experimenting with the number of clusters from 2 to 20, using random
initialization and Euclidean distance. Clustering quality was evaluated with the Davies—Bouldin Index (DBI).
The experiments show that K = 3 yielded the lowest DBI of 0.82, indicating clear cluster separation. At the
same time, increasing the number of clusters reduced the average within-cluster distance and lowered the
DBI, suggesting a trend toward more compact and distinct groupings. With this system, users can
conveniently access analytically srouped score reports, enabling a comprehensive assessment of students’
proficiency by cluster and supporting the planning of tailored English skill development aligned with

learners’ ability levels.
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INTRODUCTION

Faculty of Science and Technology, Loei Rajabhat University, has arranged for students to practice
English language skills in order for them to have English proficiency according to the Common European
Framework of Reference for Languages (CEFR) guidelines. The CEFR is an international standard used to
describe language proficiency levels. It is widely accepted in Europe, and its adoption is increasing. Practice
exercises and tests are available through the English for Science and Technology (ESTS) web application,
with scores for each part of the test given to each student in the Faculty of Science and Technology. The
results of these tests do not show the overall picture of the Faculty of Science and Technology and the
fields of study, making the test data unable to be used to much benefit. As can be seen from the detailed
display of the data report, each test takes some time to search. This makes it inconvenient for
administrators, officials, or even faculty members in each subject to bring information to use at the desired
time, including problems with the data presentation format. In addition, grouping student exam results data
can be applied as important information in making decisions about planning work in many areas. For
example, developing the skills of students in groups with little English proficiency in order to plan teaching
and learning that increases the learning efficiency of student groups for those interested in research has not
yet been responded to with methods and formats according to the concepts and principles of information
in the Thailand 4.0 era.

Clustering techniques, together with classification techniques, can also be used in other areas, such
as screening children with leaming disabilities from the behavioral context (Baadel et al.,2020).

Data analysis and clustering techniques are widely used techniques. Data with similar characteristics
will be arranged in the same group, and data with different characteristics will be arranged in different
groups. Data clustering techniques are currently being used in various fields, such as K-Means Clustering and
Hierarchical Clustering Algorithms, which are efficient algorithms for clustering data and are widely used in

research.
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Based on these factors, this investigation suggests the implementation of a web-based ESTS results
reporting system that is integrated with clustering algorithms to categorize students according to their English
proficiency levels. The system will produce actionable insights to support curriculum planning, targeted
skill development, and strategic policy-making in alignment with both the objectives of the institution and
the national goals set by the Ministry of Higher Education, Science, Research, and Innovation. These insights
will be produced by comparing the performance of various algorithms and selecting an approach that is

the most suitable for this dataset.

MATERIALS AND METHODS
Dataset Details

This study employed the English for Science and Technology (ESTS) examination results of 460
undergraduate students from the Faculty of Science and Technology at Loei Rajabhat University for the
2023 academic year to construct the dataset. The students represented twelve academic programs across
diverse subjects, including Computer Science, Biology, Chemistry, Physics, and Environmental Science.

The ESTS examination was designed to evaluate students' English language proficiency by dividing
it into four distinct sections, each concentrating on a certain linguistic skill. The sections comprised Part 1
(Vocabulary), Part 2 (Reading Comprehension), Part 3 (Listening Comprehension), and Part 4 (Grammar and
Structure). The assessments for each section were recorded as numerical values on a scale ranging from 0
to 100.

The key attributes for the clustering analysis were the four section values, designated as Partl
(Vocabulary Score), Part2 (Reading Comprehension Score), Part3 (Listening Comprehension Score), and Part
4 (Grammar Score). To attain a more precise and nuanced classification of students according to their
performance profiles, these criteria were chosen as they represent diverse yet complementary facets of

English proficiency.

Table 1 Sample data of English for Science and Technology

Part 1 Part 2 Part 3 Part 4  Total Score (400)  Percentage of score (100)

1 xxx 86.67 83.33 85.71 85.71 341.42 85.35
2 xxx 60 58.33 42.86 42.86 204.05 51.01
3 xxx 40 58.33 71.43 7143 241.19 60.30
4 xxx 46.67 0 0 0 46.67 11.67

5  xxx 40 58.33 71.43 71.43 241.19 60.30
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Data Preprocessing

Prior to conducting the clustering analysis, the dataset underwent several preprocessing steps to
ensure data quality and consistency.

1. Data Filtering Only students who completed all four sections of the ESTS were retained in the
dataset from 529 student records, and proper data filtering resulted in 460 valid records. Incomplete data
filtering is important to avoid bias in clustering the results (Han et al., 2011).

2. Handling Missing Values A thorough examination revealed no missing values in the filtered
dataset, eliminating the need for imputation. Missing value treatment is a crucial step in data preprocessing
to ensure validity.

3. The scores in all four sections are 100 points, giving a total score of 400. They are all normalized
to a fixed scale from 0 - 100 using min - max normalization. This process ensures that all attributes
participate equally in the clustering process and prevents large-scale attributes from dominating the
distance calculations. (Jain, 2010).

4. Outlier detection using Z-score analysis (|z| < 3) No severe outliers were detected in the data
set, confirming that all observed data fall within statistically acceptable limits. This method preserves the
integrity of the clustering analysis, and the data can be grouped into each of the four dimensions.

These preprocessing steps ensured that the dataset was clean, consistent, and ready for
subsequent clustering analysis.

Tools and Technologies

The data for this study were initially collected through a web-based application specifically
developed for recording and reporting the English for Science and Technology (ESTS) examination results.
The system was built on a MySQL relational database, managed via phpMyAdmin, to store and organize
the scores of students across all four test sections. This centralized storage allowed for efficient retrieval,
filtering, and preparation of the dataset for further analysis.

Once extracted from the database, the data were imported into Orange Data Mining, a visual
analytics platform that supports workflow-based data processing and machine learning. Orange was used
to design the initial clustering workflow, including preprocessing, normalization, and algorithm selection,
through its drag-and-drop interface. To enhance analytical flexibility and precision, Python 3.11 was
integrated into the process. Python’s extensive data science ecosystem, particularly the Pandas and NumPy
libraries, was used for advanced data manipulation, while scikit-learn implemented the K-Means and
Hierarchical Clustering algorithms. Matplotlib and Seaborn were employed to generate detailed
visualizations such as cluster distribution plots and dendrograms, complementing Orange’s built-in visual

outputs.
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Data Mining Theory

Data mining, also known as Knowledge Discovery in Databases (KDD), is a technique for
automatically discovering patterns in large amounts of data using algorithms from machine learning and
pattern recognition. In another definition, Data mining is the process of working with large amounts of data
to find patterns and relationships hidden in the dataset using statistics, recognition, machine learning, and
many forms of mathematical knowledge obtained from data mining. It uses past data to find relationship
patterns and new knowledge from the data (Phromma, 2013).
Cluster Analysis

Cluster analysis is an unsupervised learning technique aiming to group data with similar
characteristics into groups (Tsai et al., 2011). Each group of data is called a cluster. Data analysis or
classification can be divided into two types: hierarchical algorithms and non-hierarchical algorithms.

K-Means and Hierarchical Clustering were selected for this study due to their simplicity,
scalability, and interpretability. K-Means is efficient for large datasets and works well with numerical data,
while Hierarchical Clustering provides a tree-like structure that helps in understanding relationships among
data points. Other clustering methods, such as DBSCAN or Gaussian Mixture Models, were not chosen due
to their complexity or unsuitability for the dataset used in this research.
K-Means Clustering

K-Means Clustering (Yokkampol et al.,, 2018) is an algorithm where each member within a group is
closest to the center or representative of that group (Centroid). The process of grouping data using the K-
Means Clustering Algorithm consists of initializing the number of initial groups, randomizing centroids,
arranging each data into groups, and updating the centroid in each group (Rujasiri, 2009).

The method can be summarized into five steps as follows:

1. Initialize the number of groups (k) to be divided.

2. Randomize the centroid of each group.

3. Calculate the distance of each data point from the centroid of each group to determine which
group the data point should belong to, based on the smallest distance.

4. Arrange the center of each group’s data by calculating the average value of the data within the
group (x;) as shown in Equation (2) to be used as the new representative of the group.

5. Repeat steps 3 and 4 until all members of each group are unchanged to the other groups.

The centroid of the data or the representative of the group (x;)

according to step 4 can be calculated as follows:

nj
1 . .
X =— X s i=12,..,n ;i=12,..k
n.
Ti=1
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Where n; represents the number of data points in group j
Xij represents the value of the variable or the observed value for unit i in group j
k represents the total number of groups.

In this research method, the process involves randomly selecting centroids that change according
to randomly generated values, with the procedure repeated 100 times.

The K-Means Clustering method has the advantage of being simple, widely used, and capable of
clustering data quickly.

An example of data clustering using the K-Means algorithm, when dividing the data into 3 groups,

is shown in the image.

Figure 1 Initializing data points for use in K-Means Clustering.

From Figure 1, the black circle symbol represents any data point. The red, green, and blue asterisk
symbols represent randomly selected data points that are used as the centroids of the data groups. In this

case, the number of groups is set to 3 (k = 3).

Figure 2 An example of data clustering by considering the distance between the data points and the

centroids randomly selected in the first iteration.

From Figure 2, the red, green, and blue circle symbols represent the data points that have been
clustered, based on the distance between the data points and the centroids randomly selected in the first
iteration. The red, green, and blue asterisk symbols represent the centroids of the data groups that were

randomly selected in the first iteration.
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Figure 3 An example of adjusting the centroid of each group to a position that best covers the nearby data

points within the same group, by calculating the average value of the data within the group.

From Figure 3, the red, green, and blue circle symbols represent the data points, while the red,
green, and blue asterisk symbols represent the centroids of the data groups that have been adjusted to

positions that better encompass the data within the same group.
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Figure 4 The completed clustering, where the resulting centroids are positioned as the representatives of

each data group.

From Figure 4, the red, green, and blue circle symbols represent the data points, while the red,
green, and blue asterisk symbols represent the centroids, which are the most suitable representatives of

the data in each group.

Hierarchical Clustering

Hierarchical Clustering is a technique that groups data based on their similarity, using measures of
similarity or dissimilarity such as Euclidean, Cityblock, Mahalanobis, and Cosine (Oranuch, 2005). The output
of Hierarchical Clustering is displayed in the form of a tree, where each class node consists of child nodes.
This technique can be divided into two types of tree-building methods: Agglomerative (Bottom-Up) and
Divisive (Top-Down) (Oranuch, 2005).
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Figure 5 Hierarchical Clustering of gene expression data. (Burrows et al., 2016)

Hierarchical Clustering can be displayed in the form of a tree diagram called a dendrogram, where
the number of groups can be determined by drawing a line across the dendrogram at a certain distance or

similarity value.
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Figure 6 Example of creating and Hierarchical Clustering using a dendrogram.

From Figure 6 on the left, when the distance is set to 2.5 and a line is drawn across the dendrogram,
the data can be grouped into three clusters, as shown in Figure 6 on the right.

Hierarchical Clustering can be divided into two types:

1. Agglomerative works by starting with the data grouped into n clusters, where each of the n data
points is an external node. Then, it merges the two clusters with the smallest distance between them,
combining two clusters at a time. This process is repeated until all the data points are merged into a single
cluster, which becomes the root node.

2. Divisive works similarly to the agglomerative method, but with the key difference that it operates
in the opposite direction. That is, the clustering starts from the root node and divides down to the external
nodes, or from top to bottom. This method is not as popular because it is more complex and requires

more computational time compared to the agglomerative method. (Kohn and Hubert, 2014).
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Figure 7 Examples of group formation: Agglomerative and Divisive methods. (Erman et al. 2015)

Model Performance Comparison

Performance testing of clustering algorithms: This research selects algorithms for data classification
to test and compare their performance. The two algorithms used for comparison are K-Means Clustering
(KMC) and Hierarchical Clustering Algorithms (HCA). When both algorithms are applied to cluster the data,
their performance can be evaluated.

The performance of the data clustering methods in this research is measured by the Correctly
Clustered Instances (CCl), which compares the clusters obtained from the data under study with those
formed using the Hierarchical Clustering and K-Means Clustering methods. Here, m; represents the number
of data points correctly clustered in the respective group, and n is the total number of data points in that

dataset. The accuracy of the clustering method is calculated as follows:

k
cCI = %xwo

This study employed K-Means and Hierarchical Clustering algorithms to group students based on
their English for Science and Technology (ESTS) test scores, which include four components: vocabulary,
reading comprehension, listening, and grammar.

The K-Means algorithm was selected for its simplicity and effectiveness in handling numerical data.
It works by partitioning the dataset into k clusters, minimizing the intra-cluster variance through iterative
centroid updates. The value of k was tested from 2 to 20.

To evaluate clustering quality, the Davies—Bouldin Index (DBI) was used. DBl measures the
average similarity between clusters, where a lower DBI value indicates better separation and compactness
among the clusters. The optimal number of clusters was determined by selecting the k that produced the
lowest DBI value.

In addition, Hierarchical Clustering using the agglomerative approach and Euclidean distance was
used as a comparative method. A dendrogram was generated to support visual interpretation of the

cluster structure.
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RESULTS AND DISCUSSION

The study of the clustering algorithm using K-Means Clustering for the ESTS exam results of the
Faculty of Science and Technology, Loei Rajabhat University, involved using a Performance Vector to
determine the optimal number of clusters. The resulting clusters were validated by comparing them with
the data labels. Clustering involves grouping the data by selecting the best value for k (the number of
clusters) based on the Performance Vector, which is calculated by measuring the distance between the
data points and the centroid using Euclidean Distance. The experiment conducted clustering for k = 2, 3, ...
20, and the most suitable value for k was determined. The test was conducted under the assumption that
there was no prior knowledge of the number of data groups. The K-Means algorithm was chosen to cluster
the data into different groups, with k representing the number of clusters. The values of k were selected
from k =2, 3, ... 20, and the best value for k was chosen based on different evaluation techniques. Once
the optimal value for k was selected, it was compared with the actual number of groups to identify the
errors.

The results of the K-Means algorithm with different values of k involve performing the Performance
Cluster Distance, where the average within-cluster distance is calculated using the average distance between
each data point and the centroid as the criterion. This process is used to determine when to stop the
iterative process of the K-Means algorithm after reaching the maximum number of 100 iterations. Several
values are reported as follows:

1. Avg_within_centroid_distance is the calculation of the average within-cluster distance, using the
average distance between the centroids of all clusters.

2. The Davies-Bouldin index is a criterion used to measure the quality of clustering, which is used
in the analysis for data partitioning. The calculation of the Davies—Bouldin index is the ratio between the
sum of the dispersion of data within the clusters and the distance between the clusters. It can be seen that
for good clustering, the dispersion within the clusters should be low, and the distance between the clusters
should be large.

Clustering was tested using the K-Means Clustering method to find the best clustering. Based on
the ESTS exam scores, it was found that there were 529 participants from 12 fields of study. After excluding
participants who did not complete all parts of the exam, the total number of participants was 460 from 12
fields of study. Clustering was performed using the K-Means method with the number of clusters set from
2 to 20, with 100 iterations, random centroids selected from the sample data, and the distance measured
using Euclidean Distance. The average distance between the data points and the centroids of each cluster,
as well as the Davies—Bouldin index, are shown in Table 2.

From the table and graph, it can be observed that as the number of clusters K increases, the
average distance between the data points and the centroids of each cluster decreases. When considering
the Davies—Bouldin index, it is found that at K = 3, the Davies-Bouldin index is the lowest at 0.82. This
indicates that clustering with K = 3 is the best clustering solution. This suggests that students’ ESTS scores

can be meaningfully categorized into three distinct groups, which are interpreted as follows: Cluster 2 (High-
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performance group): Students with consistently high scores in all four parts. Cluster 1 ( Moderate-
performance group): Students with average scores, showing strengths in some sections but weaknesses in
others. Cluster 0 (Low-performance group): Students with below-average scores across all test components.
When considering the clustering with K = 3, it was found that the number of members in each cluster is as

shown in the table.

Table 2 The average distance between the data points and the centroids of each cluster

Cluster NO Avg. within centroid distance_cluster Davies—Bouldin
2 825.15 1.02
3 519.46 0.82
4 442.12 1.07
5 378.23 1.09
6 332.72 1.11
7 303.81 1.09
8 280.94 1.19
9 262.57 1.21
10 245.01 1.20
11 229.08 1.17
12 215.79 1.16
13 202.19 1.10
14 197.08 1.08
15 184.84 1.07
16 177.39 1.11
17 169.45 1.10
18 164.93 1.10
19 158.86 1.05
20 152.92 1.06
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Figure 8 Graph of the average distance between the data points and the centroids of each cluster.
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Figure 9 Graph showing the Davies—Bouldin index.

Table 3 The number of members in each cluster

Cluster Number of members Percentage
Cluster 0 70 14.93
Cluster 1 61 13.01
Cluster 2 338 72.07
Total 469 100

Table 4 Average scores of each exam part and cluster

Attribute Cluster 0 (70 Persons) Cluster 1 (61 Persons) Cluster 2 (338 Persons)
Part 1 42.00 78.47 77.43
Part 2 50.36 18.71 87.45
Part 3 54.08 85.01 78.82
Part 4 46.53 81.26 76.63
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Considering the exam scores for each part, it was found that Cluster 0 has an average score range
for each part between 42 and 54.08. The part with the highest average score is Part 3, with an average score
of 54.08, while the part with the lowest average score is Part 1, with an average score of 42. Cluster 1 has
an average score range for each part between 18.71 and 85.01. The part with the highest average score is
Part 3, with an average score of 85.01, while the part with the lowest average score is Part 1, with an average
score of 78.47. Cluster 2 has an average score range for each part between 77.43 and 87.45. The part with
the highest average score is Part 2, with an average score of 87.45, while the part with the lowest average
score is Part 1, with an average score of 87.45. When further examining the details of each group, Cluster 0
was analyzed by looking at the average scores of each part to determine the score range within the group.
It was found that in Part 1, the average score is 42. When dividing the score range into a histogram with a
width of 10 points, most of the scores fall between 43.33 and 53.33. The graph of the Part 1 scores for
Cluster 0 is shown in Figure 10.

Further analysis of the score distributions within each cluster revealed key characteristics: Cluster
2 (High-performing): These students scored above 75 in most sections, indicating a strong foundation in
English, particularly in srammar and vocabulary. They likely require advanced or enrichment instruction to
maintain engagement. Cluster 1 (Mid-level): Students in this group had moderate scores, often struggling in
Part 2 (Reading) while performing better in Listening. This suggests a need for targeted support in reading
comprehension and academic vocabulary. Cluster 0 (Low-performing): Students consistently scored below
50 across all sections. This group would benefit from remedial instruction focusing on basic grammar and

listening skills, with an emphasis on building confidence in using English.

Part 1 (Cluster 0)
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Figure 10 Graph of the Part 1 scores for Cluster 0.

In Part 2, the average score is 50.36. When dividing the score range into a histogram with a width of
10 points, most of the scores fall between 48.33 and 58.33. The graph of the Part 2 scores for Cluster 0 is

shown in the figure.
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Part 2 (Cluster 0)
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Figure 11 Graph of the Part 2 scores for Cluster 0.

In Part 3, the average score is 54.08. When dividing the score range into a histogram with a width
of 10 points, most of the scores fall between 65.29 and 82.29. The graph of the Part 3 scores for Cluster 0

is shown in Figure 12.
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Figure 12 Graph of the Part 3 scores for Cluster 0.

In Part 4, the average score is 46.53. When dividing the score range into a histogram with a width
of 10 points, most of the scores fall between 14.29 and 30.29. The graph of the Part 4 scores for Cluster 0

is shown in Figure 13.

Part 4 (Cluster 0)
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Figure 13 Graph of the Part 4 scores for Cluster 0.
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In Cluster 1, when examining the average scores of each part to determine the score range within
the group, it was found that in Part 1, the average score is 78.47. When dividing the score range into a
histogram with a width of 10 points, most of the scores fall between 63.33 and 73.33. The graph of the Part

1 scores for Cluster 1 is shown in Figure 14.

Part 1 (Cluster 1)
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Figure 14 Graph of the Part 1 scores for Cluster 1.
In Part 2, the average score is 18.7 1. When dividing the score range into a histogram with a width
of 10 points, most of the scores fall between 8.13 and 18.33. The graph of the Part 2 scores for Cluster 1 is

shown in Figure 15.

Part 2 (Cluster 1)
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Figure 14 Graph of the Part 2 scores for Cluster 1.

In Part 3, the average score is 85.01. When dividing the score range into a histogram with a width of
10 points, most of the scores fall between 71.43 and 81.43. The graph of the Part 3 scores for Cluster 1 is

shown in Figure 15.
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Part 3 (Cluster 1)
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Figure 15 Graph of the Part 3 scores for Cluster 1.

In Part 4, the average score is 81.26. When dividing the score range into a histogram with a width of
10 points, most of the scores fall between 71.43 and 81.43. The graph of the Part 4 scores for Cluster 1 is

shown in Figure 16.
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Figure 16 Graph of the Part 4 scores for Cluster 1.

In Cluster 1, when examining the average scores of each part to determine the score range within
the group, it was found that in Part 1, the average score is 78.47. When dividing the score range into a
histogram with a width of 10 points, most of the scores fall between 63.33 and 73.33. The graph of the
Part 1 scores for Cluster 1 is shown in Figure 16. In Part 2, the average score is 18.71, when dividing the
score range into a histogram with a width of. 10 points, most of the scores fall between 8.33 and 18.33.

The graph of the Part 2 scores for Cluster 1 is shown in Figure 17.
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Figure 16 Graph of the Part 1 scores for Cluster 1.
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Figure 17 Graph of the Part 1 scores for Cluster 1.

In Part 3, the average score is 85.01, when dividing the score range into a histogram with a width of
10 points, most of the scores fall between 71.43 and 81.43. The graph of the Part 3 scores for Cluster 1 is

shown in Figure 17.

Part 3 (Cluster 1)

[71.43, 81.43] (81.43, 91.43] (91.43, 101.43]

Figure 17 Graph of the Part 3 scores for Cluster 1.

In Part 4, the average score is 81.26, when dividing the score range into a histogram with a width of
10 points, most of the scores fall between 71.43 and 81.43. The graph of the Part 4 scores for Cluster 1 is

shown in Figure 18.

Part 4 (Cluster 1)

[71.43, 81.43] (81.43, 91.43] (91.43, 101.43]

Figure 18 Graph of the Part 4 scores for Cluster 1.

In Cluster 2, when examining the average scores of each part to determine the score range within
the group, it was found that in Part 1, the average score is 77.43. When dividing the score range into a
histogram with a width of 10 points, most of the scores fall between 63.33 and 73.33. The graph of the Part

1 scores for Cluster 2 is shown in Figure 19.
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Figure 19 Graph of the Part 1 scores for Cluster 2.

In Part 2, the average score is 87.45. When dividing the score range into a histogram with a width
of 10 points, most of the scores fall between 88.33 and 98.33. The graph of the Part 2 scores for Cluster 2

is shown in Figure 20.
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Figure 20 Graph of the Part 2 scores for Cluster 2.

In Part 3, the average score is 78.82. When dividing the score range into a histogram with a width
of 10 points, most of the scores fall between 67.14 and 77.14. The graph of the Part 3 scores for Cluster 2

is shown in Figure 21.
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Figure 21 Graph of the Part 3 scores for Cluster 2.

In Part 4, the average score is 76.63. When dividing the score range into a histogram with a width
of 10 points, most of the scores fall between 68.57 and 78.57. The graph of the Part 4 scores for Cluster 2

is shown in Figure 22.
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Figure 22 Graph of the Part 4 scores for Cluster 2.

Practical Implications

This study lays the groundwork for tailoring English instruction in the Faculty of Science and
Technology. Different skill levels can be catered for in the curriculum design and extracurricular activities.
Students who are at risk can get extra help and their progress can be checked in on a regular basis. These
methods are especially useful for educational institutions that want to improve language skills in science
and technology fields.
Limitations of the Study

The study only looked at ESTS results in vocabulary, reading, listening, and grammar. It didn't look
at other skills or motivational factors. The dataset was only from one school, which means it might not be
applicable to other situations. It was up to the person interpreting clusters to make decisions, and the data
only showed one point in time, so it wasn't possible to see how things changed over time. Selecting K = 3
effectively categorizes students into high, moderate, and low proficiency groups, enabling more targeted

curriculum design and support strategies.

CONCLUSIONS

According to the clustering test using the K-Means Clustering method to find the best clustering, it
was found that from the ESTS exam scores of the Faculty of Science and Technology, there were a total
of 529 participants from 12 fields of study. After excluding the data of participants who did not complete
all parts of the exam, the total number of participants remaining was 460 from 12 fields of study.

From the clustering using the K-Means Clustering method, with the number of clusters set from 2
to 20, 100 iterations were performed, with random centroids selected from the sample data. The distance
was measured using Euclidean Distance, and the average distance between the data points and the
centroids of each cluster, along with the Davies—Bouldin index, were calculated. It was found that for
clustering with K = 3, the Davies—Bouldin index was the lowest at 0.82, meaning that clustering with K = 3
is the best clustering solution.

The results of the K-Means Clustering method show that the average within-centroid distance and
the Davies—Bouldin index were measured for different numbers of clusters, ranging from 2 to 20. The lowest
average within-centroid distance was 152.92, while the lowest Davies—Bouldin index was 1.05, which

occurred with 20 clusters. This suggests that increasing the number of clusters generally leads to a decrease
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in the average within-centroid distance and a reduction in the Davies-Bouldin index, indicating that the data
can be partitioned into distinct and more compact clusters.

The novelty of this research lies in integrating clustering analysis with domain-specific English test
data to support targeted curriculum development. Future research might expand the dataset, include
additional language skill measures, and apply hybrid clustering techniques to increase classification

accuracy.
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