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บทคัดย่อ 
 บทความวิจัยนี้น าเสนอแนวคิดใหม่ส าหรับตรวจจับค าไม่สุภาพภาษาไทยด้วยการออกแบบโครงสร้างพจนานุกรม
จัดเก็บค าไม่สุภาพแบบใหม่ โดยใช้ต าแหน่งอักขระแทนการจัดเก็บค าในพจนานุกรมแบบเดิม จ าแนกส่วนประกอบของ  
แต่ละค าออกเป็นรายการผกผัน จัดเก็บในพจนานุกรมด้วยตาราง โดยอาศัยหลักการแฮชเพื่อการเข้าถึงที่รวดเร็ว จากนั้น
พัฒนาขั้นตอนวิธีส าหรับตรวจจับค าไม่สุภาพได้แบบทันทีทันใดในระหว่างที่อักขระถูกป้อนเข้ามาในระบบ โดยไม่จ าเป็น 
ต้องป้อนค าจนส าเร็จเช่นขั ้นตอนวิธีเดิมที่เคยมีมา พจนานุกรมใหม่ถูกสร้างด้วยค่าความซับซ้อนด้านเวลา O(W) และ 
ค่าความซับซ้อนด้านเนื้อที่จัดเก็บ O(|Σ|+|W|) โดยที่ W คือความยาวของจ านวนค ารวมกันทั้งหมดที่บรรจุในพจนานุกรม 
ในขณะที่ความซับซ้อนด้านเวลาการตรวจจับคือ O(n) เมื่อ n คือความยาวของข้อความที่ป้อนเข้าสู่ระบบ ผลการทดลอง 
ด้วยการพัฒนาโปรแกรมตรวจจับค าไม่สุภาพโดยอาศัยพจนานุกรแบบใหม่ มีความรวดเร็วในการตรวจจับมากกว่าการตรวจจับ
โดยอาศัยพจนานุกรมแบบเดิมอย่างมีนัยส  าคัญ ขั้นตอนวิ ธีใหม่สามารถตรวจจับค  าไม่สุภาพที่มี ในพจนานุกรม 
ได้ค่าความถูกต้องร้อยเปอร์เซ็นต์ โดยไม่มีค่าความคลาดเคลื่อน 
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ABSTRACT 
 This research article presents a new concept for detecting impolite Thai words by designing a new 
structure for a dictionary that stores impolite words.  It uses character positions instead of storing words in 
the traditional dictionary format.  The components of each word are classified into an inversion list and 
stored in the dictionary using a table based on hashing principles for rapid access. The article then develops 
an algorithm for immediate detection of impolite words as characters are input into the system, eliminating 
the need for complete entry as required by previous algorithms. The new dictionary is created with a time 
complexity of O(W) and a space complexity of O(|Σ|+|W|), where W is the total length of all words contained 
in the dictionary.  Meanwhile, the time complexity for detection is O( n) , where n is the length of the text 
input into the system.  Experimental results with the developed program for detecting impolite words, 
relying on the new dictionary model, show significantly faster detection compared to the traditional 
dictionary- based approach.  The new algorithm can detect impolite words in the dictionary with 100% 
accuracy without any errors. 

 

ค าส าคัญ: ค าไม่สุภาพ  ขั้นตอนวิธี  การตรวจจับค าหยาบ  รายการผกผัน  โครงสร้างข้อมูล 
Keywords: Impolite Words, Algorithm, Rude Words Detection, Inverted List, Data Structure 
 

บทน า 
 การตรวจจับค าที่ไม่สุภาพ (Impolite word detection) หรือ การตรวจจับค าหยาบ (Rude word detection) คือ 
กระบวนการประมวลผลภาษาธรรมชาติ (Natural language processing) เพื่อตรวจจับค าไม่สุภาพหรือภาษาที่ไม่เหมาะสม 
ที่ปรากฏในข้อความหรือสื่อต่างๆ หลักการนี้ถูกพัฒนาขึ้นเพื่อตรวจจับป้องกันการใช้ภาษาที ่ไม่ เหมาะสม หรือท าให้ 
รู ้สึกไม่พึงประสงค์ในสังคมออนไลน์หรือในแอปพลิเคชันที ่ใช้ในการสื ่อสารในปัจจุบัน เช่น Google Safe Browsing  
Facebook's AI และ Twitter's AI เป็นต้น ตามแนวคิดดังกล่าว มีงานวิจัยที่น่าสนใจในต่างประเทศ แสดงไว้ในบทความ 
เป็นจ านวนมาก (Chakraborty et al., 2023; Chakravarthi et al., 2023; Chen and Feng, 2013; Li, 2020; Lusiana  
et al., 2018; Magami and Digiampietri, 2020; Modha et al., 2020; Moin et al., 2021; Novitasari et al., 2018; 
Priya et al., 2023; Tuarob et al., 2023) โดยแต่ละกลไกที่ส าคัญและเทคนิคในการตรวจจับ พบว่าจะอาศัยทั้งหลักการ
ทางสถิติ หรือพิจารณาความหมาย หรือไม่ก็อาศัยพจนานุกรมเพื่ออ้างอิงค าไม่สุภาพดังกล่าว  
 ส าหรับในประเทศไทยมีการวิจัยทางด้านนี้ที่น่าสนใจ คือ สร้างโมเดลตรวจจับค าหยาบภาษาไทยบนสื่อออนไลน์ 
(ณัฐาศิริและสมชาย, 2560) และวิจัยเกี่ยวกับการหลีกเลี ่ยงการใช้ค าไม่สุภาพของผู้ใช้อินเทอร์เน็ตบนกระดานสนทนา  
(วิภาพรรณ, 2549) เป็นต้น ในการด าเนินการด้วยกลไกการตรวจจับต่างๆ เหล่านั้น พบว่ากลไกที ่ส  าคัญคือการใช้ 
ฐานพจนานุกรม (Dictionary-based algorithm) ส าหรับตรวจจับ โดยกลไกนี ้จะใช้พจนานุกรมของค าศัพท์หรือวลีที่ 
เป็นที่รู ้จักว่าเป็นค าไม่สุภาพหรือค าหยาบ การรวบรวมค าศัพท์ จัดเก็บไว้ในพจนานุกรม (ณัฐาศิริและสมชาย , 2560; 
Khancome and Boonjing, 2009) จากนั้นพัฒนาขั้นตอนวิธีตรวจสอบข้อความว่ามีค าศัพท์หรือวลีเหล่านี้ปรากฏอยู่ใน
พจนานุกรมหรือไม่ หากพบก็จะถือว่าข้อความนั้นไม่เหมาะสม หลักการตรวจจับค าไม่สุภาพแบบฐานพจนานุกรมมี 
ความแม่นย าสูง  
 
 



108 KKU Science Journal Volume 52 Number 1  Research 
 

 งานวิจัยนี้ศึกษาจาก (ณัฐาศิริและสมชาย, 2560; วิภาพรรณ, 2549) ร่วมกับการศึกษาหลักการออกแบบและ 
การพิจารณาค าไม่สุภาพจากเถกิง (2558)  นันทวัฒน์และสุวัฒนา (2558)  นภัทรและปนันดา (2562)  ยุวดี (2549) 
โดยเฉพาะอย่างยิ ่งในงานวิจัยวุฒิชัย (2549) ที่มีประสิทธิภาพได้สร้างพจนานุกรมด้วยการตัดค า และจ าเป็นต้องเก็บ
พจนานุกรมดังกล่าวแบบเต็ม และต้องพิมพ์หรือป้อนข้อความทั้งหมดก่อนการตรวจจับ ขณะที่ณัฐาศิริและสมชาย (2560) 
แสดงโมเดลที่ได้จากการสอน (Train) ด้วยข้อมูลด้วยพจนานุกรมเช่นกัน การป้อนหรือการตรวจจับจ าเป็นต้องป้อนข้อมูล 
ครบก่อนการตรวจจับ ทั้งสองขั้นตอนวิธีจ าเป็นต้องมีข้อมูลทดสอบด้วยการป้อนให้ครบทั้งหมด เนื่องจากพจนานุกรมดังกล่าว
ที่ใช้เป็นแบบเดิมที่จัดเก็บเป็นค าส าหรับตรวจสอบและเรียนรู้ คณะผู้วิจัยจึงให้ความสนใจและสร้างงานวิจัยในฐานพจนานุกรม
โดยมุ่งเน้นขจัดข้อจ ากัดของพจนานุกรมแบบเดิม ที่การตรวจจับจ าเป็นต้องป้อนค าศัพท์หรือข้อความไม่สุภาพทั้งหมดก่อน  
จึงเข้าไปตรวจจับได้ ซึ่งส่งผลให้ก่อนการตรวจจับจะท าให้มีค าไม่สุภาพถูกน าเข้าสู ่ระบบได้เรียบร้ อยแล้วจึงตรวจพบใน
ภายหลัง 
 ดังนั้น งานวิจัยนี้จึงต้องการสร้างพจนานุกรมแบบใหม่ สามารถตรวจจับและท านายข้อความได้ ทันทีทันใดตั้งแต่ 
ตอนป้อนทีละอักขระ สามารถท านายแนวโน้มของค าขณะป้อนเข้าสู่ระบบได้แบบทันทีทันใด คณะผู้วิจัยได้ออกแบบแนวคิด
ใหม่ส าหรับตรวจจับค าไม่สุภาพ ด้วยการพัฒนาโครงสร้างข้อมูลพจนานุกรมจัดเก็บค าไมสุ่ภาพแบบใหม่ สร้างการจัดเก็บข้อมูล
ในรูปแบบอักขระ ใช้ต าแหน่งอักขระแทนการจัดเก็บค าในพจนานุกรมแบบเดิม จ าแนกรายละเอียดของแต่ละค าออกเป็น
รายการผกผัน (Inverted lists) จัดเก็บในพจนานุกรมเฉพาะที่ใช้หลักการแฮช (Hashing) ส าหรับการเข้าถึงที่รวดเร็ว จากนั้น
พัฒนาขั้นตอนวิธีส าหรับตรวจจับค าดังกล่าว ซึ่งสามารถตรวจจับค าไม่สุภาพได้แบบทันทีทันใดที่อักขระถูกป้อนเข้ามาในระบบ
โดยไม่จ าเป็นต้องให้เกิดการป้อนจนส าเร็จเสียก่อนจึงจะตรวจพบเช่นขั้นตอนวิธีเดิมที่เคยมีมา 
 แนวคิดใหม่สร้างพจนานุกรมด้วยค่าความซับซ้อนด้านเวลา O(|W|) และค่าความซับซ้อนด้านเนื ้อที่จ ัดเก็บ 
O(|Σ|+|W|) โดยที่ W คือจ านวนค าที่บรรจุในพจนานุกรม ในขณะที่ความซับซ้อนด้านเวลาการค้นหาคือ O(n) เมื่อ n คือ 
ความยาวของข้อความที่ป้อนเข้าสู่ระบบ ผลการทดลองพัฒนาโปรแกรมเพื่อเปรียบเทียบการตรวจนับกับเทคนิคการตรวจนับ
โดยอาศัยพจนานุกรมแบบเดิม พบว่าพจนานุกรมแบบใหม่สามารถตรวจนับได้รวดเร็วกว่ามากกว่าอย่างมีนัยส าคัญ  
ที่การน าเข้าข้อมูลไม่จ าเป็นต้องอาศัยการตัดค าก่อนการค้นหาเช่นขั้นตอนวิธีเดิม รวมถึงขั ้นตอนวิธีใหม่มีความถูกต้อง 
(Accuracy) สูง และไม่มีความคลาดเคลื่อนอีกด้วย นอกจากน้ันพจนานุกรมใหม่นี้ยังเอื้อประโยชน์ต่อความเร็วในการตรวจจับ 
และในอนาคตสามารถเพิ่มค าใหม่ๆ เข้าไปในพจนานุกรมค าไม่สุภาพ ซึ่งแนวคิดใหม่นี้สามารถน าไปใช้แบบพลวัตได้อีกด้วย 
รวมถึงสามารถขยายความสามารถในอนาคตให้พิจารณาได้ถึงบริบทของค าหยาบตามรูปแบบของบริบทได้ ด้วย อีกทั้งยังได้
พัฒนาขั้นตอนวิธีการตรวจจับค าไม่สุภาพใหม่ท่ีสัมพันธ์และเชื่อมโยงในมิติรูปภาพหรือภาษาถิ่นในอนาคตได้อีกด้วย 
 

ทฤษฎีและงานวิจัยท่ีเกี่ยวข้อง 
 ทฤษฎีที่น ามาใช้งาน ได้แก่ รายการผกผันแบบพหุแบบ ตารางการแฮช และงานวิจัยท่ีเกี่ยวข้องที่ได้ศึกษาเพื่อน ามา
พัฒนาออกแบบงานวิจัยนี ้
 รายการผกผันพหุแบบ 
 แนวคิดของการสร้างรายการผกผัน (Khuncome and Boonjing, 2009) เกิดจากการแทนเอกสาร D ด้วย 
เซตอักขระแบบ W โดยที่ W = {w1, w2, …, wr} เมื่อ wi คือ สายอักขระจาก c1, c2, …, cm ที่อยู่ภายใต้ Σ ซึ่ง Σ คือ เซตของ
อักขระ (Character set) ที่ปรากฏใน W 
 แสดงตัวอย่างของ เซต W  = {aab,aabc,aade} 

w1 = aab, w2 = aabc, w3 = aade 
 เมื่อพิจารณา w1 = aab ซึ่งจะได้ c1 คือ a, c2 คือ a, c3 คือ b เป็นต้น 
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 จากแนวคิดที่จะแทนรายละเอียดของเอกสาร D ด้วยเซตอักขระแบบ W น ามาสร้างดัชนีของรายการผกผันของ 
แต่ละอักขระ ในรูปแบบของ อักขระ : <ต าแหน่งที่ปรากฏในแต่ละอักขระแบบ : สถานะของการเป็นตัวสุดท้ายหรือไม่ : 
{หมายเลขของอักขระแบบที่มีอักขระดังกล่าวปรากฏ}> 
 ดังนั้นสามารถแสดงดัชนีของรายการผกผันของ เซต W = {aab,aabc,aade} ดังนี ้

a: <1:0:{1,2,3}>, <2:0:{1,2,3}> 
b: <3:1:{1}>, <3:0:{2}> 
c: <4:1:{2}> 
d: <3:0:{3}> 
e: <4:1:{3}> 

 เมื่อแทนค่าในรูปแบบดังกล่าวแล้วจึงน าเอาดัชนีรายการผกผันมาสรา้งเป็นตารางดังนี ้
 

ตารางที่ 1 แสดงรายการผกผันแบบพหุ W = {aab,aabc,aade} 

อักขระ รายการผกผันก่อนการแทรก 
A <1:0:{1,2,3}><2:0:{1,2,3}> 
B <3:1:{1}><3:0:{2}> 
C <4:1:{2}> 
D <3:0:{3}> 
e <4:1:{3}> 

 

 จากนั้นน าเอารายการผกผันดังกล่าว ไปสร้างและน าเสนอในรูปแบบของตารางการแฮชเพื่อใช้เป็นโครงสร้างข้อมูล 
ส าหรับการค้นหาต่อไป 
 ตารางการแฮช 
 ตารางการแฮช (Hashing table) (Dinh, 2020; Loudon, 2020, Wikipedia, 2020) ค ือ โครงสร ้างข้อมูลที่
ออกแบบเพื่อการจัดเก็บในรูปแบบตาราง มีกลไกการท างาน 3 ส่วน คือ คีย์ (Key)  แฮชฟังก์ชัน (Hash Function) และ 
ส่วนของตารางการเก็บข้อมูล สนับสนุนค้นหาข้อมูลในโครงสร้างด้วยความซับซ้อนต ่าสุดคือ O(1) โดยปกติจะสร้างตาราง 
ไว้เก็บข้อมูล (Bucket of Data) และเข้าถึงข้อมูลโดยใช้การค านวณเพื่่อหาต าแหน่งในการเก็บข้อมูลด้วยฟังก์ชันการแฮช  
รูปที่ 1 แสดงแนวคิดดังกล่าว 

 
 

รูปที่ 1 แนวคิดการสร้างตารางการแฮช 
 

 ตารางแฮชพื้นฐานดังในรูปที่ 1 อาจมีปัญหาเรื่องของการชนกันของค่าคีย์ (Key collision) และเนื้อที่จัดเก็บ 
ที่ไม่ยืดหยุ่นและท าให้การเข้าถึงอาจต้องใช้ความซับซ้อนมากกว่า O(1) แต่ในปัจจุบันมีการพัฒนาเป็นตารางการแฮช 
สมบูรณ์แบบ (Perfect hashing) ซึ่งใช้เนื้อท่ีจัดเก็บข้อมูลเพียง O(n) และเวลาเข้าถึงเป็น O(1) เท่านัน้ กลไกนี้จะพัฒนาตาราง
การแฮชเป็นสองระดับ และเข้าถึงโดยอาศัยคีย์เข้าถึง 2 คีย์ คือ 
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 1) คีย์สากล U ส าหรับการเข้าถึงข้อมูลในตารางระดับแรกด้วยค่าฟังก์ชันแฮช f(U) 
 2) คีย์ k ส าหรับเข้าถึงระดับที่สองโดยฟังก์ชัน f(k) และข้อมูลที่เข้าถึงในระดับที่สอง คือ รายการข้อมูลที่เกี่ยวข้องกบั 
คีย์ที่เกี่ยวข้องของ k ที่สัมพันธ์มาจากค่าของข้อมูลในตารางการแฮชระดับแรก 
 งานวิจัยนี้น าแนวคิดของตารางการแฮชสมบูรณ์แบบ (Dinh, 2020; Loudon, 2020, Wikipedia, 2020) มา
ประยุกต์ใช้ส าหรับสร้างตารางรายการผกผันแบบพหุ โดยก าหนดคีย์สากล U คือ Σ เข้าถึงข้อมูลตารางระดับแรก คือ  
ตัวอักขระแบบทั้งหมด f(Σ) และหลังจากนั้นน าค่าต าแหน่งที่ปรากฏในแต่ละอักขระแบบที่ไดจ้าก f(Σ) เป็นค่าคีย์ k และ เข้าถึง
รายการผกผันที่สร้างจัดเก็บไว้ในตารางแฮชระดับที่สองด้วย f(k) เพื่อเข้าถึงรายการผกผันในตารางการแฮชระดับที่ 2 และ
น ามาวิเคราะห์หาการตรวจจับที่ถูกต้อง แสดงแนวคิดการสร้างตารางการแฮชจากรายการผกผันในตารางท่ี 1 ดังรูปที่ 2 
 

 
 

รูปที่ 2 แนวคิดการสร้างตารางการแฮชสมบูรณ์แบบ 
 

 นิยามและการแสดงตัวอย่างต่อไปนี้น าแนวคิดจาก (Khancome and Boonjing, 2009) มาพัฒนาเพื่อสร้าง 
พจนานุกรมค าไม่สุภาพภาษาไทย ดังนี้ 
นิยามที่ 1 ก าหนดให้ W คือ ชุดของค าไม่สุภาพที่ประกอบด้วย w1, w2, w3, …, wn เขียนแทนด้วยเซตค าไม่สุภาพ  

 W = {w1, w2, w3, …, wr} 
ตัวอย่างที่ 1 แสดงตัวอย่างของ W = <w1, w2, w3, …, wr> เมื่อ r = 5 จากนิยามที่ 1 แสดงชุดของค าดังนี้  

 W = <ตอแหล, เฮงซวย, ไอ้ระย า, ไอ้เบื๊อก, ไอ้หน้าโง่> 
   โดย   w1 คือ ค าว่า “ตอแหล” และเรียงล าดับไปจนถึง w5 คือค าว่า “ไอ้หน้าโง”่ เป็นต้น 
นิยามที่ 2 ก าหนดให้แต่ละค าไม่สุภาพ wi มีความยาว mj เมื ่อ 1 ≤ j ≤ r อักขระ ดังนั ้น ความยาวรวมของอักขระ 

  ที่บรรจุ อยู่ใน W คือ m1 + m2 + … + mr เขียนแทน |W| 
ตัวอย่างที่ 2 แสดงตัวอย่างของ W = <ตอแหล, เฮงซวย, ไอ้ระย า, ไอ้เบื๊อก, ไอ้หน้าโง>่ จะมีความยาว  

 |W| = 5 + 6 + 7 + 9 + 10 = 37 เป็นต้น 
 



งานวิจัย วารสารวิทยาศาสตร์ มข. ปีที่ 52 เล่มที่ 1 111 
 

 

นิยามที่ 3  ก าหนดให้ Σ คือ อักขระทั้งหมดที่ถูกบรรจุใน W เขียนแทนจ านวนอักขระทั้งหมดด้วย |Σ| 
ตัวอย่างที่ 3 แสดงตัวอย่าง W = <ตอแหล, เฮงซวย, ไอ้ระย า, ไอ้เบื ๊อก, ไอ้หน้าโง่> จากนิยาม Σ คือ ต, อ, แ, ..., โ, ง่      

  เป็นต้น ซึ่งหากพิจารณาภาษาไทยตามนิยาม 3 คือ อักขระภาษาไทย สระ และวรรณยุกต์รวมกัน 
นิยามที่  4 ก าหนด ꞇ คือ อักขระเดี่ยวที่ปรากฏใน wj ใดๆ โดยที่  ꞇ ∈ Σ สามารถเขียนดัชนีของ ꞇ ที่ปรากฏด้วย 

ꞇ : <pos:wj:terminated> โดยที่ pos คือ ต าแหน่งของอักขระที่พบในค าที่ wj และ terminated คือ สถานะที่ 
ระบุว่าเป็นอักขระสุดท้ายของค าไม่สุภาพ wj หรือไม่ โดยก าหนดให้ terminated = 1 ถ้าเป็นอักขระสุดท้าย 
ของค า หรือ terminated = 0 หากไม่ใช่อักขระสุดท้ายของค า 

ตัวอย่างที ่ 4 จากค าไม่สุภาพ W = <ตอแหล, เฮงซวย, ไอ้ระย า, ไอ้เบื๊อก, ไอ้หน้าโง่> แสดงตัวอย่างดัชนีอักขระได้  
ดังตารางที่ 2 

 

ตารางที่ 2 ตัวอย่างดัชนีอักขระของค าไม่สุภาพ 
ꞇ <pos:wi :terminated>   ꞇ <pos:wi :terminated> 
ต <1:1:0>  ร <4:3:0> 
อ <2:1:0> , <2:3:0>, <2:4:0>, <8:4:0>, 

<2:5:0> 
 ะ 

ย 
<5:3:0> 
<6:3:0> 

แ <3:1:0>  - า <7:3:1> 
ห <4:1:0>, <4:5:0>  เ <4:4:0> 
ล <5:1:1>  บ <5:4:0> 
เ <1:2:0>, <4:4:0>  -ื <6:4:0> 
ฮ <2:2:0>  -๊ <7:4:0> 
ง <3:2:0>  ก <9:4:1> 
ซ <4:2:0>  น <5:5:0> 
ว <5:2:0>  า <6:5:0> 
ย <6:2:1>  โ <8:5:0> 
ไ <1:3:0>, 1:4:0>,1:5:0>  ง <9:5:0> 
-้ <3:3:0>, 3:4:0>,3:5:0>,7:5:0>  -่ <10:5:1> 

 

นิยามที่ 5 ตารางรายการผกผัน (IVL Table) คือตารางที่น าดัชนีอักขระของนิยามที่ 4 มาสร้างในรูปแบบตารางสองคอลัมน์ 
คือ Σ และ รูปแบบของแต่ละ ꞇ ที่มีรูปแบบการแทนดัชนีในรูปแบบ ꞇ : <pos : terminated : { I0 และ/หรือ I1}> 
โดยที่ I0 และ I1 คือเซตของรายการปรากฏของอักขระ ꞇ ใน wj ใดๆ I0 ที่ไม่ใช่อักขระสุดท้ายใน wj ส่วน I1 คือ 
เซตของรายการปรากฏของอักขระ ꞇ ใน wj ใดๆ ที่เป็นอักขระสุดท้ายใน wj ใดๆ 

ตัวอย่างที่ 5 จากชุดของค าไม่สุภาพในตัวอย่างที่ 1 W = <ตอแหล, เฮงซวย, ไอ้ระย า, ไอ้เบื๊อก, ไอ้หน้าโง่ > และดัชนีอักขระ 
  ค าไม่สุภาพในตัวอย่างที่ 1 เขียนด้วยตารางรายการผกผัน IVL Table ได้ดังตารางที่ 3 

 

 
 
 
 



112 KKU Science Journal Volume 52 Number 1  Research 
 

ตารางที่ 3 ตัวอย่างตารางผกผันของค าไม่สุภาพในตัวอย่างที่ 5 

Σ <pos:terminated:{I0 และ/หรือ I1}>  Σ <pos:terminated:{I0 และ/หรือ I1}> 

ต <1:0:{1}>  ห <4:0:{1, 5}> 
อ <2:0:{1, 3, 4, 5}>, <8:0:{4}>  ล <5:1:{1}> 
แ <3:0:{1}>  เ <1:0: {2}>, <4:0: {4}> 
ฮ <2:0:{2}>  เ <4:0:{4}> 
ง <3:0:{2}>  บ <5:0:{4}> 
ซ <4:0:{2}>  -ื <6:0:{4}> 
ว <5:0:{2}>  -๊ <7:0:{4}> 
ย <6:1:{2}>  ก <9:1:{4}> 
ไ <1:0:{3, 4, 5}>  น <5:0:{5}> 
-้ <3:0: {3,,4, 5}>, <7:0: {5}>  า <6:0:{5}> 
ร <4:0:{3}>  โ <8:0:{5}> 
ะ <5:0:{3}>  ง <9:0:{5}> 
ย <6:0:{3}>  -่ <10:1:{5}> 
- า <7:1:{3}>    

 

วิธีการด าเนินการวิจัย 

 ขั้นตอนวิธีการสร้างพจนานุกรม 
 เบื้องต้นก่อนการอธิบายถึงขั้นตอนการสร้างพจนานุกรม จ าเป็นต้องก าหนดนิยามเฉพาะขึ้นเพื่อใช้อธิบายล าดับ  
ขั้นการสร้างในล าดับถัดไป โดยนิยามที่ 6 ต่อไปนี้แสดงรายละเอียดดังกล่าว 
นิยามที่ 6 พจนานุกรม HT-Dictionary คือ พจนานุกรมการแฮชที่สร้างจากตารางการแฮชแบบสมบูรณ์ (Perfect hashing  

  table) ใช้บรรจุรายการผกผันจากตารางรายการผกผัน (IVL Table) ประกอบด้วยสองระดับการแฮช โดย  
  ระดับแรก ใช้คีย์ f(ꞇ) เข้าถึง pos และ ใช้ f(pos) เข้าถึง I0 และ/หรือ I1 ในระดับที่สองของตารางการแฮช 

ตัวอย่างที่ 6 จากตัวอย่างที่ 5 สามารถเขียนให้อยู่ในรูปแบบพจนานุกรม HT-Dictionary ดังแนวทางดังรูปที่ 3 ต่อไปนี ้
 

 
 

รูปที่ 3 แสดงตัวอย่างการสร้างพจนานุกรมค าไมสุ่ภาพแบบรายการผกผันพหุแบบ 
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ทฤษฎีบท 1 การเข้าถึง I0 และ/หรือ I1 ใดๆ ใน HT-Dictionary ท าได้ด้วยความซับซ้อน O(1) 
พิสูจน์       ก าหนด f(ꞇ) เข้าถึง pos ในตารางการแฮชระดับที่ 1 และ ใช้ f(pos) เข้าถึง I0 และ/หรือ I1 ของตารางการแฮช 

  ในระดับที่ 2 
 เนื่องจากการเข้าถึงตารางการแฮชใดๆ ท าให้ f(ꞇ) เข้าถึง pos ในตารางการแฮชระดับที่ 1 ด้วยความซับซ้อน O(1) 
และจากนั้น f(pos) เข้าถึง I0 และ/หรือ I1 ของตารางการแฮชในระดับที่ 2 ก็ยังคงใช้ความซับซ้อน O(1) ดังนั้นการเข้าถึง I0 
และ/หรือ I1 ใดๆ ใน HT-Dictionary คือ O(1) + O(1) ซึ่งจะได้ค่าความซับซ้อน O(1) 
 ขั้นตอนวิธีสร้างพจนานุกรม HT-Dictionary แสดงดังนี ้
Algorithm 1: Creating HT-Dictionary 
Input: W = {w1, w2, w3, …, wr}, Σ  
Output: HT-Dictionary 
 1. Create empty HT-Dictionary 
 2. For I = 1 To r Do 
 3. For j = 1 to m of wi Do 
 4. If ꞇj does not exist in HT-Dictionary Then 
 5. Store ꞇ as a new key,and j as pos in HT-Dictionary Level 1 
 6. End of If 
 7. Create I0 if j < m of wi or Create I1 if j = m of wi 
 8. Store I0 or I1 to HT-Dictionary Level 2 
 9. End of If 
 10. End of For 
 11. End of For 
 12. Return HT-Dictionary 
ทฤษฎีบท 2 การสร้างพจนานุกรม HT-Dictionary มีความซับซ้อนด้านเวลา O(|W|) 
พิสูจน์     จาก W = {w1, w2, w3, …, wr} แต่ละ wj มีความยาว mi ซึ่ง m1 + m2 + m3 + … + mr = |W| 
 การสร้างพจนานุกรมว่าง (บรรทัดที่ 1) ท าด้วยความซับซ้อนค่าคงท่ี O(1) 
 ลูปนอก (บรรทัดที่ 2 - 11) จะวนเท่ากับ r รอบ ในขณะที่แต่ละ wj จะวนเทา่กับจ านวนความยาวของแต่ละค าศัพท์ 
คือ mj รอบ (บรรทัดที่ 3 – 10) ดังนั ้น การสร้าง HT-Dictionary จะมีการด าเนินการด้วยค่าความซับซ้อนด้านเวลา  
m1 + m2 + m3 + … + mr = |P| ซึ่งความซับซ้อนเท่ากับ O(|P|) 
 นอกจากนั้น ระหว่างการด าเนินการในการสร้างคีย์ ꞇ และต าแหน่งดัชนี pos (บรรทัดที่ 5) การสร้าง I0  I1 และ  
การเพิ ่มลงในพจนานุกรม (บรรทัดที่ 7 - 8 ) ต่างด าเนินการด้วยค่าความซับซ้อน O(1) ซึ ่งเข้าถึงรายการผกผันด้วย 
ความซับซ้อนค่าคงที่ O(1) ตามทฤษฎีบท 1 
 ดังนั้น ความซับซ้อนการสร้างพจนานุกรม HT-Dictionary เท่ากับ O(|P|) 
ทฤษฎีบท 3 พจนานุกรม HT-Dictionary มีความซับซ้อนด้านเนื้อท่ี O(|Σ|+|W|) 
พิสูจน์       ด้วยการพิจารณา Σ ซึ่งบรรจุ ꞇ ที่จ านวนมากที่สุดเท่ากับ Σ ในขณะที่มีการสร้าง I0  I1 ของ w1, w2, w3, …, wr 

 เนื่องจาก ꞇ ∈ Σ ซึ่งขนาดของการจัดเก็บในพจนานุกรม HT-Dictionary จ านวน ꞇ ทั้งหมดที่จ าเป็นจัดเก็บใน  
 HT-Dictionary คือ |Σ| 
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 ในขณะที่แต่ละ I0  I1 ที่ถูกสร้างขึ้นในแต่ละรายการจาก w1, w2, w3, …, wr ด้วยจ านวน I0  I1 เท่ากับ m1 + m2 + m3 

+ … + mr = |W| ซึ่งความซับซ้อนเท่ากับ O(|W|) ในขณะที่ต าแหน่ง pos ซึ่งเท่ากับความยาวมากที่สุดของค าศัพท์ซึ่งถือเป็น
ค่าคงท่ี 
 ดังนั้น ความซับซ้อนด้านเนื้อท่ีของพจนานุกรม HT-Dictionary เท่ากับ O(|Σ|+|W|) 
 ขั้นตอนวิธกีารตรวจจับ 
 ขั้นตอนวิธีการตรวจจับ ขั้นตอนวิธีเริ่มจากรับอักขระเข้ามาทีละอักขระจากข้อความ (T = t1, t2, t3 ... tn) น าอักขระ
นั้นไปเปรียบเทียบในพจนานุกรมตารางรายการผกผัน หากพบอักขระในพจนานุกรมตารางรายการผกผัน ขั้นตอนวิธีการ
ตรวจจับค าไม่สุภาพ จะด าเนินการได้หลังจากสร้างพจนานุกรมเสร็จสิ ้นแล้ว เพื ่อให้เข้าใจขั้นตอนวิธีได้ชัดเจนมากขึ้น  
จึงก าหนดตัวแปรที่จ าเป็นส าหรับขั้นตอนวิธีส่วนการค้นหา ได้แก่ N คือ ตัวน าทางเพื่อชี ้ต าแหน่งการเปรียบคู่ปัจจุบัน  
pos คือ ตัวเก็บต าแหน่งของรายการผกผันที่ต้องการน ามาเปรียบคู่  TN คือ อักขระจากข้อความต าแหน่งที่เปรียบคู่ปัจจุบัน 
SET1 กับ SET2 คือ ตัวแปรชั่วคราวเก็บเซต I1  I0 ระหว่างการตรวจจับ คือ ฟังก์ชันท่ีหาผลการอินเตอร์เซกชันระหว่างเซตของ 
SET1 และ SET2 
 ขั้นตอนวิธีเริ่มจากก าหนดค่าเริ่มต้นให้กับ SET1 และ SET2 และก าหนดค่า min คือค่าความยาวของค าที่สั้นที่สุดใน 
W หลังจากนั้นขั้นตอนวิธีท างานโดยกวาด (Scan) เพื่อเปรียบเทียบความต่อเนื่องของ I1  I0 ที่น ามาจาก HT-Dictionary ตาม
ต าแหน่ง pos ของ T[tN] ซึ่งแต่ละครั้งของการตรวจจับจะเก็บรายการผกผัน I1 หรือ I0 ลงตัวแปรชั่วคราว SET1 หรือ SET2 
แล้วน ารายการผกผันดังกล่าวมาอินเตอร์เซกชันกันเพื่อหาความต่อเนื่องของอักขระแบบและผลการตรวจจับส าเร็จ ด าเนินการ
กวาดไปแต่ละหน้าต่างการค้นหา จนกระทั่งถึงหน้าต่างที่ n-min นอกจากนั้น จ าเป็นต้องก าหนดค่า d ให้เป็นค่าช่องว่าง 
(White space) ที่อนุญาตให้มีได้ในแต่ละค าระหว่างการตรวจจับ และ f คือ จ านวนช่องว่างที่ตรวจพบระหว่างตรวจจับ 
ซึ่งข้ันตอนวิธีการค้นหา แสดงดังนี ้
Algorithm2: Impolite Detection 
Input: HT-Dictionary, min, I1, I2, T = t1 t2 t3 ... tn, d 
Output: Impolite word(s) is reported. 
 1. N = 1, pos = 1, SET1 = SET2 = null, RESULTS = {}, f = 0 

 2. SET1 ← (I0 or I1 of T[tN] in HT-Dictionary with pos), N++ 
 3. While (N <= n-min) Do 
 4. Report the matched position if SET1 contains I1 
 5. If SET1 ≠ ∅ Then 
 6. pos + + 

 7. SET2 ← (I0 or I1 of T[tN] in HT-Dictionary with pos) 

 8. SET1 ← SET1 ∩ SET2 
 9. Else 
 10. pos = 1 or if T[tN] = whitespace and f<d then f++/else f = 0 

 11. SET1 ← (I0 or I1 of T[tN] in HT-Dictionary with pos) 
 12. End of If 
 13. N++ 
 14. End of While 
 15. Retur 
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ตัวอย่างที่ 7 การตรวจจับค าไมสุ่ภาพ เมื่อข้อความ T = ไอ้หน้าโง่ โดยใช้พจนานุกรมค าไมสุ่ภาพตารางที่ 3 ล าดับ 
 ขั้นตอนตรวจจับ แสดงเป็นล าดับดังนี้ 
1. ค้นอักขระ โดยใช้ “ไ” แล้ว SET1 ไม่ใช่ ∅ ได้ผลลัพธ์คือ “ไ” = <{1 : 0 : {3, 4, 5}>  

หมายความว่า “ไ” ตรงกับค าท่ีไม่สุภาพ โดยอยู่ในต าแหน่งท่ีหนึ่งของค า ยังไม่จบค า (Terminated = 0) และพบในค าที่ 3, 4 
และ 5 ดังนั้นสามารถค้นอักขระตัวถัดไป โดยเก็บผลลัพธ์ของ “ไ” ไว้ใน SET1 

2. ค้นอักขระ โดยใช้ “อ” ซึ่งได้ผลลัพธ์คือ “อ” = <2 : 0 : {1, 3, 4, 5}> เก็บผลลัพธ์ไว้ใน SET2 

โดย  SET1 ← SET1 ∩ SET2 = <2 : 0 : {3, 4, 5} หลังจากนั้น SET1 ← SET2 ≠ ∅ และยังไม่จบค า 
3. ค้นอักขระ โดยใช้ “ -้ ” ซึ่งได้ผลลัพธ์คือ “ -้ ” = <{3 : 0 : {3, 4, 5}> เก็บผลลัพธ์ไว้ใน SET2 

โดย  SET1 ← SET1 ∩ SET2 = <3 : 0 : {3, 4, 5} จะได้ว่า SET1 ← SET2 ≠ ∅ และยังไม่จบค า 
4. ค้นอักขระ โดยใช้ “ห” ซึ่งได้ผลลัพธ์คือ “ห” = <{4 : 0 : {1, 5}> เก็บผลลัพธ์ไว้ใน SET2 

โดย  SET1 ← SET1 ∩ SET2 = <4 : 0 : {5}> จะได้ว่า SET1 ← SET2 ≠ ∅ และยังไม่จบค า 
5. ค้นอักขระ โดยใช้ “น” ซึ่งได้ผลลัพธ์คือ “น” = <{5 : 0 : {5}> เก็บผลลัพธ์ไว้ใน SET2 

โดย  SET1 ← SET1 ∩ SET2 = <5 : 0 : {5} > จะได้ว่า SET1 ← SET2 ≠ ∅ และยังไม่จบค า 
6. ค้นอักขระ โดยใช้ “า” ซึ่งได้ผลลัพธ์คือ “า” = <{6 : 0 : {5}> เก็บผลลัพธ์ไว้ใน SET2 

โดย  SET1 SET1 ← SET1 ∩ SET2 = <6 : 0 : {5}> จะได้ว่า SET1 ← SET2 ≠ ∅ และยังไม่จบค า 
7. ค้นอักขระ โดยใช้ “ -้ ”  ซึ่งได้ผลลัพธ์คือ “ -้ ” = {7 : 0 : {5}> เก็บผลลัพธ์ไว้ใน SET2 

โดย  SET1 SET1 ← SET1 ∩ SET2 = <7 : 0 : {5}> จะได้ว่า SET1 ← SET2 ≠ ∅ และยังไม่จบค า 
8. ค้นอักขระ โดยใช้ “ โ ” ซึ่งได้ผลลัพธ์คือ “ โ” = {8 : 0 : {5}> เก็บผลลัพธ์ไว้ใน SET2 

โดย  SET1 SET1 ← SET1 ∩ SET2 = <8 : 0 : {5}> จะได้ว่า SET1 ← SET2 ≠ ∅ และยังไม่จบค า 
9.ค้นอักขระ โดยใช้ “ง” ซึ่งได้ผลลัพธ์คือ “ง” = {9 : 0 : {5}> เก็บผลลัพธ์ไว้ใน SET2 

โดย  SET1 ← SET1 ∩ SET2 = <9 : 0 : {5}> จะได้ว่า SET1 ← SET2 ≠ ∅ และยังไม่จบค า 
10. ค้นอักขระ โดยใช้ “ -่ ”  ซึ่งได้ผลลัพธ์คือ “ -่ ” = {10 : 1 : {5}> ซึ่งค่า Terminated = 1 หมายความว่าจบค า

 ดังนั้น ค้นพบค าไม่สุภาพ คือ W5 = “ไอ้หน้าโง”่ 
ตัวอย่างที่ 8 แสดงข้อได้เปรียบของพจนานุกรมแบบใหม่นี้ ที่น าไปสู่การท านายค าไม่สุภาพ และการตรวจจับแบบออนไลน์  

ที่ต้องมีการตรวจจับการป้อนข้อมูลแบบปัจจุบันทันด่วน เมื่อมีการป้อนข้อมูลค าว่า “ไอ้หน้าโง”่ 
 ถ้าเป็นการตรวจจับแบบเดิม ผู้ป้อนข้อมูลจะอ่านจากข้อความที่ป้อนจนครบ แล้วตรวจจับด้วยการน าค าดังกล่าว 
ไปค้นกับพจนานุกรมที่มีอยู่แบบค าต่อค า แต่หากเป็นพจนานุกรมแบบใหม่ เมื่อผู้ป้อนข้อมูลป้อนแต่ละอักขระสารมารถตรวจน
จับได้ทีละอักขระ ท าให้สามารถตรวจจับได้ตั้งแต่ข้อความ “ไอ้” หรือ “ไอ้หน้” เปรียบเทียบกลไก การท างานของขั้นตอนวิธี
แบบเดิม และแบบใหม่ตามแนวทางของงานวิจัยนี้ ดังรูปที่ 4 เป็นต้น 
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รูปที่ 4 เปรียบเทียบแนวคดิการตรวจจับตามแนวทางพจนานุกรมแบบเก่าและแบบใหม่ที่พัฒนาขึ้นจากงานวิจัย 
 

 ส าหรับความซับซ้อนด้านเวลาของการค้นหามากสุดคือ O(n) เมื่อ n คือขนาดของข้อความที่ต้องการค้น เบื้องต้น 
ก่อนการพิสูจน์ทฤษฎีบทจ าเป็นต้องอธิบายบทแทรก เพื่อแสดงการเข้าถึง ตัวแปร SET1, SET2 และการอินเทอร์เซคชัน ดังนี้ 
 บทแทรก 1 ก าหนดให้ SET คือตารางการแฮชย่อยที่มี f(tk) มีความซับซ้อน O(1) 

 พิสูจน์ ก าหนด SET เป็นตารางการแฮช เช่นเดียวกับ ทฤษฎีบท 1 ซึ่งมีคีย์ tk และ I0 หรือ I1 
 ดังนั้นจะใช้ f(tk) เพื่อเข้าถึง I0 หรือ I1 ด้วยความซับซ้อน O(1) ตามทฤษฎีบท 1 

 บทแทรก 2 การน ารายการผกผันจาก HT-Dictionary ที่ตรงกับต าแหน่ง pos ของอักขระ T[tN] ลง SET ใดๆ ใช้ 
ความซับซ้อน O(1) 

พิสูจน์ ก าหนดให้ tN คือ อักขระจากข้อความ T ที่แปลงเป็นเป็นคีย์เพื่อเข้าถึง I0 หรือ I1 ได้ 
ดังนั ้น การเข้าถึง I0 หรือ I1 ใน HT-Dictionary ด้วยต าแหน่ง pos จะใช้ความซับซ้อน O(1) ตาม 

ทฤษฎีบท 1 และน า I0 หรือ I1 ลง SET ด้วย O(1) ตามบทแทรก 1 
 บทแทรก 3 การอินเตอร์เซกชันระหว่าง SET1 และ SET2 ใช้ความซับซ้อน O(1)  

 พิสูจน์ ก าหนดให้ SET1 และ SET2 คือ SET ตามบทแทรก 1 โดยที่ 
SET1 บรรจุ I0 และ/หรือ I1  
SET2 บรรจุ I0 และ/หรือ I1 

 การเข้าถึงเพื่อน า I0 หรือ I1 มาเปรียบเทียบส าหรับการอินเทอร์เซกชัน ใช้ O(1) เป็นไปตามบทแทรก 1 
ทฤษฎีบท 4 ขั้นตอนวิธีการตรวจจับค าไม่สุภาพด้วย Algorithm 2 มีความซับซ้อน O(n) 

 พิสูจน์ ก าหนด n คือความยาวของข้อความน าเข้า T ซึ่ง T = t1, t2, t3, …, tn 
 อ้างถึง Algorithm 2 เริ่มจากบรรทัดท่ี 1 เป็นการก าหนดค่า ใช้ความซับซ้อน O(1) 
 บรรทัดท่ี 2  7 และ 11 เข้าถึง I0 หรือ I1 น าเข้า SET1 ด้วยความซับซ้อน O(1) ตามทฤษฎีบท 1 และบทแทรก 2 

 การอินเทอร์เซกชันในบรรทัดที่ 8 ท างานด้วยความซับซ้อน O(1) ตามบทแทรก 3 ในขณะที่ลูปหลัก (บรรทัดที่  
3 - 14) ที่วนด าเนินการมากที่สุด n ครั้ง O(n) ซึ่งท าให้ความซับซ้อนของส่วนการตรวจจับจะเท่ากับ O(n) ในกรณีแย่สุด 
(ตรวจจับพบ) หรือหากกรณีที่สุดจะท างานท่ี O(n-min) ในกรณีดีสุด (ข้อความไม่ใช่ค าไม่สุภาพ) 
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การทดลองและการประเมินผล 
 การประเมินผลเชิงทฤษฎ ี
 พจนานุกรมที่พัฒนาขึ้นนี้เป็นแนวคิดใหม่ที่แตกต่างจากรูปแบบการจัดเก็บพจนานุกรมค าไม่สุภาพแบบทั่วไป 
ที่เคยมีมาก่อน พจนานุกรมแบบนี้ต้องการให้สามารถตอบสนองต่อสิ่งต่อไปนี้ได้เป็นประเด็นดังน้ี 
 1) ด้านความซับซ้อน พจนานุกรมและขั้นตอนวิธีนี้สามารถประยุกต์สู่การตรวจจับค าไม่สุภาพได้แบบทันทีทันใด 
ที่อักขระถูกป้อนเข้ามาในระบบ โดยไม่จ าเป็นต้องให้เกิดการป้อนจนส าเร็จเสียก่อนสร้างพจนานุกรมได้รวดเร็ว ด้วย  
ค่าความซับซ้อนด้านเวลา O(|W|) และค่าความซับซ้อนด้านเนื้อที่จัดเก็บ O(|Σ |+|W|) ขณะที่การตรวจจับมากที่สุดใช้เวลา 
O(n) ทั้งนี้แนวคิดการแทนต าแหน่งของค านี้ยังสามารถตรวจจับค าที่มีขนาดยาวๆ โดยประยุกต์การเข้าถึงต าแหน่งต่างๆ ที่  
แตกต่างกันโดยไม่จ าเป็นต้องพิจารณาตามล าดับก็ได้ 
 2) จุดเด่นสามารถค้นหาได้แบบอักขระต่ออักขระที่ป้อนเข้ามา ตอบสนองการค้นหาแบบออนไลน์ได้แบบทันทีทันใด
เข้าถึงแบบเป็นอิสระหรือสามารถน าไปสู่การเข้าถึงแบบขนานได้ 
 3) พจนานุกรมแบบใหม่นี้น าไปสู่การท านายค าไม่สุภาพได้ตั้งแต่ข้อความอักขระเริ่มต้น 
 4) ด้านความยืดหยุ่นของพจนานุกรม เนื่องจากสืบทอดแนวคิดมาจากพจนานุกรมแบบพลวัต ดังนั้นพจนานุกรมนี้  
จึงสามารถเพิ่ม ลบ แก้ไขค าต่างๆ ในพจนานุกรมได้แบบพลวัตได้อีกด้วย 
 ชุดข้อมูลและการเตรียมการทดลอง 
 การทดลองวิเคราะห์ค าไม่สุภาพจาก 1) กระทู ้ในเว็บบอร์ดภาษาไทย  2) เว็บไซต์ที ่ระบุค าศัพท์ไม่ส ุภาพ  
3) เว็บกฎหมาย  4) บทความวิจัยและงานวิจัย  5) วิทยานิพนธ์ท่ีเกี่ยวกับค าไม่สุภาพ  7) เฟซบุ๊ก และอื่นๆ ด้วยขนาดรวมกัน 
62.9 MB จากนั้นสกัดและคัดเลือกค าไม่สุภาพน าเข้าสู่พจนานุกรม จ านวน 233 ค า 
 จากนั ้นพัฒนาโปรแกรมด้วยโปรแกรมภาษาจาวา jdk 21, Netbeans 20 ทดลองด้วยเครื่องคอมพิวเตอร์  
Dell Vostro 5400  Windows 10 Pro  Intel(R) Core(TM) i7-7700HQ RAM 16.0 GB พัฒนาโปรแกรมและน าเข้าข้อมูล 
สู ่พจนานุกรม เขียนโปรแกรมสุ่มค าจากพจนานุกรมจ านวน 10 - 200 ค า น าเข้าสู ่อินพุตโปรแกรมและเขียนโปรแกรม 
จากขั้นตอนวิธีที่ออกแบบไว้ และพัฒนาโปรแกรมที่ตรวจจับแบบตามล าดับและกลวิธีการแฮชพร้อมวัดผลความถูกต้อง 
เปรียบเทียบกับเทคนิคการตรวจจับโดยใช้ไฟไนทส์เตทแมชชีน (วุฒิชัย, 2549) และ เทคนิคดาต้าไมน์นิง (ณัฐาศิริและสมชาย, 
2560) จ านวน 5 ขั้นตอนวิธ ี
 การประเมินผลเชิงการทดลอง 
 ผลการทดลองพัฒนาโปรแกรมส าหรบตรวจนับตามขั้นตอนวิธีและพจนานุกรมที่ออกแบบไว้ น าเข้าคลังจากค าศัพท์ 
233 ค า และน าผลการทดลองมาพัฒนาโปรแกรมส าหรับวัดเวลาเข้าถึงและตรวจจับของพจนานุกรมแบบเก่า ด้วยเทคนิค 
การตรวจจับตามล าดับ (Sequential Search: SQUE) การตรวจจับแบบแฮชช่ิง (Hashing Search: HASH) โดยรวมเวลาของ
การตัดค าภาษาไทยก่อนการตรวจจับ เทียบกับพจนานุกรมแบบใหม่ (IVLD) แสดงดังรูปที่ 5 โดยที่แกนตั้งแสดงเวลาในหนว่ย
มิลลิวินาที แกนนอนแสดงจ านวนค าไม่สุภาพที่ใช้ในการตรวจจับในพจนานุกรม 
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รูปที่ 5 ผลเปรียบเทียบเวลาตรวจจับด้วยพจนานุกรมแบบเก่าและพจนานุกรมใหม่ท่ีพัฒนาขึ้นจากงานวิจัย 
 

 จากกราฟในรูปที่ 5 แสดงให้เห็นว่าในทุกๆ ปริมาณของค าไม่สุภาพที่น ามาเปรียบเทียบการตรวจจับ ขั้นตอนวิธี  
โดยอาศัยพจนานุกรมแบบใหม่ สามารถท างานได้รวดเร็วและมีประสิทธิภาพมากกว่าขั้นตอนการใช้พจนานุกรมที่จัดเก็บแบบ
เป็นค าอย่างชัดเจนและมีนัยส าคัญ 
 ผลการทดลองพบว่า ประสิทธิภาพตรวจจับความถูกต้อง ได้พัฒนาโปรแกรมส าหรับตรวจจับ โดยสุ่มค าไม่สุภาพจาก 
พจนานุกรมและน าเข้าข้อมูลทดลองจากข้อมูลต้นฉบับที่น ามาสกัดค าไม่สุภาพ โดยจากการค้นสุ่มเอกสารข้อความที่น ามาใช้ 
สกัดค าไม่สุภาพ และสุ่มและแทรกค าไม่สุภาพแทรกในพจนานุกรมเข้าไปในเอกสารตามปริมาณดังในรูปที่ 5 ผลการทดลอง 
ตรวจนับค าไม่สุภาพจะได้ค่าความถูกต้องร้อยละ 100 ของข้อมูลที่ใช้ทดลอง ผลการแทรกค าหยาบเข้าไปกับข้อมูลจริงที่น ามา 
ทดลองพบว่า ตรวจจับได้ร้อยละ 100 มีค่าความคลาดเคลื่อนการท านายค าอยู่ที่ร้อยละ 0.00 ทั้งยังได้เทียบกับเทคนิคแบบ 
พจนานุกรมแบบเดิมที่ได้ค่าการตรวจจับไม่ผิดพลาด (SQUE และ HASH) อีกด้วย นอกจากนั้น เพื่อให้เห็นความแตกต่าง 
กับ เทคนิคแบบอื่นที่เคยศึกษามา จึงได้น าผลการเปรียบเทียบผลการทดลองของ ณัฐาศิริและสมชาย (2560)  วุฒิชัย (2549) 
มาเปรียบเทียบให้เห็น โดยก าหนดให้เทคนิคดาต้าไมน์นิ่ง (Data mining) ใน ณัฐาศิริและสมชาย (2560) ได้แก่ ต้นไม้ตัดสินใจ 
(Decision Tree)  เทคนิคนาอีฟเบย์ (Naïve Bayes)  และเทคนิคเคเนียร์เรสเนเบอร์ (K-Nearest Neighbors) ขณะที่  
วุฒิชัย (2549) คือ เทคนิคการวิจัยด้วยไฟไนท์สเตทแมชชีน (Finite State Machine) แสดงดังตารางที่ 4 
 

ตารางที่ 4 แสดงผลการทดลองจากความถูกต้อง (Accuracy) ของการตรวจจับ 
ขั้นตอนวิธ ี ร้อยละของความถูกต้อง ร้อยละของความคลาดเคลื่อน 

IVLD 100 0.00 
SQUE 100 0.00 
HASH 100 0.00 
Decision Tree 96 0.43 
Naïve Bayes 96 0.44 
K-Nearest Neighbors 95 0.46 
Finite State Machine 99.14 8.36 
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สรุปผลการวิจัยและข้อเสนอแนะ 
 งานวิจัยนี้จึงน าเสนอแนวคิดใหม่ส าหรับตรวจจับค าไม่สุภาพและค าหยาบคายด้วยการพัฒนาโครงสร้างข้อมูล
พจนานุกรมจัดเก็บค าไม่สุภาพแบบใหม่อาศัยรูปแบบอักขระเดี่ยวแทนการใช้ค าแบบเดิมในพจนานุกรมแบบเดิม ใช้วิธีจ าแนก
รายละเอียดของแต่ละค าเป็นส าคัญออกเป็นรายการผกผันพหุแบบ เก็บในพจนานุกรมเฉพาะที่ใช้หลักการแฮชแบบสมบูรณ์
ส าหรับการเข้าถึง จากนั้นพัฒนาขั้นตอนวิธีตรวจจับค าดังกล่าวซึ่งสามารถตรวจจับค าไม่สุภาพได้แบบทันทีทันใดที่อักขระถูก
ป้อนเข้ามาในระบบ โดยไม่จ าเป็นต้องให้เกิดการป้อนจนส าเร็จเสียก่อนจึงจะตรวจพบเช่นขั ้นตอนวิธีเดิมที ่เคยมีมา   
สร้างพจนานุกรมด้วยค่าความซับซ้อนด้านเวลา O(|W|) และค่าความซับซ้อนด้านเนื้อที่จัดเก็บ O(|Σ|+|W|) โดยที่ W คือ 
จ านวนค าที่บรรจุในพจนานุกรม ในขณะที่ความซับซ้อนด้านเวลาการค้นหา คือ O(n) เมื ่อ n คือความยาวของข้อความ 
ที่ป้อนเข้าสู่ระบบ ผลการทดลองพัฒนาโปรแกรมส าหรับตรวจนับตามขั้นตอนวิธีและพจนานุกรมที่ออกแบบไว้ น าเข้าคลังจาก
ค าศัพท์ 233 ค า ผลการทดลองพบว่า พจนานุกรมแบบใหม่สามารถตรวจจับค าไม่สุภาพโดยไม่จ าเป็นต้องมีการตัดค าก่อน  
ท าให้สามารถตรวจจับได้อย่างรวดเร็วกว่าการจัดเก็บและเข้าถึงข้อมูลค าไม่สุภาพแบบเดิมอย่างมีนัยส าคัญ ผลการทดลอง 
วัดค่าความถูกต้องของการตรวจจับค าไม่สุภาพที่มีในพจนานุกรมได้ร้อยละ 100 ของข้อมูลที่ใช้ทดลอง ผลการแทรกค าหยาบ
เข้าไปกับข้อมูลจริงท่ีน ามาทดลองพบว่า ตรวจจับได้ร้อยละ 100 โดยไม่มีค่าความคลาดเคลื่อนในการตรวจจับ 
 ข้อเสนอแนะของการต่อยอดงานวิจัยนี้ คือ การสร้างให้พจนานุกรมสามารถเชื่อมโยงการตรวจจับได้ด้วยบริบทของ
ข้อมูลหรือด้วยความสัมพันธ์และเชื่อมโยงในมิติรูปภาพหรือภาษาถิ่น โดยการขยายล าดับชั้นของตารางการแฮชในพจนานุกรม
ให้มีระดับเพิ่มขึ้น ในขณะที่พจนานุกรมยังเป็นแบบพลวัตได้ด้วยการเพิ่มค าไม่สุภาพใหม่เข้าไปในพจนานุกรมได้อีกด้วย 
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