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บทคัดย่อ 
 ส ำหรับผู้บกพร่องทำงกำรได้ยินและกำรพูดจะสำมำรถสือ่สำรได้โดยกำรใช้ภำษำมือแทนค ำพูด ท ำให้เป็นอุปสรรคต่อ
กำรสื่อสำรกับผู้คนทั่วไป เพื่อช่วยให้ผู้บกพร่องทำงกำรได้ยินและกำรพูดสำมำรถสื่อสำรกับผู้คนทั่วไปได้ บทควำมนี้น ำเสนอ
กำรพัฒนำระบบตรวจจับและแปลงภำษำมือไทยเป็นภำษำไทยโดยใช้กำรเรียนรู ้เชิงลึก โดยรับข้อมูลเข้ำเป็นจุดส ำคัญ 
(Keypoints) ของมือ ใบหน้ำ และท่ำทำง ใช้ MediaPipe Framework ในกำรตรวจจับจุดส ำคัญ รวบรวมข้อมูลจำกวิดีโอที่
เป็นท่ำทำงภำษำมือไทยน ำมำสกัดหำพิกัดของจุดส ำคัญ แล้วแบ่งชุดข้อมูลส ำหรับกำรฝึก (Train set) 80% ชุดข้อมูลทดสอบ
(Test set) 20% น ำข้อมูลมำฝึกฝนโมเดลโดยใช้อัลกอริทึมโครงข่ำยประสำทเทียมหน่วยควำมจ ำระยะสั้นยำวแบบสองทำง
(BiLSTM) ในกำรวิเครำะห์ท่ำทำง ปรับเปลี่ยนชั้น (layer) ของโมเดลและทดลองกำรปรับเปลี่ยนค่ำของพำรำมิเตอร์ต่ำงๆ 
พบว่ำโมเดลที่มีกำรเพิ่มโหนด (node) และปรับเปลี่ยนชั้น (layer) ท ำให้โมเดลสำมำรถป้องกันกำรเกิดปัญหำ Underfitting 
และมีพำรำมิเตอร์ที่ใช้ในกำรเรียนรู้เพิ่มขึ้น ได้ค่ำควำมถูกต้อง คือ 0.83 หลังจำกได้ผลลัพธ์เป็นค ำไทย จะน ำมำแสดงผลใน 
แอปพลิเคชันมือถือที่พัฒนำด้วย Flutter Framework ซึ่งเชื่อมต่อกำรท ำงำนระหว่ำงโมเดลและแอปพลิเคชันด้วย API ที่
พัฒนำด้วย Flask API 
 

ABSTRACT 
 The hearing and speech impaired can communicate using sign language instead of word, which 
causes obstacles in communicating with unimpaired person.  To help the hearing and speech impaired to 
communicate with the general public, this paper presents. It takes in key points of hands, faces and gestures, 
using the MediaPipe Framework to detect key points. The information was gathered from video gestures in 
Thai Sign Language to extract the coordinates of important points. The data were then divided into 80% of 
the training dataset and 20%  of the test dataset.  The data were used to train the model using the Long 
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Short-Term Memory (LSTM) neural network algorithm for posture analysis. The model layers and experiment 
were modified by modifying the parameters. It was found that the model required node addition and class 
modification. This allowed the model to prevent underfitting problems and increased learning parameters. 
The accuracy was 0. 83 after the results were in Thai words.  It will be rendered in a mobile application 
developed with the Flutter Framework, which connects the model and the application with an API 
developed with the Flask API. 

 

ค าส าคัญ: ภำษำมือ  โครงข่ำยประสำทเทียมหน่วยควำมจ ำระยะสัน้ยำว  แอปพลิเคชันบนโทรศัพท์เคลื่อนที ่
Keywords: Sign Language, Long Short-term Memory, Mobile Application 
 

บทน า  

 ในปัจจุบันสังคมได้ให้ควำมส ำคัญกับผู้บกพร่องทำงกำรได้ยินมำกขึ้น เปิดโอกำสให้ผู้บกพร่องทำงกำรได้ยินได้แสดง 
ควำมสำมำรถ และเรียนรู้วิธีกำรใหม่ๆ เพื่อให้ผู้บกพร่องทำงกำรได้ยินมีสิทธิ โอกำส และได้รับควำมเท่ำเทียม เช่นเดียวกับ
บุคคลปกติส ำหรับผู้บกพร่องทำงกำรพูดและกำรได้ยินจะสำมำรถสื่อสำรได้โดยกำรใช้ภำษำมือแทนค ำพูด คนทั่วไปต้องกำร
สื่อสำรกับผู้บกพร่องทำงกำรได้ยินจ ำเป็นต้องเข้ำใจภำษำมือ แต่คนทั่วไปนั้นยังไม่มีควำมรู้ควำมเข้ำใจและยังไม่เข้ำใจวิธีกำร
สื่อสำรด้วยภำษำมือรวมถึงควำมหมำยของภำษำมืออย่ำงชัดเจน ท ำให้ยำกต่อกำรช่วยเหลือและกำรติดต่อสื่อสำรกันให้เข้ำใจ 
ผู้บกพร่องทำงกำรได้ยินจึงเป็นกลุ่มคนที่ถูกละเมิดสิทธิ และถูกเลือกปฏิบัติมำกที่สุดกลุ่มหนึ่ง นอกจำกนี้ยั งเป็นกลุ่มคนที่มี
ปัญหำในกำรสื่อสำรและกำรรับรู้ข้อมูลข่ำวสำร จึงท ำให้สังคมเปิดโอกำสให้กับผู้บกพร่องทำงกำรได้ยินน้อย มักมองว่ำผู้ที่
บกพร่องทำงกำรได้ยินไม่มีควำมสำมำรถ ผู้บกพร่องทำงกำรได้ยินจึงจ ำเป็นต้องใช้ล่ำมภำษำมือในกำรรับรู้ข้อมูลข่ำวสำร  
ใช้เป็นสื่อกลำงในกำรสื่อสำรให้สังคมเข้ำใจ วัฒนธรรมของผู้บกพร่องทำงกำรได้ยินที่แสดงออกทั้งสีหน้ำและท่ำทำง รวมไปถึง
กำรได้รับโอกำสจำกสังคมเพื่อจะได้แสดงว่ำผู้บกพร่องทำงกำรได้ยินมีควำมสำมำรถ มีศักยภำพ ไม่เป็นภำระของสังคม และ
สำมำรถพ่ึงพำตนเองได้ ในปัจจุบันมีกำรน ำสื่อมัลติมีเดียเข้ำมำมีบทบำทในชีวิตประจ ำวันมำกขึ้น ซึ่งหำกมีโปรแกรมที่สำมำรถ
ช่วยแปลควำมหมำยของภำษำมือไทยผ่ำนเทคโนโลยีกำรประมวลผลด้วยภำพ อำจจะช่วยท ำให้ผู้บกพร่องทำงกำรได้ยิน
สำมำรถสื่อสำรกับคนปกติได้สะดวกและเกิดควำมเข้ำใจท่ีตรงกันมำกข้ึน 

มือกับท่ำทำงของมนุษย์ มีบทบำทในกำรสื่อสำร ตอบโต้และกิจกรรมที่ท ำในชีวิตประจ ำวัน กำรใช้เทคโนโลยีกำร
เรียนรู้เชิงลึก (Deep Learning) ได้ถูกน ำมำประยุกต์ใช้ในกำรตรวจจับมือและท่ำทำง โดยกำรเริ่มต้นของกระบวนกำรนี้คือ 
เครื่องมือที่ใช้ในกำรตรวจจับเพื่อเก็บข้อมูลที่เป็นภำพหรือตัวเลขให้อยู่ในรูปแบบที่สำมำรถน ำไปใช้ในโมเดลเพื่อจ ำแนก และ
วินิจฉัยท่ำทำงที่ผู้ใช้ต้องกำรสื่อสำร งำนวิจัยที่มีกำรพูดถึงเครื่องมือที่ใช้ในกำรตรวจจับและท่ำทำง เช่น กำรรู้จ ำภำษำมือไทย
โดยใช้โครงข่ำยประสำทเทียม (Chaikaew et al., 2021) ระบบกำรรู ้จ ำท่ำทำงมือที ่ปรับปรุงใหม่โดยใช้จุดส ำคัญและ 
กรอบมือ และกำรรู้จ ำภำษำมือท้องถิ่นตำมเวลำจริงโดยใช้ MediaPipe (Halder and Tayade, 2021) เป็นต้น เมื่อได้ข้อมูล
จำกกำรใช้เครื่องมือในกำรตรวจจับ ต้องมีกำรเตรียมข้อมูล (Preprocess) และเรียงล ำดับให้พร้อมก่อนน ำเข้ำสูต่ัวโมเดลโดยใช้
โครงข่ำยหน่วยควำมจ ำระยะสั้นยำว (Long Short-Term Memory: LSTM) ซึ่งจำกงำนวิจัยพบว่ำโมเดลที่ใช้ LSTM  BLSTM 
และ GRU มีควำมแม่นย ำมำกกว่ำ 90% กับข้อมูลประเภทจุดส ำคัญและมีกำรฝึกโมเดลที่ไวขึ้นกำรจดจ ำภำษำมือโดยอัตโนมัติ 
งำนวิจัยที่กล่ำวถึงโครงข่ำยหน่วยควำมจ ำระยะสั้นยำว เช่น แบบฝึกทักษะพื้นฐำนแบดมินตันโดยใช้กำรเคลื่อนไหวกำร
ตรวจจับท่ำทำงจำกกำรฝังวิดีโอท่ำทำงและเทคนิคกำรเรียนรู้แบบ One-Shot (Promrit and Waijanya, 2019) กำรจดจ ำ
ภำษำมือโดยอัตโนมัติ (Venugopalan and Reghunadhan, 2021) กำรรู้จ ำภำษำมือแบบอเมริกันส ำหรับตัวอักษรโดยใช้ 
MediaPipe และ LSTM (Sundar and Bagyammal, 2022) กำรรู้จ ำภำษำมือแบบเรียลไทม์โดยใช้ MediaPipe และกำร
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เรียนรู้เชิงลึก (Bora et al, 2023)  และกำรจ ำแนกภำษำมืออำรบิกแบบเรียลไทม์อัจฉริยะ โดยใช้กำรเริ่มตำมควำมสนใจและ 
BiLSTM (Abdul et al, 2021) 

หลังจำกกำรนิยำมโมเดล จะเข้ำสู่กระบวนกำรปรับปรุงโมเดลให้เหมำะสมกับข้อมูลของงำนวิจัยนี้ด้วยวิธีกำรเพิ่มช้ัน 
(layer) เพื่อให้ท ำนำยออกมำได้แม่นย ำยิ่งข้ึน มีงำนวิจัยที่เกี่ยวข้อง คือ ระบบรู้จ ำภำษำมือส ำหรับสื่อสำรกับผูบ้กพร่องทำงกำร
ได้ยิน (Obi et al., 2023) และน ำมำพัฒนำให้เป็นแอปพลิเคชันบนมือถือเพื่อให้ผู้ใช้ประกอบชีวิตประจ ำวันได้สะดวกยิ่งขึ้น 
เช่น สอนภำษำมือจีนด้วยสมำร์ทโฟน (Zhang et al., 2021) และ กำรพัฒนำแอปพลเคชันระบบกำรแปลภำษำมือให้กับ 
ผู้พิกำรทำงกำรได้ยิน (Chumchim and Maneerat, 2020) 

ในบทควำมนี้ จึงเลือกน ำเทคโนโลยีต่ำงๆ มำแก้ปัญหำที่เกิดขึ ้น และเป็นที่มำของโครงงำน “กำรพัฒนำระบบ
ตรวจจับและแปลงภำษำมือไทยเปน็ภำษำไทยโดยใช้กำรเรียนรูเ้ชิงลึก” โดยใช้อัลกอริทึมโครงข่ำยประสำทเทียมหน่วยควำมจ ำ
ระยะสั้นยำว (LSTM) ในกำรวิเครำะห์ท่ำทำง และสร้ำงแอปพลิเคชันท่ีสำมำรถตรวจจับภำษำมือไทยได้แบบ Real-Time และ
มีพจนำนุกรมภำษำมือไทย โดยมีแหล่งควำมรู้ คือ ฐำนข้อมูลจำกเว็บไซต์ของโรงเรียนเศรษฐเสถียร เพื่อให้คนทั่วไปสำมำรถ
สื่อสำรกับผู้พิกำรทำงกำรได้ยินและกำรพูดได้ทันที นอกจำกน้ียังสำมำรถเรียนรู้กำรท ำท่ำทำงภำษำมือที่ใช้ในชีวิตประจ ำวันได้
อีกด้วย 
 

วิธีการด าเนินการวิจัย 
1. ภาพรวมของงานวิจัย 

 เพื่อแปลงภำษำมือไทยเป็นภำษำไทยโดยสำมำรถรับภำพภำษำมือจำกผู้ใช้ได้ ผู้วิจัยจึงได้ออกแบบภำพรวมของ
งำนวิจัยนี ้โดยมีองค์ประกอบหลัก 2 ส่วน คือ 1) ส่วนติดต่อผู้ใช้ และ 2) ส่วนประมวลผลภำพ และแปลภำษำมือ ซึ่ง
องค์ประกอบย่อยๆ ของทั้ง 2 ส่วน และกำรเช่ือมโยงท้ัง 2 ส่วน แสดงเป็นภำพรวม ดังรูปที่ 1 
 

 

รูปที่ 1 ภำพรวมของงำนวิจัย 
 

จำกรูปที่ 1 ส่วนติดต่อผู้ใช้ ประกอบด้วย feature คือ พจนำนุกรมภำษำมือไทยพื้นฐำน กำรค้นหำค ำศัพท์ และกำร
แปลภำษำมือไทยเป็นภำษำไทย โดยพจนำนุกรมภำษำมือไทย มีกำรท ำงำน คือ ดึงข้อมูลค ำศัพท์ภำษำมือจำกฐำนข้อมูล ส่วน
ของกำรแปลภำษำมือไทยเป็นภำษำไทย เป็นส่วนท่ีน ำภำพท่ีได้จำกกล้องโทรศัพท์มือถือแล้วส่งผ่ำน API ไปยังส่วนท่ี 2  
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ส่วนประมวลผลภำพ และแปลภำษำมือ ประกอบด้วยส่วนย่อย 3 ส่วน คือ 1) กำรรับภำพจำกกล้องโทรศัพท์มอืถือ 
มีกำรแสดง Key point ของมือ ท่ำทำง และใบหน้ำ จำกนั้นระบบจะบันทึกพิกัด Key point ลงในโฟลเดอร์ 2) กำรท ำนำย
จำกพิกัดที่ถูกบันทึกลงในโฟลเดอร์ โดยจะท ำนำยพิกัดตลอดเวลำที่มีกำรเปิดกล้องโทรศัพท์มือถือ ซึ่งกำรท ำนำยนี้จะได้ผล
ออกมำเป็นค ำ 3) กำรแสดงผลเป็นภำษำไทย หลังจำกมีกำรท ำนำยพิกัดและได้ผลลัพธ์ออกมำ จะน ำมำแสดงในส่วนติดต่อ
ผู้ใช้งำน  

2. รายละเอียดการด าเนินงาน 
การใช้พจนานุกรมภาษามือไทย 
งำนวิจัยนี้จะดึงข้อมูลเกี่ยวกับค ำศัพท์ภำษำมือไทยพื้นฐำนจำกฐำนข้อมูล โดยข้อมูลที่เก็บในฐำนข้อมูลมีชื่อท่ำทำง

ภำษำมือ วดิีโอแสดงท่ำทำงภำษำมือรวบรวมมำจำกฐำนข้อมูลของเว็บไซต์โรงเรียนเศรษฐเสถียร และค ำอธิบำยกำรท ำท่ำทำง
ภำษำมือรวบรวมมำจำกหนังสือภำษำมือเชิงปฏิบัติกำร 8 เพื่อน ำมำแสดงในส่วนติดต่อผู้ใช้บนแอปพลิเคชัน 

เตรียมข้อมูลฝึกโมเดล 
บทควำมนี้ใช้ข้อมูลเข้ำเป็นพิกัดจุดส ำคัญ (Keypoints) ของใบหน้ำ ล ำตัว และมือทั้งสองข้ำงเพื่อใช้ในกำรฝึกฝน

โมเดล เริ่มต้นจำกกำรรับข้อมูลเข้ำโดยใช้กล้องโน้ตบุ๊กของผู้ใช้ของผู้ใช้ผ่ำนไลบรำรี่  MediaPipe Holistic สำมำรถตรวจจับ
พิกัดจุดส ำคัญของใบหน้ำ ล ำตัว และมือทั้งสองข้ำงของมนุษย์เป็นแบบเรียลไทม์ในเวลำเดียวกัน เมื่อโปรแกรมตรวจจับภำพ
ของผู้ใช้ได้แล้วจะแสดงจุดส ำคัญ 543 จุด ประกอบด้วย ส่วนของใบหน้ำ 468 จุด  ล ำตัว 33 จุด และมือข้ำงละ 21 จุด 
จำกนั้นน ำมำสกัดหำพิกัดจุดส ำคัญ จะได้ผลลัพธ์ออกเป็นมำเป็นพิกัด x  y และ z (ค่ำควำมลึก) ของจุดนั้นๆ โดยใช้พิกัด
จุดส ำคัญที่ผู้วิจัยรวบรวมจำกวิดีโอท่ำทำงภำษำมือไทยจ ำนวน 100 ท่ำ ประกอบด้วยท่ำนิ่ง 16 ท่ำ และท่ำเคลื่อนไหว 84 ท่ำ 
โดยมีแหล่งควำมรู้เป็นฐำนข้อมูลจำกเว็บไซต์ของโรงเรียนเศรษฐเสถียร 

 

 
 

รูปที่ 2 ตัวอย่ำงกำรแสดง key point มือขวำและมือซ้ำยของ MediaPipe Holistic 
 

การรวบรวมข้อมูล 
ผู้วิจัยได้บันทึกวิดีโอส ำหรับกำรฝึกสอนโมเดล (มีกำรเรียกใช้ MediaPipe Holistic) ในหนึ่งท่ำจะมี 60 คลิป โดย  

1 คลิปมีทั้งหมด 30 frame บันทึกเป็นไฟล์ numpy ในไฟล์จะเก็บพิกัดของ Keypoint ท่ำภำษำมือนั้นๆ เอำไว้ ในหนึ่งไฟล์
หรือ 1 frame จะมีพิกัด Keypoint บันทึกไว้รวม 1,662 ค่ำ 

การเตรียมข้อมูลและการนิยามโมเดล 
ในขั้นตอนนี้เริ่มจำกกำรอ่ำนไฟล์ numpy จำกท่ีบันทึกไว้ในขั้นตอนที่ 2 เตรียมโดยกำรน ำพิกัดของท่ำที่บันทึกไว้มำ

รวมเป็น array ก้อนเดียวกัน โดยก่อนเริ่มฝึกฝนโมเดล ในกำรนิยำมโมเดลได้น ำข้อมูลที่ผ่ำนขั้นตอนกำรเตรียมข้อมูลมำแบ่ง 
เป็นชุดข้อมูลส ำหรับฝึกฝน (Train set) 80% และชุดข้อมูลทดสอบ (Test set) 20% จำกนั ้นเข้ำสู่กระบวนกำร Data 
augmentation โดยใช้ SMOTETomek ให้สุ่มสร้ำงข้อมูลในแต่ละคลำสตำมที่เรำก ำหนดเพื่อเพิ่มควำมหลำกหลำยของข้อมูล
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ที่จะน ำไปฝึกฝนช่วยลดกำรเกิดปัญญำ Overfitting ของโมเดล จำกนั้นด ำเนินกำรสร้ำงโมเดลเป็นโครงข่ำยหน่วยควำมจ ำระยะ
สั้นยำว (LSTMs) แบบ Bidirectional ดังรูปที่ 3 

 

 
 

รูปที่ 3 bidirectional long short-term memory (BiLSTM) model 
 

จำกรูปที่ 3 ก ำหนด input ที่ (30,1662) มีขนำด 128 โหนด (node) เพื่อป้องกันกำรเกิดปัญหำ Underfitting ใช้
ฟังก์ชัน Activate ReLU หลังจำกนั้นท ำ BatchNormalization เพื่อปรับข้อมูลให้อยู่ในขอบเขต ถัดมำเป็น Dense Layer มี
ขนำด 64 โหนด ใช้ฟังก์ชัน Activate ReLU ตำมด้วย Dropout ที่ 3 เพื่อสุ่มปิดกำรท ำงำนบำงโหนด และ Output Layer ใช้ 
softmax เป็น activation function เพื่อหำควำมน่ำจะเป็นของแต่ละ class ใช้ Optimizer Adam กับค่ำ Learning Rate 
เท่ำกับ 0.00001 

การท างานส่วน API 

 

รูปที่ 4 กำรท ำงำนของ API 
 

จำกรูปที่ 4 แอปพลิเคชันท ำหน้ำที่จับภำพจำกกล้องของโทรศัพท์มือถือทุกๆ 100 มิลลิวินำที รูปภำพที่ได้นั้นน ำมำ
เข้ำรหัสรูปภำพโดยใช้วิธีกำรแปลงรูปภำพเป็นฟอร์แมตที่เหมำะสมส ำหรับกำรส่งผ่ำน HTTP โดยใช้ Base64 encoding ซึ่ง
เป็นวิธีที่คล้ำยกับกำรแปลงข้อควำมเป็นฐำนของ 64 อักขระ กำรใช้ Base64 จะแปลงข้อมูลให้เป็นชุดของตัวอักษรและตัวเลข 
ที่ไม่สำมำรถอ่ำนออกได้โดยตรง โดยรูปภำพจะถูกแปลงเป็นชุดของตัวอักษร และตัวเลข ซึ่งจะข้อมูลในรูปแบบ JSON ส่งผ่ำน 
HTTP Request ไปยัง API เมื่อ API รับภำพจำกแอปพลิเคชันแล้ว กำรถอดรหัสภำพจะถูกท ำโดยกำรแปลงสตริ ง Base64 
เป็นไบนำรีภำพต้นฉบับ จะส่งต่อรูปภำพไปยังโมเดลเพื่อท ำนำยผลลัพธ์ เมื่อโมเดลท ำนำยผลลัพธ์ของภำพเสร็จสิ้น ผลลัพธ์นั้น
จะถูกส่งกลับไปยัง API ในรูปแบบของ JSON โดยผลลัพธ์จะเป็นข้อมูลสตริงที่แสดงผลกำรท ำนำยของภำพ หลังจำกนั้น API 
จะน ำผลลัพธ์นี้ไปส่งกลับให้แอปพลิเคชันผ่ำนทำง HTTP response ในรูปแบบ JSON ที่ประกอบด้วยข้อมูลผลลัพธ์ของโมเดล 
โดยแอปพลิเคชันจะน ำผลลัพธ์ที่ได้รับมำแสดงผลและแสดงข้อควำมส ำหรับผู้ใช้งำน 
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ผลการวิจัยและวิจารณ์ผล 
งำนวิจัยนี้ทดสอบกำรท ำงำนของโมเดลโดยใช้ 10 ท่ำทำง ได้แก่ ท่ำเคลื่อนไหว 7 ท่ำ คือ ท ำไม ที่ไหน โชคดี ใช่ 

ไม่ใช่ ป่วย พบ และภำพนิ่ง 3 ท่ำ ทีม่ีควำมหมำยถึงกำรนับเลข คือ หนึ่ง สอง สำม น ำข้อมูลที่ได้จำกขั้นตอนกำรเตรียมข้อมูล
แบ่งข้อมูลส ำหรับฝึกฝน (Train Set) 80% และชุดข้อมูลส ำหรับทดสอบ (Test Set) 20% มี 600 วิดีโอแบ่งออกเป็น 480 ค ำ 
ส ำหรับชุดข้อมูลกำรฝึกอบรม และ 120 ค ำ ส ำหรับชุดข้อมูลกำรตรวจสอบ จำกนั้นทดลองฝึกโมเดลแบบ LSTM เปรียบเทียบ
กับกำรปรับเปลี่ยนเป็น Model แบบ BiLSTM โดยในกำรประเมินประสทิธิภำพของโมเดล ผู้วิจัยประเมินโดยแปรผลจำก Loss 
Value  Accuracy  Confusion Matrix และสร้ำงโมบำยแอปพลิเคชันเพ่ือทดลองกำรน ำโมเดลไปใช้ โดยมีรำยละเอียดดังนี้ 

การประเมินประสิทธิภาพของโมเดลโดยใช้ Loss Value 
ผลลัพธ์จำกกำรทดสอบกำรปรับเปลี่ยนชั้นและพำรำมิเตอร์ของโมเดล LSTM กับโมเดล BiLSTM พบว่ำ Loss 

Value ที่ได้จำกกำรฝึกโมเดล 1000 รอบ คือ 0.77 และ 0.0125 ตำมล ำดับ สำมำรถสรุปได้ว่ำผลลัพธ์ของโมเดล BiLSTM มี 
Loss Value ที่ดีกว่ำ LSTM ดังรูปที่ 5 (ก) และ (ข)  
 

 
 

โมเดลแบบ LSTM (ก)                                                     โมเดลแบบ BiLSTM (ข) 
รูปที่ 5 Loss value ของโมเดลแบบ LSTM เทียบกับ BiLSTM 

 

การประเมินประสิทธิภาพของโมเดลโดยใช้ Accuracy Value 
ผลลัพธ์จำกกำรทดสอบกำรปรับเปลี่ยนชั้นและพำรำมิเตอร์ของโมเดล LSTM กับโมเดล BiLSTM พบว่ำ Accuracy 

Value ที่ได้จำกกำรฝึกโมเดล 1000 รอบ คือ 0.83 และ 0.9117 ตำมล ำดับ สำมำรถสรุปได้ว่ำผลลัพธ์ของโมเดล BiLSTM มี 
Accuracy Value ที่ดีกว่ำ LSTM ดังรูปที่ 6 (ก) และ (ข) 

  
 

โมเดล แบบ LSTM (ก)                                                   โมเดล แบบ BiLSTM (ข) 
รูปที่ 6 Accuracy Value ของโมเดลแบบ LSTM เทียบกับ BiLSTM 

 

 การประเมินประสิทธิภาพของโมเดลโดยใช้ Confusion Matrix 
ผู้ วิจ ัยใช้ Confusion Matrix ที่แสดงถึงควำมแม่นย ำของแต่ละ Class ดังรูปที่ 7 มำใช้ค  ำนวณหำค่ำที่ใช้วัด

ประสิทธิภำพโมเดลทั้งหมด 4 ค่ำ ได้แก่ ค่ำควำมถูกต้อง (Accuracy) ค่ำควำมแม่นย ำ (Precision) ค่ำควำมระลึก (Recall) 
และ ค่ำ F1-Score ซึ่งพบว่ำโมเดลที่มีค่ำ Precision  Recall และ F1-Score มำกที่สุด คือ BiLSTM ด้วยค่ำ 0.92  0.91  
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0.91 และ 0.91 ตำมล ำดับ ท ำให้สำมำรถสรุปได้ ว่ำโมเดลที่ดีที่สุด ได้แก่ โมเดล BiLSTM ที่มีกำรปรับใช้พำรำมิเตอร์และ
เทคนิค Augmentation  Batch Normalization และ Dropout โดยผลกำรค ำนวณ ค่ำ Precision  Recall และ F1-Score 
แสดงดังตำรำงที่ 1 ด้วยเหตุนี้ผู้วิจัยจึงเลือกโมเดลนี้เพื่อใช้ท ำนำยภำษำมือไทย ให้ได้ผลลัพธ์จำกกำรท ำนำยที่มีประสิทธิภำพ
มำกที่สุด  

 

       
 

โมเดล แบบ LSTM (ก)                                         โมเดล แบบ BiLSTM (ข) 
รูปที่ 7 Confusion Matrix ของโมเดลแบบ LSTM เทียบกับ BiLSTM 

 

ตำรำงที่ 1 ผลลัพธ์จำกกำรค ำนวณค่ำ Precision  Recall  F1-Score  Accuracy และ Loss ของแต่ละโมเดล 
Model Precision Recall F1-Score Accuracy Loss 
LSTM 0.89 0.85 0.85 0.83 0.77 
BiLSTM 0.92 0.91 0.91 0.91 0.01 

 

การท างานส่วนโมบายแอปพลิเคชัน 
เพื่อทดลองน ำโมเดลไปใช้งำนจริง ผู้วิจัยจึงได้สร้ำงโมบำยแอปพลิเคชันข้ึน โดยมีผลกำรท ำงำนของแอปพลิเคชัน คือ

เมื่อเปิดใช้งำนแอปพลิเคชันจะเข้ำสู่หน้ำจออธิบำยวิธีกำรใช้งำนแอปพลิเคชัน ดังรูปที่ 8  
 

                                   
 

รูปที่ 8 หน้ำจออธิบำยวิธีกำรใช้แอปพลิเคชัน 
 

จำกนั้นจะเข้ำสู่หน้ำหลัก ในหน้ำหลักแสดงปุ่มที่สำมำรถกดไปยังหน้ำกล้องเพื่อให้ในกำรตรวจจับท่ำทำงภำษำมือ 
และมีปุ่มที่กดไปยังหน้ำพจนำนุกรมภำษำมือไทย นอกจำกนี้ยังแสดงท่ำทำงภำษำมือที่สุ่มมำจำกฐำนข้อมูล ดังตัวอย่ำงในรูป 
ที่ 9 (ก) โดยถ้ำผู้ใช้กดไปยังหน้ำพจนำนุกรมภำษำมือไทย จะแสดงท่ำทำงภำษำมือไทยมำกกว่ำ 300 ค ำ สำมำรถค้นหำท่ำทำง
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ภำษำมือได้ด้วยชื่อท่ำทำงภำษำมือ ดังรูปที่ 9 (ข) และถ้ำผู้ใช้กดไปที่ค ำศัพท์จะแสดงชื่อของท่ำทำงภำษำมือ และแสดงวิดโีอ
กำรท ำท่ำทำงภำษำมือ ดังรูปที่ 9 (ค) 

 

                                   
 

หน้ำหลัก (ก)            หน้ำพจนำนุกรมภำษำมือไทย (ข)    หน้ำแสดงรำยละเอียดค ำศัพท ์(ค) 
รูปที่ 9 กำรท ำงำนส่วนของแอปพลิเคชัน และพจนำนุกรม 

 

จำกรูปที่ 9 (ก) ซึ่งเป็นหน้ำหลัก หำกผู้ใช้กดปุ่มไปยังหน้ำกล้องเพื่อให้ในกำรตรวจจับท่ำทำงภำษำมือ จะมีข้อควำม
ขออนุญำตในกำรใช้งำนกล้องและไมโครโฟน เมื่อผู้ใช้อนุญำตให้มีกำรใช้งำน แอปพลิเคชันจะสตรีมกล้องไปท่ี API แล้วส่งภำพ
ไปที่โมเดล ซึ่งโมเดลจะตรวจจับภำษำมือ จำกนั้นจะส่งชื่อท่ำของภำษำมือมำที่  API สุดท้ำยจะส่งมำที่แอปพลิเคชันเพื่อ
แสดงผล ดังรูปที่ 10   
 

                                                           
 

  รูปที่ 10 หน้ำจอกำรแปลภำษำมือเป็นภำษำไทยผ่ำนแอปพลิเคชันท่ีเชื่อมต่อกับโมเดล 
 

สรุปผลการวิจัย 
บทควำมนี้น ำเสนอเรื่อง กำรพัฒนำระบบตรวจจับและแปลงภำษำมือไทยเป็นภำษำไทยโดยใช้กำรเรียนรู้เชิงลึก โดย

รวบรวมข้อมูลเป็นพิกัดจุดส ำคัญ (Keypoints) ของใบหน้ำ ล ำตัว และมือท้ังสองข้ำง ใช้กล้องคอมพิวเตอร์และใช้ MediaPipe 
Holistic ที่เป็นไลบรำรี่ที่สำมำรถตรวจจับพิกัดจุดส ำคัญของใบหน้ำ ล ำตัว และมือทั้งสองข้ำงของมนุษย์เป็นแบบเรียลไทม์ใน
เวลำเดียวกัน เพื่อตรวจจับจุดส ำคัญ เมื่อโปรแกรมตรวจจับภำพของผู้ใช้ได้แล้วจะแสดงจุดส ำคัญ 543 จุด ประกอบด้วยส่วน
ของใบหน้ำ 468 จุด  ล ำตัว 33 จุด และมือข้ำงละ 21 จุด แล้วน ำมำสกัดหำพิกัดจุดส ำคัญ จะได้ผลลัพธ์ออกเป็นมำเปน็พิกัด  
x  y และ z (ค่ำควำมลึก) ของจุดนั้นๆ โดยเก็บรวบรวมพิกัดจุดส ำคัญจำกวิดีโอท่ำทำงภำษำมือไทยที่ผู้วิจัยเป็นคนบันทึก
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ทั้งหมด 100 ท่ำ ประกอบด้วยท่ำนิ่ง 16 ท่ำ และท่ำเคลื่อนไหว 84 ท่ำ มีแหล่งควำมรู้เป็นฐำนข้อมูลจำกเว็บไซต์ของโรงเรียน
เศรษฐเสถียรและมีผู้เชี่ยวชำญให้ค ำแนะน ำอย่ำงใกล้ชิด เพื่อตรวจสอบควำมถูกต้องของกำรท ำท่ำทำงภำษำมือ แบ่งชุดข้อมูล
ส ำหรับฝึกฝน (Train set) 80% และชุดข้อมูลส ำหรับทดสอบ (Test set) 20% จำกนั้นน ำข้อมูลมำฝึกฝนโมเดล BiLSTM ที่มี
กำรปรับใช้พำรำมิเตอร์และเทคนิค Augmentation  Batch Normalization และ Dropout จำกกำรท ำลองพบวำ่โมเดลที่มี
กำรเพิ่มโหนด (node) และปรับเปลี่ยนช้ัน (layer) ท ำให้โมเดลสำมำรถป้องกันกำรเกิดปัญหำ Underfitting และมี
พำรำมิเตอร์ที่ใช้ในกำรเรียนรู้ เพิ่มขึ้น ได้ค่ำควำมถูกต้องคือ 0.9117 ซึ่งผลลัพธ์ที่ได้จำกกำรประมวลผลของโมเดลจะถูก
แสดงผลบนแอปพลิเคชัน PHASA MUE โดยเชื่อมกำรท ำงำนระหว่ำงโมเดลและแอปพลิเคชันด้วย API ในอนำคตสำมำรถน ำ
งำนวิจัยนี้ไปพัฒนำให้มีควำมแม่นย ำในกำรท ำนำยมำกขึ้น เพื่อให้สื่อสำรสะดวกยิ่งขึ้นระหว่ำงคนท่ัวไปกับผู้บกพร่องทำงกำร
ได้ยินและกำรพูด และยังสำมำรถน ำไปประยุกต์ใช้ในสถำนศึกษำที่มีนักศึกษำเป็นผู้พิกำรทำงกำรได้ยินได้ หรือน ำไปติดตั้งใน
องค์กรหรือสถำนที่ที่ต้องกำรบริกำรผู้บกพร่องทำงกำรได้ยินและกำรพูด เพื่ออ ำนวยควำมสะดวกในกำรใช้บริกำรต่ำงๆ ของ 
ผู้บกพร่องทำงกำรได้ยินและกำรพูดได้มำกยิ่งขึ้น 
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